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Abstract: A verification and validation study was performed using the open source computational fluid dynamics software package OpenFOAM version 6-dev for conjugate heat transfer problems. The test cases had a growing complexity starting from a simple steady state problem over unsteady heat transfer to more realistic engineering applications. First, a fin effectiveness study was performed. Then, the external convection at pipes and internal pipe heat transfer were investigated. The validity of the techniques was shown for each test case by comparing the simulation results with experimental and analytic data available in the literature. Finally, a simplified shell-and-tube heat exchanger was simulated to demonstrate how these methods can be applied to plant scale engineering problems.
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1. Introduction

Designing the process equipment for power or chemical plants is still based on empiricism or precedence, i.e., knowledge accumulated from prior experience. Due to inefficient designs, traditional resources (raw materials, hardware, utilities, and energy) are not exploited effectively, which leads to high production costs, a loss of product quality, and environmental pollution. An excellent review of the impact of a lack of process understanding on reliability and energy-efficiency, as well as safety was given by Joshi et al. [1,2].

The reason for the persistent high level of empiricism in process design is the complexity of heat and mass transfer in the process equipment. In general, the industrial equipment is operated at turbulent flow conditions, where vortical fluid motions (eddies) at different length and time scales contribute toward mixing and the transport of momentum, heat, and mass. A consistent modeling of such transport phenomena is a must to identify the relevant process parameters and will enable improvement in the scale-up and design procedures.

In recent years, some excellent reviews are provided for CFD in heat exchangers [3,4]. However, commercial software is predominantly used for most referenced simulations and not a single reference to the use of OpenFOAM is found in these reviews. The reason may be found in the lack of usability of existing multi-region solvers in OpenFOAM. Multi-region approaches are required, if the convective heat transfer from one fluid through a wall into another fluid is simulated.

There are many publications on heat transfer investigations using OpenFOAM, but they are often limited to the convective heat transfer in a single fluid region [5–7].

The published research using OpenFOAM for conjugate heat transfer simulations is often performed involving code modification, extension or re-implementation. Schremb et al. [8] studied the heat transfer due to an impinging droplet on a flat surface. A multiphase modeling approach is implemented in combination with the conjugate heat transfer methodology. The application of these...
modified solvers is often limited to benchmark. There are very few publications of conjugate heat transfer simulations with OpenFOAM that are applied to complex industrial equipment like real heat exchangers. Greiciunas et al. [9] simulate a compact plate-fin heat exchanger with serrated corrugation in cross flow orientation and compared the results with experimental data.

Very little research has been performed with the specific objective of testing and validating the conjugate heat transfer methods in OpenFOAM® for fundamental problems. However, many researchers and users in the industry see a demand for constant validation and verification of these open-source CFD methods that are in constant development. Only for turbulent single phase flows without heat transfer several authors have published validation studies in recent years. In several publications, turbulence models in OpenFOAM® were validated for the simulation of flows over bluff bodies [10–12].

In the present study, a verification and validation study was performed using the open source computational fluid dynamics library OpenFOAM® version 6-dev for conjugate heat transfer problems. The test cases had a growing complexity starting from a simple steady state problem over unsteady heat transfer to more realistic engineering applications. The applications were a fin effectiveness study, external convection at pipes, internal pipe heat transfer, and as a final example a simplified shell-and-tube heat exchanger. The validity of the techniques was shown for each test case by comparing the simulation results with experimental and analytical data available in the literature.

2. Physical Modeling

Today, heat transfer problems are often analyzed using a conjugate, coupled, or adjoint formulation. These three equivalent terms correspond to the problems containing two or more subdomains with phenomena described by different types of differential equations [13]. If the heat transfer in a solid body and a neighboring fluid is considered, the first is described by the Laplace equation and the latter by the Navier–Stokes equations. Thus, heat transfer through solid and fluid regions can always be considered as a conjugate problem.

The solution methodology used here was implemented in OpenFOAM® (Open Source Field Operation and Manipulation). OpenFOAM® is an object-oriented software library programmed in C++ and designed for the numerical solution of differential equations from continuum mechanics, as demonstrated by Jasak and Weller [14]. OpenFOAM® is distributed with a variety of predesigned solvers. Usually, the finite volume method (FVM) is applied. Here, the edition OF6-dev was chosen with the solvers chtMultiRegionFoam and buoyantPimpleFoam. For the fluid regions, the solution algorithm in both solvers was identical. In the following, the governing equations are briefly described.

The physical modeling of flows with heat transfer is based on conservation laws for mass, momentum, and energy, as shown by Anderson [15]. The continuity equation for an unsteady flow of a compressible fluid can be formulated as

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0$$

with the nabla-operator $\nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right)$, the density $\rho$ and the velocity field $\mathbf{u}$.

The conservation of momentum is formulated as

$$\frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) = -\nabla p + \rho \mathbf{g} + \nabla \cdot \left( 2\mu_{eff} \mathbf{S} \left( \mathbf{u} \right) \right) - \nabla \left( \frac{2}{3} \mu_{eff} \left( \nabla \cdot \mathbf{u} \right) \right),$$

where $p$ is the static pressure field and $\mathbf{g}$ is the gravitational acceleration. The effective viscosity $\mu_{eff}$ is the sum of the molecular and turbulent viscosity. The rate of strain (deformation) tensor $\mathbf{S} \left( \mathbf{u} \right)$ is defined as $\mathbf{S} \left( \mathbf{u} \right) = \frac{1}{2} \left( \nabla \mathbf{u} + \left( \nabla \cdot \mathbf{u} \right)^T \right)$. 
The conservation of energy in the fluid is defined in terms of the specific enthalpy $h$ as

$$\frac{\partial (\rho h)}{\partial t} + \nabla \cdot (\rho u h) + \nabla \cdot (\rho u k) - \frac{\partial p}{\partial t} = \nabla \cdot (a_{\text{eff}} \nabla h) + \rho u \cdot \mathbf{g}, \quad (3)$$

where $k = \frac{|u|^2}{2}$ is the specific turbulent kinetic energy. The effective thermal diffusivity $a_{\text{eff}}$ is the sum of laminar and turbulent thermal diffusivities

$$a_{\text{eff}} = \frac{\rho v_t}{Pr_t} + \frac{\mu}{Pr_t} = \frac{\rho v_t}{Pr_t} + \frac{k_f}{c_p}, \quad (4)$$

where $k_f$ is the thermal conductivity, $c_p$ is the specific heat at constant pressure, $Pr_t$ is the (turbulent) Prandtl number and $v_t$ is the (turbulent) kinematic viscosity. The equations for the hydrodynamics and thermodynamics of the fluid flow (Equations (1)–(4)) are extended to include energy transport due to transient heat conduction within the solid wall according to

$$\rho_s c_s \frac{\partial T_s}{\partial t} = \nabla \cdot (k_s \nabla T_s). \quad (5)$$

The turbulent transport parameters in Equations (1)–(4) require a turbulence closure with a corresponding modeling technique.

In three of the later four reference cases, the k-Omega-SST model was chosen. This includes two additional transport equations to represent turbulent properties of the flow: the transport of kinetic energy $k$ and the scale of the turbulence $\omega$. The extended SST (shear stress transport) model is known for its good behavior in adverse pressure gradients and separating flows [16].

Recently, tensor-based models are applied more often. A thorough discussion is not possible here, but recent improvement has been made in RANS-development such as the v2-f-model [17,18] or the scale-adaptive model [19]. In recent years, the effort for the development of RANS models has been strongly reduced due to lack of general success as well as the rapidly increasing computational resources that allow the application of more costly methods. Therefore, in one of the following test cases, the LES technique was applied, i.e., only the large-scale vortices that contain most of the turbulent kinetic energy were directly resolved and all smaller scale vortices were modeled [20,21]. Similarly, the accuracy compared to RANS was increased substantially and at the same time the numerical effort compared to DNS was reduced up to a level that makes this approach interesting for the industry. A detailed overview about the LES techniques is given in [22].

These techniques have been demonstrated to perform well for technically relevant turbulent flows [23–25]. In LES, a filter function with a characteristic filter width $\Delta$ is applied to Equations (1)–(3), so that the field variables are decomposed into a resolved and a non-resolved part. Thus, the velocity vector becomes $u = \hat{u} + u'$. The expression for the effective viscosity is reformulated to $\nu_{\text{eff}} = \nu + \nu_{\text{SGS}}$, i.e., the sum of molecular and apparent viscosity of the subgrid scales. Following the Boussinesq approximation, the subgrid scale viscosity is then modeled as $\nu_{\text{SGS}} = C_k \Delta \sqrt{k_{\text{SGS}}}$ with $C_k = 0.07$ and $k_{\text{SGS}}$ as the kinetic energy of the subgrid scales. The Smagorinsky model [20] utilizes a simple diffusion model for this

$$k_{\text{SGS}} = 2 \frac{C_k}{C_\epsilon} \Delta^2 |S|^2, \quad (6)$$

with $C_\epsilon = 1.048$ and $|S| = (S : S)^{1/2}$.

In the current work, the so-called WALE (Wall-Adapting Local Eddy-viscosity) model was applied [26]. The subgrid scale viscosity was calculated in the same way as shown above, but the calculation of the subgrid scale kinetic energy was slightly different:
\[ k_{SGS} = \left( \frac{2}{C_w C_k} \right)^2 \left( \frac{S^d_{ij} S^d_{ij}}{(S_{ij} S_{ij})^{5/2} + (S^d_{ij} S^d_{ij})^{5/4}} \right)^{2} \]  (7)

with \( C_w = 0.325 \) and \( C_k = 0.094 \). Thus, this model takes into account the rotation of the flow field for the calculation of \( k_{SGS} \) and it can be applied without additional damping for \( v_{SGS} \) in the near wall region.

3. Results

3.1. Investigation of Fin Effectiveness

First, the heat transfer through a straight and regular steel fin was investigated. Fins are surfaces that extend into the flow. In heat transfer equipment, the purpose of the fin is to increase the product of the surface area and the heat transfer coefficient [27]. The design of the heat exchanger is dependent on the knowledge about the actual fin efficiency. The efficiency of a fin is defined as the ratio of the actual heat transfer from the fin to the heat that would be dissipated if the whole surface of the fin is kept at constant base temperature. With increasing length of the fin, the resistance to the heat conduction increases and the effectiveness decreases. Numerous experiments have been performed in the past on this subject. Goldstein and Sparrow [28] determined the heat transfer coefficient by using the heat and mass transfer analogy. Hatada et al. [29] and Kang and Kim [30] tested the actual heat exchangers in a wind tunnel. Here, the OpenFOAM® solver chtMultiRegionFoam was applied to simulate fin effectiveness.

3.1.1. Numerical Set-Up of the Fin Test Case

A regular straight fin was investigated. The computational domain is depicted in Figure 1. At the base of the fin, the temperature was kept constant at \( T_{base} = 363 \) K. The fin was cooled by a turbulent airflow at ambient conditions (\( p_a = 1 \) bar, \( T_a = 300 \) K). Several simulations were performed at different fin lengths \( L = 0.02–0.08 \) m. The air was treated as perfect gas and the material of the fin was steel with constant thermodynamic properties. The case was simulated as steady state with the \( k\Omega \) turbulence model to account for the turbulence of the air flow.

In Table 1, an overview of the parameters of the simulation set-up is given. It includes the thermodynamic properties of the materials, flow conditions and geometrical data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Variable</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>fin length</td>
<td>( L )</td>
<td>m</td>
<td>(a) 0.02; (b) 0.04; (c) 0.06; (d) 0.08</td>
</tr>
<tr>
<td>fin thickness</td>
<td>( B )</td>
<td>m</td>
<td>0.002</td>
</tr>
<tr>
<td>fin height</td>
<td>( H )</td>
<td>m</td>
<td>0.05</td>
</tr>
<tr>
<td>fin temperature at base</td>
<td>( T_{base} )</td>
<td>K</td>
<td>363</td>
</tr>
<tr>
<td>density of steel</td>
<td>( \rho_s )</td>
<td>kg/m(^3)</td>
<td>7850</td>
</tr>
<tr>
<td>heat capacity of steel</td>
<td>( c_s )</td>
<td>J/(kgK)</td>
<td>645</td>
</tr>
<tr>
<td>thermodynamic conductivity of steel</td>
<td>( k_s )</td>
<td>W/(mK)</td>
<td>40</td>
</tr>
<tr>
<td>size of computational domain</td>
<td>( X, Y, Z )</td>
<td>m</td>
<td>0.3, 0.1, 0.1</td>
</tr>
<tr>
<td>air temperature at inlet</td>
<td>( T_a )</td>
<td>K</td>
<td>300</td>
</tr>
<tr>
<td>air pressure at outlet</td>
<td>( p_a )</td>
<td>bar</td>
<td>1</td>
</tr>
<tr>
<td>air Prandtl number</td>
<td>( Pr )</td>
<td>-</td>
<td>0.7</td>
</tr>
<tr>
<td>air turbulent Prandtl number</td>
<td>( Pr_t )</td>
<td>-</td>
<td>0.9</td>
</tr>
<tr>
<td>air inlet velocity</td>
<td>( u_a )</td>
<td>m/s</td>
<td>10</td>
</tr>
<tr>
<td>air Reynolds number</td>
<td>( Re_a = \frac{\rho_a u_a H}{\eta_a} )</td>
<td>-</td>
<td>32,262</td>
</tr>
</tbody>
</table>
Figure 1. Schematic representation of the computational domain of the fin investigation.

In Figure 2, the numerical grid and the temperature contours of the fin for the simulation case (b) \((L = 0.04 \text{ m})\) are depicted in an exemplary manner. Along the length of the fin, the temperature quickly decreased from base level down to \(T = 325 \text{ K}\). The coolest spot on the fin was clearly visible at the upstream fin corner, because it was at maximum distance from the fin base, the surrounding air temperature was at a minimum and the local heat transfer near the sharp edge is high. Towards the downstream fin corner, the temperature increased as the surrounding air temperature became higher.

Figure 2. (left) Numerical grid in fluid and solid block; and (right) temperature contours along solid and fluid patches as well in a cross section for Simulation Case (b) \(L = 0.04 \text{ m}\).

3.1.2. Results of the Fin Test Case

The theoretical fin effectiveness \(\eta_{th}\) can be derived from the assumption of thermal equilibrium at the fin [31]. It is

\[
\eta_{th} = \frac{Q_{\text{actual}}}{Q_{\text{ideal}}} = \frac{\text{actual heat transfer}}{\text{maximum possible heat transfer}}.
\]  

(8)

This equation becomes

\[
\eta_{th} = \frac{\int_0^L h \cdot \Delta T(x) \cdot U \cdot dx}{h \cdot \Delta T_1 \cdot U \cdot L} = \frac{\tanh(m \cdot L)}{m \cdot L},
\]  

(9)

where \(h\) is the overall heat transfer coefficient, \(L\) the fin length and the parameter \(m\) is

\[
m = \sqrt{\frac{h \cdot U}{k_s \cdot A}}.
\]  

(10)

Here, \(U\) is the circumference, \(A\) the cross section \((B \cdot H)\) and \(k_s\) the thermal conductivity of the fin.

In Table 2, the theoretical film effectiveness \(\eta_{th}\) is presented for Simulation Cases (a)–(d), i.e., \(L = 0.02\text{–}0.08 \text{ m}\). Then, \(\eta_{th}\) is juxtaposed with the simulated film effectiveness \(\eta_{sim}\) from the
CFD simulations. The overall agreement is very good considering that the theory values neglect all non-idealities such as non-uniformity of the boundary layers, non-uniform heat transfer coefficient and non-uniform temperature field along the fin.

### Table 2. Comparison of the theoretical and the simulated film effectiveness.

<table>
<thead>
<tr>
<th>Case</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>0.02 m</td>
<td>0.04 m</td>
<td>0.06 m</td>
<td>0.08 m</td>
</tr>
<tr>
<td>$\eta_{th}$</td>
<td>0.800</td>
<td>0.545</td>
<td>0.385</td>
<td>0.294</td>
</tr>
<tr>
<td>$\eta_{sim}$</td>
<td>0.814</td>
<td>0.552</td>
<td>0.389</td>
<td>0.295</td>
</tr>
</tbody>
</table>

Following the same theory as above, the theoretical local temperature profiles along the fin can be calculated with

$$
\Delta T(x) = \Delta T_1 \cdot \frac{\cosh(m \cdot (L - x))}{\cosh(m \cdot L)}.
$$

(11)

with $\Delta T_1 = T_{base} - T_a$ and $x$ the coordinate along the fin length. In Figure 3, these profiles are juxtaposed to the simulation results for each case. The temperature was made dimensionless with $\Delta T_1$ and the dimensionless coordinate $x/L$ was chosen. The agreement in the local temperature field between the theory and the simulation data is very good considering the above mentioned non-idealities.

3.2. External Heat Transfer at Pipes with RANS Approach

Next, the application of the conjugate heat transfer capabilities of OpenFOAM were demonstrated for external cooling of a water pipe flow with air. Again, the reference simulations were carried out and the results compared to literature data.

3.2.1. Numerical Set-Up of External Pipe Test Case

The computational domain is depicted in Figure 4. This quasi-two-dimensional case consists of the hot water region inside the pipe, a copper pipe region and the region of the cool surrounding air. The simulation includes the convective heat transfer from water to the copper pipe, the heat conduction through the pipe and the convective heat transfer from the pipe outside to the surrounding air. In the
first step, only natural convection was considered at the pipe outside. In the second step, a forced convection at laminar flow conditions was considered at the pipe outside. The air was treated as perfect gas and water as perfect fluid. The thermodynamic properties of the solid region corresponded to copper and were constant. Both cases were obviously unsteady. In Table 3, an overview of the parameters of the simulation set-up is given for both reference cases.

Table 3. Parameters of the external pipe flow simulation set-up.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Variable</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>pipe inner diameter</td>
<td>( d_i )</td>
<td>m</td>
<td>0.0283</td>
</tr>
<tr>
<td>pipe outer diameter</td>
<td>( d_o )</td>
<td>m</td>
<td>0.0442</td>
</tr>
<tr>
<td>pipe length</td>
<td>( L_p )</td>
<td>m</td>
<td>0.0884</td>
</tr>
<tr>
<td>size of air domain</td>
<td>( X, Y, Z )</td>
<td>m</td>
<td>0.8, 1.4, 0.0884</td>
</tr>
<tr>
<td>natural convection</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>reference case:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>water temperature</td>
<td>( T_w )</td>
<td>K</td>
<td>315</td>
</tr>
<tr>
<td>water velocity</td>
<td>( u_w )</td>
<td>m/s</td>
<td>5</td>
</tr>
<tr>
<td>air temperature</td>
<td>( T_a )</td>
<td>K</td>
<td>300</td>
</tr>
<tr>
<td>air Prandtl number</td>
<td>( Pr_a )</td>
<td>-</td>
<td>0.7</td>
</tr>
<tr>
<td>Raleigh number</td>
<td>( Ra )</td>
<td>-</td>
<td>( 0.86 \times 10^5 )</td>
</tr>
<tr>
<td>forced convection</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>reference case:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>water temperature</td>
<td>( T_w )</td>
<td>K</td>
<td>330</td>
</tr>
<tr>
<td>water velocity</td>
<td>( u_w )</td>
<td>m/s</td>
<td>5</td>
</tr>
<tr>
<td>air temperature</td>
<td>( T_a )</td>
<td>K</td>
<td>300</td>
</tr>
<tr>
<td>air Prandtl number</td>
<td>( Pr_a )</td>
<td>-</td>
<td>0.7</td>
</tr>
<tr>
<td>air velocity</td>
<td>( u_a )</td>
<td>m/s</td>
<td>0.0489</td>
</tr>
<tr>
<td>Reynolds number</td>
<td>( Re_D )</td>
<td>-</td>
<td>130</td>
</tr>
</tbody>
</table>

Figure 4. Computational grid of the water, copper and air region: \( \text{(left)} \) whole computational domain; \( \text{and (right)} \) mesh in the vicinity of the pipe.

The numerical grid used for this reference case is displayed in Figure 4. In Figure 4 (left), the whole computational domain is shown, and in Figure 4 (right) the vicinity of the pipe is enlarged. All three regions are labeled correspondingly. The total number of grid cells was about 133k for the air region, 8k for the copper region and 8k for the water region. The simulations were carried out on four CPU cores only. The time step size was about \( \Delta t = 0.001 \) s for all simulations and the total simulated time was \( t_t = 50 \) s for all cases.

3.2.2. Results of the External Pipe Test Case

In Figure 5 (left), temperature contours are shown for the case of free convection cooling at a Raleigh number of \( Ra = 0.86 \times 10^5 \). It is clearly visible that the heat flux from the inner pipe flow was transferred to the surrounding air. The air around the pipe was heated and due to the density difference a convective flow was induced. The hot air rose from the pipe in the form of a laminar plume. That plume was stable up to a few pipe diameters above the pipe, then instabilities evolved and the plume broke up.
In Figure 5 (right), temperature contours are shown for the case of a forced convection test case at a low laminar Reynolds number of \( \text{Re}_D = 130 \). At this flow regime, a classical Kármán vortex street developed in the wake behind the pipe. The heat was transferred from the inner pipe through the copper solid material to the surrounding air flow. The temperature contours in the wake emphasized the vortex street vortical structures.

In Figure 6 (left), the simulation results of the free convection test case are compared to experimental data [32]. The distribution of the local Nusselt number is shown around the pipe and plotted over the angular coordinate starting with zero at the upstream stagnation point. At 0°, the heat transfer was at a maximum and declined with increasing angular coordinate down to the hot wake. The simulation results match the experiments very well.

In Figure 6 (right), the simulation results of the forced convection test case are compared to experimental data [33]. Again, the distribution of the local Nusselt number is shown around the pipe and plotted over the angular coordinate starting with zero at the upstream stagnation point. At 0°, the heat transfer was at a maximum and declined with increasing angular coordinate. Around 120°, the minimum was reached. After that, the heat transfer was again slightly increasing due to the oscillating wake movement. The simulation results match the experiments very well. Thus, it was shown that it is not only possible to predict global heat transfer for steady state cases, but local phenomena at unsteady cases can also be simulated with a reasonable accuracy that is sufficient for many engineering purposes.
3.3. Turbulent Heat Transfer of Internal Pipe Flow Using LES

In the previous two experiments, the conjugate heat transfer solvers of OpenFOAM® were validated for steady state and transient heat transfer problems. However, in both cases, the heat transfer limitation was at the low Prandtl number flow around a certain geometry. This could be calculated with standard RANS models relatively easily. More difficult was the prediction of heat transfer of internal flows in process equipment with moderate or high Prandtl numbers. This section shows that the turbulence modeling techniques in OpenFOAM® can be applied for such problem with equal success. As a reference case, a simple turbulent pipe flow with heat transfer was chosen.

3.3.1. Numerical Set-Up of the Internal Pipe Flow Test Case

The accurate calculation of heat transfer in turbulent pipe flow required a fully developed turbulent flow inside the pipe. Usually, limitations of computational resources did not allow simulations of a long pipe to ensure a fully developed flow. By simulating a small section of a pipe with periodic boundary conditions at the inlet and outlet, a fully developed turbulent flow could also be achieved if a sufficient number of flow cycles were carried out.

Therefore, the simulations of the present work were done in a smooth pipe with a length of \( L = 6d \) in streamwise direction, where \( d \) is the diameter of the pipe. A schematic representation of the computational domain is shown in Figure 7. The hexagonal structured grid of the computational domain had a total number of about 2.8 million cells, and, to resolve the near-wall region, the sufficiently accurate grid cell size was stretched in radial direction. This led to the first grid point \( y_1^+ \) being located within the viscous sublayer for each simulation. Characteristic quantities of the numerical grids and simulation parameters of the present simulations are summarized in Table 4. Due to the high resolution of the grid, the simulations required a high computing power and were performed each on 84 CPUs on a high performance computing cluster (HPC-Cluster).

![Figure 7. Schematic representation of the computational domain. The coordinate system is given as \( r, x, \omega \).](image)

<table>
<thead>
<tr>
<th>( Re = (U_m d_h) \nu )</th>
<th>8000</th>
<th>8000</th>
<th>8000</th>
<th>16,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Pr )</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>( y_1^+;\Delta r_{\min}^+ )</td>
<td>0.05</td>
<td>0.051</td>
<td>0.052</td>
<td>0.09</td>
</tr>
<tr>
<td>( \Delta \omega_{\text{max}}^+ )</td>
<td>9.2</td>
<td>9.1</td>
<td>9.2</td>
<td>16.2</td>
</tr>
<tr>
<td>( \Delta x^+ )</td>
<td>18.5</td>
<td>18.2</td>
<td>18.5</td>
<td>32.5</td>
</tr>
<tr>
<td>( Re_\tau = (U_\tau d_h) \nu )</td>
<td>520</td>
<td>509</td>
<td>514</td>
<td>909</td>
</tr>
</tbody>
</table>
In axial direction, cyclic boundary conditions were applied and, to maintain an average flow velocity, a source term was added to the momentum equation that adjusted the velocity to the desired value. A no slip boundary condition was applied to the pipe wall and a constant temperature gradient of \( \delta T / \delta r \big|_w = -10^5 \text{ K/m} \) was used to take heat transport into account. By adding a uniform distributed internal heat source \( \dot{q}_s \), which had the same amount as the resulting heat flux on the pipe wall \( \dot{q}_w \), the temperature of the turbulent flow was kept at a constant level. To model the subgrid scales in the current large eddy simulations, the WALE (wall-adapting local eddy-viscosity) turbulence model was chosen [26].

The simulations were carried out with three different Prandtl numbers (5, 7 and 9) for a Reynolds number of \( Re = 8000 \) and with one Prandtl number (7) for \( Re = 16,000 \). Each simulation ran for a sufficiently long time to reach a fully turbulent flow. Afterwards, the statistics were gathered over a period of at least 20 through-flows of the computational domain, at 56 locations along the pipe. For reasons of stability and accuracy, the CFL number was kept equal or less than 0.3 in each simulation.

### 3.3.2. Results of the Internal Pipe Flow Test Case

In this section, the results of the internal pipe flow simulations are presented. First, the used approach was validated to ensure that the simulations predict turbulent pipe flow correctly. Then, the results of the heat transfer evaluations are shown. In Figure 8, the 3D flow field of the computational domain is depicted.

![Figure 8](image-url)

**Figure 8.** Contours of the flow and temperature field at an instantaneous time step, \( Re = 8000, Pr = 7 \): (top) temperature; and (bottom) magnitude of velocity.

### Mean Velocity Profiles and Root Mean Square Fluctuations

The mean axial velocity distributions normalized by the friction velocity \( U_f \) versus the dimensionless distance from the wall \( y^+ \) are depicted in Figure 9 for \( Pr = 7, Re = 8000 \) and \( Re = 16,000 \). For validation purposes, the present LES results were compared to the logarithmic law of the wall and to DNS results of Wagner et al. (2001) [34]. For both Reynolds numbers, the viscous sublayer region \( (0 < y^+ < 5) \) was well resolved and matched the logarithmic law as well as the results of Wagner et al. (2001) [34]. The dimensionless velocity profiles in the buffer layer \( (5 < y^+ < 30) \) and the logarithmic
region \( y^+ > 30 \) slightly deviate from the logarithmic law but they are in a good agreement with the DNS results.

![Figure 9. Mean streamwise dimensionless velocity profile, \( Pr = 7 \).](image)

In Figure 10, the axial profiles of the root mean square velocity fluctuations scaled by the friction velocity \( U_f \) versus the radial position normalized by the pipe radius \( R \) are shown for \( Re = 8000 \) and \( Re = 16,000 \). The validation was achieved by comparing the turbulent fluctuations of the present LES to the DNS results of Wagner [34]. The velocity fluctuations matched very well the DNS data. However, with distance to the wall, the velocity fluctuations \( (U^+_z)_{rms} \) for \( Re = 8000 \) were slightly underestimated compared to the DNS. The fluctuations \( (U^+_r)_{rms} \) and \( (U^+_w)_{rms} \) showed good agreement along the whole profile. The peak of the root mean square velocity fluctuations in axial direction \( (U^+_z)_{rms} \) showed a noticeable increase with the Reynolds number, while the maximum of \( (U^+_r)_{rms} \) and \( (U^+_w)_{rms} \) were increased only slightly at the higher Reynolds number. Furthermore, the location of the peak of \( (U^+_z)_{rms} \) was approaching the wall. The same behavior was also observed for the LES by Ould-Rouiss [35], who investigated turbulent pipe flow for various Reynolds and Prandtl numbers.

When the Reynolds number increased, the turbulence strength increased and the thickness of the viscous sublayer \( \delta_s \) decreased. With a near-wall grid resolution in radial direction for each simulation of \( y^+_1 < 0.1 \), it was ensured that the near-wall region was resolved sufficient.

![Figure 10. Mean streamwise velocity fluctuations, \( Pr = 7 \).](image)
Mean Temperature Profiles

The mean temperature profiles normalized by the friction temperature $T_\tau$ ($T_\tau = q_w/\left(\rho c_p U_\tau\right)$) as a function of the dimensionless distance $y^+$ are depicted for $Re = 8000$ and $Pr = 5, 7, 9$ in Figure 11. These profiles were compared with the correlations derived by Kader [36]. The present simulation results of the mean temperature show the typical curve shape and agree well with the theoretical law. For each Prandtl-number, the mean temperature profile of the viscous sublayer and the buffer region were consistent with Kader’s correlation. Only in the logarithmic region the results of the present LES were slightly overestimated and differed from the theory.

![Figure 11. Mean resolved temperature profile, $Re = 8000$.](image)

Heat Transfer Analysis

Due to the uniform internal heat source $\dot{q}_s$, the temperature was kept at a constant level while gathering the statistics. The resulting temperatures of the flow and the wall are shown for $Re = 8000$ and $Pr = 5$ in Figure 12. In this figure, the average temperature at the inlet and the wall temperature are depicted as a function of time. Averaging the temperatures in time led to the mean average temperatures at the inlet $T_{ave, in}$ and the pipe wall $T_{ave, wall}$. With the temperature difference $\Delta T = T_{ave, in} - T_{ave, wall}$ and the known heat flux at the wall $\dot{q}_s$, the heat transfer coefficient could be determined. The resulting Nusselt numbers $Nu_{simulation}$ for each simulation are summarized in Table 5. For validation purposes, the Nusselt numbers analytically calculated with the correlations of Gnielinski are also listed in this table [37]. The Nusselt numbers of the present simulations were slightly lower compared to the values determined analytically. However, with a deviation of less than 5% for the low Reynolds number and less than 10% for the high Reynolds number, the present calculations of the heat transfer in turbulent pipe flow showed a high accuracy.

| Table 5. Simulation parameters of the present LES. |
|---|---|---|---|---|
| $Re = (U_m d_h)/\nu$ | 8000 | 8000 | 8000 | 16,000 |
| $Pr$ | 5 | 7 | 9 | 7 |
| $Nu_{simulation}$ | 59.3 | 69.3 | 73.5 | 116.0 |
| $Nu_{Gnielinski}$ | 61.9 | 70.2 | 77.0 | 128.0 |
3.4. Shell-and-Tube Heat Exchanger Test Case

As a last example, a complete shell-and-tube heat exchanger was simulated. This example is provided in the tutorial section of the current development version of OpenFOAM®. Automated scripts are provided for the whole meshing, pre-processing and simulation steps. The example is shown here to demonstrate that the techniques described above can be applied to real process equipment and can be successfully used in the industry. The shell-and-tube heat exchanger was operated in counter-flow configuration. For reasons of simplicity, water was considered for both fluids. The mass flow for both fluids was the same and the thermodynamic properties were assumed constant. The material properties of the heat exchanger itself corresponded to aluminum. The parameters of the heat exchanger and the flow data are given in Table 6.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Variable</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>mass flow rate</td>
<td>( \dot{m} )</td>
<td>kg/s</td>
<td>0.05</td>
</tr>
<tr>
<td>hot inlet temperature</td>
<td>( \theta_1' )</td>
<td>K</td>
<td>600</td>
</tr>
<tr>
<td>cold inlet temperature</td>
<td>( \theta_2' )</td>
<td>K</td>
<td>300</td>
</tr>
<tr>
<td>heat capacity</td>
<td>( c )</td>
<td>J/(kgK)</td>
<td>4181</td>
</tr>
<tr>
<td>Prandtl number</td>
<td>( Pr )</td>
<td>-</td>
<td>6.62</td>
</tr>
<tr>
<td>number of pipes</td>
<td>( n )</td>
<td>-</td>
<td>5</td>
</tr>
<tr>
<td>length of pipes</td>
<td>( L_p )</td>
<td>m</td>
<td>0.174</td>
</tr>
<tr>
<td>inner diameter of pipes</td>
<td>( D_p )</td>
<td>m</td>
<td>0.012</td>
</tr>
<tr>
<td>outer diameter of pipes</td>
<td>( Pr_a )</td>
<td>-</td>
<td>0.02</td>
</tr>
<tr>
<td>total heat transfer area</td>
<td>( A_{HTX} )</td>
<td>m²</td>
<td>0.044</td>
</tr>
</tbody>
</table>

3.4.1. Numerical Set-Up of the Shell-and-Tube Heat Exchanger Test Case

In Figure 13, the computational grid of the shell-and-tube heat exchanger is shown. It was generated automatically with *snappyHexMesh*. In Figure 13 (left), a cut through of all regions (shell, tube, and solid) at the symmetry plane is depicted. Figure 13 (right) depicts cuts that were made in the axial direction for each region at a different axial position. The grid was generated with an automated script delivered with the solver. The only necessary input were the surface geometries in stereo-lithography (STL) format.

The solver *chtMultiRegionFoam* was used with steady state configuration and the standard k-Epsilon model was applied to account for turbulence.
3.4.2. Results of the Shell-and-Tube Heat Exchanger Test Case

The simulation results were compared with engineering correlations \[37\] by means of the prediction of the overall heat flux only. First, the overall heat transfer coefficient was roughly estimated with the Nusselt number of the internal pipe flow, because it is the limiting heat resistance

\[
Nu_D \approx 0.0235 \cdot Re_d^{0.8} \cdot Pr^{0.48} = 15.33. \quad (12)
\]

Then the NTU method \[38\] is chosen to calculate the number of transfer units

\[
NTU_1 = \frac{h \cdot A_{HTX}}{m \cdot c} = 0.17. \quad (13)
\]

With the \(NTU_1\) value for fluid 1 (hot side), the dimensionless temperature \(P_1\) is determined by means of an NTU diagram \[37\] for an ideal counter-flow heat exchanger. With the value for \(P_1\)

\[
P_1 = \frac{\theta'_1 - \theta''_1}{\theta'_1 - \theta'_2} \quad (14)
\]

the outflow temperature of fluid 1 \(\theta''_1\) was calculated, which led to the overall heat flux with \(\dot{Q}_1 = \dot{m}c (\theta'_{1} - \theta''_{1})\).

Thus, the overall heat flux through the heat exchanger was estimated to be \(\dot{Q}_1 = 9.4 \text{ kW}\). The simulated heat flux from the simulation was \(\dot{Q}_{sim} = 10.5 \text{ kW}\). The difference between the rough estimation and the simulation was around 5%. This is a very short verification of the techniques for automated meshing and simulation of a complete heat exchanger. Its intention is to show that the method is suitable for practical purposes.

In Figure 14, the temperature field is shown in the symmetry plane of the heat exchanger in all regions. The advantage of the numerical simulation of a total heat exchanger became evident, i.e., local hot spots and cool spots could be identified as well as the mal distribution of flow in the fluid regions. Here, the highest wall temperatures of the pipes were near the hot shell side inlet and the lowest pipe temperatures were near the cool tube side inlet, as was to be expected for a counter-flow heat exchanger. However, for a more complex heat exchanger, this prediction is of high interest for the design and operation and CFD simulations can deliver useful answers, as demonstrated here.
4. Conclusions

For several test cases, it was shown that turbulent heat transfer in fluids and conjugate heat transfer in fluids and solids can be simulated within the OpenFOAM® framework. First, the fin effectiveness of a regular straight fin was investigated using steady state simulations and the global heat transfer was analyzed. Then, external pipe flow was simulated in an unsteady fashion and local heat transfer phenomena were calculated. Thus, it was shown that it is not only possible to predict global heat transfer for steady state cases, but local phenomena at unsteady cases can also be simulated with a reasonable accuracy that is sufficient for many engineering purposes. After that, a turbulent internal pipe flow was simulated for different Reynolds and Prandtl numbers to demonstrate that highly accurate heat transfer simulations are feasible with these techniques. In the end, an example of a simplified heat exchanger was simulated and the application of the above demonstrated methods to plant scale engineering problems was demonstrated.
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Abbreviations

The following abbreviations are used in this manuscript:

- CHT: conjugate heat transfer
- LES: large-eddy simulation
- OpenFOAM: Open Source Field Operation and Manipulation
- Navier- RANS: Reynolds-Averaged Navier-Stokes
- STL: stereo-lithography
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