Uncertainty Quantification of the Effects of Small Manufacturing Deviations on Film Cooling: A Fan-Shaped Hole
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Abstract: The film cooling holes in the blade of modern gas turbines have commonly been manufactured by laser drilling, Electric Discharge Machining (EDM), and Additive Manufacturing (AM) in recent years. These manufacturing processes often result in small geometric deviations, such as conical angles, filleted edges, and diameter deviations of the hole, which can lead to deviations on the distribution of adiabatic cooling effectiveness ($\eta$) values, the value of the discharge coefficient ($C_d$), and the characteristic of the in-hole flow field. The current study employed flat plate fan-shaped film cooling holes with length-to-diameter values (L/D) equal to 3.5 and six to investigate the effects of these manufacturing deviations on the distribution of $\eta$ values, the value of $C_d$, and the characteristic of in-hole flow field. An Uncertainty Quantification (UQ) analysis using the Polynomial Chaos Expansion (PCE) model was carried out to quantify the uncertainty in the values of $\eta$ and $C_d$. The statistical characteristics (mean values, standard deviation (Std) values, and Probability Density Function (PDF) values) of $\eta$ and $C_d$ were also calculated. The results show that conical angle deviations exert no visible changes on the value of $\eta$. However, the $C_d$ value decreases by 6.2% when the conical angle changes from 0–0.5°. The area averaged adiabatic cooling effectiveness $\bar{\eta}$ decreases by 3.4%, while the $C_d$ increases by 15.2% with the filleted edge deviation existing alone. However, the deviation value of $\bar{\eta}$ is 7.6%, and that of $C_d$ is 25.7% with the filleted edge deviation and the diameter deviation existing.
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1. Introduction

Modern gas turbines are widely used for aircraft propulsion, land-based power generation, and in other industrial applications. To achieve progressively higher efficiency values and higher power, the averaged turbine inlet temperature (TIT) is raised higher with each successive engine generation, thus increasing the cooling demand of the turbine blade. Bunker [1] determined that blade life is cut in half when the temperature increases by 25 K, which demonstrated the importance of improving turbine cooling techniques. The film cooling technique is one of the most effective and beneficial cooling techniques applied to turbine cooling. The film cooling holes have commonly been manufactured by laser drilling, Electric Discharge Machining (EDM), and Additive Manufacturing (AM) in recent years. These manufacturing processes often introduce micro-geometric deviations, e.g., conical angles, filleted edges, and diameter deviations, which may change the distribution of adiabatic cooling effectiveness ($\eta$) values, the value of the discharge coefficient ($C_d$), and the characteristic of the in-hole flow field. Thus, the influence of film cooling hole manufacturing deviations on the heat transfer performance and...
aerodynamic characteristics must be determined. These deviations can be determined quantitatively by Uncertainty Quantification (UQ) analysis, which will be introduced later.

This study focuses on the slight geometry variations, such as conical angles, filleted edges, and diameter deviations of the hole, caused by manufacturing processes of fan-shaped film holes. Bunker [2] and an open report [3] from PRIMA North America, Inc. both collected the geometry deviation data by laser drilling techniques. They both pointed out that the statistical data of a film hole are subjected to a Gaussian distribution even with the most advanced laser drilling techniques (see Figure 1a). Generally, the laser beam energy is subjected to a Gaussian distribution [2,3]. Thus, the diameter of the parallel hole entrance is different from that of the exit. This will cause the film hole obtained through laser drilling or EDM to become trumpet-like in shape [4,5]. In addition, the fillet in the manufacturing root is a common feature in the real process. Conical angle deviations always exist in holes manufactured by the laser drilling method, but can be eliminated by EDM (see Figure 1b) or other manufacturing methods. However, the processing space of the blade is extremely small, especially for the blade with double-wall cooling, to apply EDM, which makes the conical angle deviations still exist in the present blade. Sridharan et al. [6] and Montomoli et al. [7] studied the effect of the filleted edge on the film cooling performance using the advanced tripod hole and fan-shaped hole, respectively, while their conclusions were a little different. In addition, Ceranotla et al. [8] also studied the effect of the fillet caused by AM on the cylindrical film hole.

Some investigators evaluated the effect of film cooling hole geometrical deviations on the heat transfer performance and aerodynamic characteristics. Johnson et al. [9] studied the impact of geometric deviations on the distribution of adiabatic cooling effectiveness values (η) of a row of cylindrical holes using both experimental and CFD methods. These cylindrical holes were manufactured using four different manufacturing techniques. The results indicated that the manufacturing technique can have a noticeable effect, either negatively by the impedance of irregularities or positively by creating a diffusion-shaped “cylindrical” hole. Ceranotla and Birk [8] compared a sample laser-drilled hole against cylindrical, nozzled, diffusing, and fileted holes assuming adiabatic walls using the CFD method. The diffusing hole was found to deliver the best film cooling due to the lowest effluent velocity and greatest amount of in-hole turbulent production; while the investigated laser-drilled hole exhibited similar cooling and discharge performance to the simplified nozzled holes. S. Haydt et al. [10] examined the potential impact of the manufacturing defect on the film cooling effectiveness for a well-characterized fan-shaped hole known as the 7-7-7 hole. The meter and diffuser of the holes were manufactured by EDM in two separated steps, which led to an offset between the meter and diffuser. Several types and sizes of the offset were studied, and the offset was generally detrimental to the cooling performance, which indicated that gas turbine manufacturers should try to minimize or eliminate the meter-diffuser offset.

Figure 1. Real manufacturing film hole data. (a) Hole diameter deviation distribution [3]; (b) conical angle deviations [3].
Currently, the application of Uncertainty Quantification (UQ) analysis in gas turbines has been carried out by researchers due to the improvement of CFD capability [11]. UQ research on the CFD methods aims to increase and maintain engine efficiency under variability [12]. The CFD Vision 2030 Study [13] of NASA revealed that UQ will be an important direction of CFD in the future. Montomoli et al. [7] studied the effect of filleted edge variations on the distributions of the $\eta$ value and the $C_d$ values. Over 10% variations of the $\eta$ and $C_d$ values were found for the cases with the filleted edge from the cases without the filleted edge. Bunker [2] applied Monte Carlo simulations to consider the effect of geometrical parameter and operational parameter variations on thermal boundary conditions for a typical highly-cooled turbine blade. The results showed that the factors determined by the manufacturing of film holes exerted the most important impact levels on the metal temperature distribution and the aerodynamic performance of the cascade.

To extend our understanding of the influence of micro-manufacturing features on the heat transfer performance and aerodynamic characteristics, the current study investigates the impact of the small manufacturing deviations of a baseline 7-7-7 fan-shaped film hole on the distribution of adiabatic cooling effectiveness ($\eta$) values and the value of the discharge coefficient ($C_d$) using CFD methods. The detailed in-hole flow fields are also analyzed. To quantify the uncertainty of $\eta$ and $C_d$ values due to the manufacturing uncertainty, an UQ analysis is performed using the Polynomial Chaos Expansion (PCE) model. The statistical characteristics (mean values, Standard deviation (std) values, and Probability Density Function (PDF) values) of $\eta$ and $C_d$ are also calculated. All the simulations in this paper used the commercial CFD code Star CCM+ with the realizable two-layer $k$-$\epsilon$ turbulence model.

2. Computational Setup and Validation

2.1. Geometry Models

Small manufacturing deviations were applied to a baseline fan-shaped hole geometry called the 7-7-7 fan-shaped hole [14,15] to study their effect on film cooling. This 7-7-7 fan-shaped hole was developed by Schroeder and Thole [14,15] as a benchmark shape of a hole. The detailed geometry of the hole is shown in Figure 2. Two different baseline 7-7-7 fan-shaped holes with L/D equal to 3.5 and 6.0 were employed in the current study to evaluate the effect of hole length.

![Figure 2. Shaped hole [14,15].](image)

Three manufacturing deviations of the fan-shaped hole, conical ($\theta$), filleted edges (fillet), and diameter deviations ($\Delta D$), as shown in Figure 3, were studied. The hole diameter deviation only
occurred in the hole’s cylindrical section, which is always drilled using a low-cost manufacturing process, e.g., laser drilling. The diffuser section of the hole does not always feature this size deviation due to higher precision manufacturing processes.

\[ \theta = \arctan \left( \frac{D - d}{2} \right) \]

**Figure 3.** The three manufacturing deviation factors of the fan-shaped hole conical angles (\(\theta\)), filleted edges (fillet), and diameter deviations (D).

In order to make a clear distinction for the hole geometric model with the small geometric deviation, 0 shows the schematic of the hole geometry with hole diameter deviations (Figure 4a), conical angle (Figure 4b), and filleted edges (Figure 4c).

**Figure 4.** Schematic of the hole geometry: (a) hole geometry with hole diameter deviations; (b) hole geometry with conical angle; (c) hole geometry with filleted edges.

The hole diameter deviation of the circular hole section resulted in a small step at the interface of the cylindrical and expansion sections. The hole diameter deviation was set to be in the range of ±10% of the diameter of the baseline geometry. The diameter deviation was assumed to be a Gaussian distribution as \( \Delta D \sim N(7.75, 0.775^2) \) [2,3]. Five samples were chosen for the CFD simulation and were denoted as the cases D1–D5 (where D1, D2 < mean value of 7.75 mm; D3 is equal to 7.75 mm; and D4, D5 > mean value of 7.75 mm).

The conical angle (Figure 4b) of the fan-shaped hole deviation is defined as [3,5]:

\[ \theta = \arctan \left( \frac{D - d}{2H} \right) \] (1)
which is determined by the hole diameter deviation along the hole central axis. Based on the maximum hole diameter deviation values, the conical angle of the drilling hole deviation was 0.95°. In the present study, conical angle values of 0°, 0.25°, 0.5°, and 0.8° were selected, and cases with these conical angle values are represented as C1, C2, C3, and C4. The filleted edge (Figure 4c) was chosen as r/D = 0, 2.5%, 5%, and 10% by referring to previous studies [7].

2.2. Numerical Method and Validation

To match the design size of the baseline 7-7-7 fan-shaped film hole, the diameter of the hole (D) was 7.75 mm. The width plenum (pitch-wise size) was 6D. The origin point was the middle of the trailing edge of the hole exit. The mainstream inlet was 10D upstream of the origin, and the mainstream outlet was 30D downstream of the origin. Other cases to be simulated will use the same mainstream domain and the same coolant domain, but different hole shapes.

Polyhedral meshes were generated using STAR-CCM+, as shown in Figure 5. The grid on the bottom wall of the mainstream was refined. Prismatic grids were distributed near all the non-slip walls to make y+ is close to 1. Three-dimensional steady viscous Reynolds-averaged Navier–Stokes equations were solved for the film cooling problems using the commercial CFD code STAR-CCM+.

![Figure 5. The schematic of the CFD domain, the polyhedral mesh with prismatic grid near the wall, and the boundary conditions.](image)

The boundary conditions were determined to match an experiment case done by Schroeder et al. [14]. Velocity and total temperature were set at the mainstream inlet. Static pressure was imposed at the outlet. A 10 °C difference in temperature was set between the mainstream and the coolant. The mass flow rate of the coolant was imposed on the coolant inlet to match the blowing ratio (M) as one because the 7-7-7 exhibited the largest film cooling effectiveness values with the blowing ratio equal to 1. All the walls were set as adiabatic. The detailed boundary conditions are listed in Table 1.
Table 1. Boundary conditions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mainstream inlet velocity, $U$</td>
<td>20 m/s</td>
</tr>
<tr>
<td>Mainstream inlet temperature, $T_{\infty}$</td>
<td>450 K</td>
</tr>
<tr>
<td>Mainstream Re (based on hole diameter)</td>
<td>5190</td>
</tr>
<tr>
<td>Turbulent intensity of mainstream, $T_{u_{\infty}}$</td>
<td>5.4%</td>
</tr>
<tr>
<td>Turbulent intensity of coolant, $T_{u_c}$</td>
<td>5%</td>
</tr>
<tr>
<td>Coolant inlet temperature, $T_c$</td>
<td>300 K</td>
</tr>
<tr>
<td>Blowing ratio, $M$</td>
<td>1.0</td>
</tr>
<tr>
<td>Density ratio, $DR$</td>
<td>1.5</td>
</tr>
</tbody>
</table>

To reduce the impact of epistemic uncertainty, numerical validation was performed against the experiment done by Schroeder et al. [14]. Several different turbulence models, such as the standard $k$-$\varepsilon$ model, the realizable $k$-$\varepsilon$ model, the V2F model (The V2f model is based on the standard $k$-$\varepsilon$ model by adding the turbulence anisotropy to the near-wall, it also contains the non-local pressure-strain effects), the EB model, and the RST model, were employed to predict the adiabatic cooling effectiveness distributions and to compare the adiabatic cooling effectiveness distributions with the experimental data. Figure 6 plots the lateral averaged adiabatic cooling effectiveness distributions by experiment and by CFD with the standard $k$-$\varepsilon$ model, the realizable $k$-$\varepsilon$ model, the V2F model, the EB model, and the RST model. Figure 7 shows the adiabatic cooling effectiveness distributions. The lateral averaged $\eta$ predicted by the standard $k$-$\varepsilon$ model and the realizable $k$-$\varepsilon$ model were in better agreement with the experimental data by Schroeder et al. [14] than those by other turbulence models. Comparing the distribution of the $\eta$ on the wall between the experimental data and the data predicted by the standard $k$-$\varepsilon$ model and the realizable $k$-$\varepsilon$ model, the realizable $k$-$\varepsilon$ equations modeled the current film cooling problem best; thus, the realizable $k$-$\varepsilon$ model was applied in the CFD simulations in the current study.

Therefore, due to the agreement between the CFD results and the experimental data with the blowing ratio equal to 1 and the density ratio equal to 1.5, the geometric uncertainty analysis was conducted with the same coolant flow condition.

![Figure 6](image-url)  
Figure 6. Lateral averaged adiabatic cooling effectiveness distributions by experiment and by CFD with the standard $k$-$\varepsilon$ model, the realizable $k$-$\varepsilon$ model, the V2F model, the EB model, and the RST model.
A grid independence test was carried out (see Figure 8) in which lateral averaged film cooling effectiveness distributions in the streamwise direction with 0.2 million, 1.1 million, and 2.5 million grid points were compared with one another and with the experimental data. With the 2.27-times grid refinement (1.1 million–2.5 million), the lateral averaged cooling effectiveness value changes were invisible. The 1.1 million mesh method was therefore employed in this study.

![Figure 7](image_url) Adiabatic cooling effectiveness distributions by experiment and by CFD with the standard $k$-$\varepsilon$ model, the realizable $k$-$\varepsilon$ model, the V2F model, the EB model, and the RST model.

![Figure 8](image_url) Grid independency test: lateral averaged film cooling effectiveness with the 0.2 million grid, 1.1 million grid, and 2.5 million grid; $M = 1.0$ and $DR = 1.5$.

3. Uncertainty Quantification Methodology

The UQ method used in this study was the non-intrusive Polynomial Chaos Expansion (PCE). This method was first introduced by Wiener [16], using the Hermite orthogonal polynomial to build the PCE model. Xiu and Karniadakis [17] improved it and proposed a generalized polynomial chaos to deal with different distribution forms. This generalized PCE was employed in the current study.

The mathematical basis of the PCE method is polynomial theory, which is equivalent to constructing a surrogate model for random variables, and uncertainty analysis was performed on the surrogate model. Strict mathematical proofs showed that there were corresponding optimal orthogonal polynomial bases for different distribution forms and converging at exponential velocity [11].
The PCE model can be constructed by expanding the random output variable on the orthogonal polynomial basis, as follows:

\[
Y(\theta) = a_0\psi_0 + \sum_{i_1=1}^{\infty} a_{i_1}\psi_1(\xi_{i_1}(\theta)) + \sum_{i_1=1}^{\infty} \sum_{i_2=1}^{\infty} a_{i_1i_2}\psi_2(\xi_{i_1}(\theta), \xi_{i_2}(\theta)) + \ldots
\]

where \(\theta\) represents the input random variable and \(\psi\) represents the orthogonal polynomial basis.

The above formula can also be abbreviated into a common format:

\[
\hat{y}(\xi_j(\theta)) = \sum_{i=0}^{p} a_i\psi_i(\xi_j(\theta))
\]

In the PCE model, there is a relationship between the unknown coefficient and the dimension of the order and random variables.

\[
N_p = \frac{(d+p)!}{d!p!}
\]

in which \(d\) is the dimension of the random variable and \(p\) is the order of PCE truncating. Once the PCE is built, the unknown coefficients of the PCE model can be solved with projection or projection-regression.

The Stochastic Response Surface Method (SRSM) was used to solve the unknown coefficients in the PCE model [11,18]. The method was proposed by Dr. Isukapalli [19,20]. The coefficient was evaluated from the oversampling point with the least-squares approach [11]. It is generally believed that a sample with twice the number of unknown PCE coefficients can be used to obtain satisfactory results. The use of an oversampling ratio of around 2 could improve the robustness of the method. In addition, this treatment method also prevented some examples from getting a convergent solution.

Bringing the sample and the corresponding function output into the PCE model, you will get the following determinant:

\[
\begin{bmatrix}
\psi_0(\xi_1) & \psi_1(\xi_1) & \cdots & \psi_{N_p}(\xi_1) \\
\psi_0(\xi_2) & \psi_1(\xi_2) & \cdots & \psi_{N_p}(\xi_2) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_0(\xi_{n_s}) & \psi_1(\xi_{n_s}) & \cdots & \psi_{N_p}(\xi_{n_s})
\end{bmatrix}
\begin{bmatrix}
a_0 \\
a_1 \\
\vdots \\
a_{N_p}
\end{bmatrix}
= 
\begin{bmatrix}
y(\xi_1) \\
y(\xi_2) \\
\vdots \\
y(\xi_{n_s})
\end{bmatrix}
\]

The above formula can be expressed as:

\[
\psi \ast a = Y
\]

To solve the PCE coefficients with the least-squares approach,

\[
J(a) = \sum_{j=1}^{N} \varepsilon_j^2 = \sum_{j=1}^{N} [y(\xi_j) - \hat{y}(\xi_j)]^2
\]

\[
\hat{y}(\xi_j) = \sum_{i=0}^{P} a_i\psi_i(\xi_j)
\]

After obtaining the PCE coefficient, the PCE model was built. Then the random output variable could be obtained. One of the methods was analytical. The mean and stand deviation of the random output variable could be calculated by the formula,

\[
\mu = a_0(x)
\]
Another method using the Monte Carlo (MC) method to solve the mean and stand deviation based on the PCE model was also carried out in the current study. Then, the probability density of the output variable can be obtained.

4. Results and Discussion

4.1. Film Cooling Effectiveness

4.1.1. Effect of the Conical Angle Deviation on Film Cooling Effectiveness

Figure 9 shows the laterally-averaged adiabatic film cooling effectiveness ($\bar{\eta}$) with the drilled conical angle equal to $0^\circ$, $0.25^\circ$, $0.5^\circ$, and $0.8^\circ$ adapted from the two baseline 7-7-7 fan-shaped holes with L/D = 3.5 and L/D = 6. The drilled conical angle deviation exerted no evident effect on the value of $\bar{\eta}$. This phenomenon was not consistent with that from an investigation with the baseline cylindrical hole geometry by Wen [3]. It was found that the existence of a conical angle may result in negative effects on the aerodynamic and heat transfer performance of the film cooling. However, for the fan-shaped hole in the current study, the impact of the conical angle deviation on the film hole heat transfer performance can be negligible. For the geometry adaption of the conical angle deviations in the current study, only the cylindrical part of the fan-shaped hole as adapted, while the diffuser part of the hole remained unchanged, which made the lateral expansion capacity of the in-hole cool air remain the same, resulting in almost a constant local blowing ratio value and jet momentum value for the holes with conical angle adaption. Therefore, $\eta$ remained unchanged with conical angle adaption. As a result, the effect of the meter section offset on film holes’ heat transfer performance can be reduced if the manufacturing accuracy of the diffuser section is high. However, the adaption of conical angle deviation on the film hole geometry can be effective on the aerodynamic characteristic, e.g., discharge coefficient ($C_d$), which will be discussed later in the current paper.

![Figure 9](image_url)  
**Figure 9.** Laterally-averaged adiabatic film cooling effectiveness ($\bar{\eta}$) for the drilled conical angle deviations ($0^\circ$, $0.25^\circ$, $0.5^\circ$, and $0.8^\circ$) for holes with L/D = 3.5 and L/D = 6.

Figure 10 shows the distribution of the $\eta$ for the two fan-shaped hole case of L/D = 3.5 and L/D = 6 adapted with conical angle equal to $0.8^\circ$. The lateral diffusion of the cool air for the case with L/D = 6 was considerably stronger than that of the case with L/D = 3.5, which made the lateral coverage area larger, but the streamwise coverage length shorter for the case with L/D = 6 than that for the case with L/D = 3.5. The reason can be attributed to the difference in the hole exit area. With larger hole length-to-diameter ratio values, the hole exit area will be larger. According to a study
by Haydt et al. [21] on the effects of area ratio on the distributions of \( \eta \) for the baseline 7–7 fan-shaped hole, \( \eta \) increases with the increase of the ratio of the hole exit area value to hole entrance area value. Therefore, it can be a reason why the hole with \( L/D = 6 \) features better cooling performance than that of the hole with \( L/D = 3.5 \) even with conical angle adaption.

**Figure 10.** Distribution of the \( \eta \) for the two fan-shaped hole case of \( L/D = 3.5 \) and \( L/D = 6 \) adapted with conical angle equal to 0.8°.

### 4.1.2. Effect of the Diameter and Filleted Edge Deviations on Film Cooling Effectiveness

The filleted edge and diameter deviation are not independent factors for the film cooling effectiveness. The two factors interact with each other.

Figure 11 presents the area averaged adiabatic cooling effectiveness \( \overline{\eta} \) with diameter deviations of \( D_1, D_2, D_3, D_4, \) and \( D_5 \) and with fillet deviations of 0, 2.5%, 5%, and 10%. The area averaged calculation was done through a rectangle of \( x/D = 0–30 \) and \( y/D = -3–3 \). For all the cases with both diameter deviations and fillet deviations, the \( \overline{\eta} \) value initially decreased and then stabilized when the radius of the filleted edge increased. Therefore, the effect of the fillet adaption on \( \overline{\eta} \) was in a certain range for the current study, and the smaller the fillet, the more evident the change by the filleted edge. For the case with no diameter adaption, the change of \( \overline{\eta} \) value due to the fillet edge can be up to 3.4%, while for the case with the \( D_1 \) diameter adaption, the change of the \( \overline{\eta} \) value due to the fillet edge can be up to 7.6%.

**Figure 11.** Area averaged adiabatic cooling effectiveness \( \overline{\eta} \) with diameter deviations of \( D_1, D_2, D_3, D_4, \) and \( D_5 \) and with fillet deviations of 0, 2.5%, 5%, and 10% (averaged through \( x/D = 0–30, y/D = -3–3 \)).

With the filleted edge radius equal to zero, the influence on the \( \overline{\eta} \) value by the diameter deviation was small. The \( \overline{\eta} \) value decreased with the diameter of the hole increasing. Cases with smaller diameters (\( D_1,D_2 \)) than that of the baseline case acquired larger \( \overline{\eta} \) values than that of the baseline case. However, with filleted edges and diameter deviations, all the cases with diameter deviations, no matter positive or negative, featured a decrease in the \( \eta \) value from the baseline case. With a larger radius of the filleted edge, the deviations of the \( \eta \) value were larger. This makes it important to understand the
change in the flow field with the filleted edge adaption. The in-hole flow field with different filleted edge adptions will be discussed later.

4.2. Discharge Coefficient

4.2.1. Effect of the Conical Angles on the Discharge Coefficient

Figure 12 shows the discharge coefficient values \( (C_d) \) for the drilled conical angle deviations (0°, 0.25°, 0.5°, and 0.8°) for holes with \( L/D = 3.5 \) and \( L/D = 6 \) in the current boundary condition. \( C_d \) is a measure of the aerodynamic performance of the film hole, which is defined as:

\[
C_d = \frac{m}{p_m \left( \frac{p_k}{p_m} \right)^{(k-1)/2k} \sqrt{\frac{2k}{(k-1)RT} \left( \frac{p_m}{p_k} \right)^{(k-1)/k} - 1} \frac{n}{4} D^2}
\]  

in which \( P_m \) is the mainstream pressure and \( P_k \) is the total pressure of the coolant.

Though the conical angle deviation did not change the \( \eta \) value much, it affected the film hole \( C_d \) value visibly. With a conical angle, the meter section contracted along the coolant streamline, increasing the blockage effect, thus changing the \( C_d \) value. With the conical angle deviation equal to 0.5°, the \( C_d \) value was 6.2% less than the baseline case for the case of the hole with \( L/D = 6 \). With the angle deviation equal to 1°, the change in the \( C_d \) value from the baseline case was up to 12.9%. For cases with \( L/D = 3.5 \), the \( C_d \) value and the change of the \( C_d \) value were smaller than those of the case with \( L/D = 6 \). It is interesting to note that the \( C_d \) value and the conical angle featured a linear relation.

With a smaller \( C_d \) value and an unchanged \( \eta \) value by conical angle adaption, the coolant supply pressure must be increased to maintain the jet mass flow rate with the conical angle arising in the drilling film hole, or the mass flow rate of the coolant will decrease with supply pressure unchanged. It will change the distribution of pressure or the distribution of coolant mass flow rate in the blade, thus resulting in the imbalance of the surface temperature of the blade. Therefore, the existence of the conical angle should be considered in the initial design phase.

![Figure 12](image)

**Figure 12.** Discharge coefficient values \( (C_d) \) for the drilled conical angle deviations (0°, 0.25°, 0.5°, and 0.8°) for holes with \( L/D = 3.5 \) and \( L/D = 6 \).

4.2.2. Effect of the Diameter and Filleted Edge Deviations on the Discharge Coefficient

Figure 13 shows discharge coefficient values \( (C_d) \) with diameter deviations of \( D_1, D_2, D_3, D_4, \) and \( D_5 \) and with fillet deviations of 0, 2.5%, 5%, and 10%. The positive deviation of the diameter increased the \( C_d \) value, indicating that the discharge performance of the hole was improved. With larger flow area by the position diameter deviation, the blockage effect of the hole was decreased, and the discharge performance was improved. Thus, with negative diameter deviation, the holes featured smaller \( C_d \) values than that of the baseline case.
With the increase of the radius of the filled edge, the $C_d$ value increased, though the $\bar{\eta}$ value decreased. For cases with the same diameter deviation values, the $C_d$ value was almost linear to the radius of the filled edge. The widespread existing of the filleted edges in the real blade or in the experimental conditions can be a reason for the underestimation of the $C_d$ value and the overestimation of the $\bar{\eta}$ value (Adami [22]) calculated by the CFD method compared with the experimental data, as the micro-geometric features and deviations such as fillet and step are often simplified and ignored in numerical simulations.

![Figure 13](image_url)

**Figure 13.** Discharge coefficient values ($C_d$) with diameter deviations of D1, D2, D3, D4, and D5 and with fillet deviations of 0, 2.5%, 5%, and 10%.

### 4.3. In-Hole Flow Field with Filleted Edge

To understand the effect of the filleted edge on the heat transfer performance and discharge performance, the in-hole flow field with filleted edges are studied in the current paper. Figure 14 is the schematic of the in-hole planes (red lines) chosen to plot the velocity distributions, and Figure 15 shows the velocity distributions on the chosen planes for the case without a filleted edge and the case with a filleted edge of $r/D = 10\%$. For the baseline case, the cool air came from the large plenum, and the flow accelerated and deflected into the hole. Thus, a counter rotating kidney vortex (CRVP) formed in the entrance of the hole, resulting in a lower velocity zone near the trailing edge of the hole. With the expansion of the flow passage in the diffuser part of the hole, the high velocity zone near the hole leading edge decelerated along the hole central axis, and the pressure gradients between the leading edge and the trailing edge were smaller in the diffuser part of the hole than that in the cylinder part of the hole, making the CRVP move up to the center of the hole and spread laterally. For the case with the filleted edge, the acceleration of the flow in the hole inlet was more gradual, and the kidney vortex was substantially weaker than the baseline case and attached to the trailing edge of the hole. Due to the small distance of the CRVP for the case with the filleted edge, the flow deflected again in the interface of the meter and diffuser sections because of the backward wall. An Anti-Counter-Rotating Vortex (ACRV) formed there and was reinforced along the streamlines, which can be beneficial to the heat transfer performance, but detrimental to the discharge performance of the hole.

![Figure 14](image_url)

**Figure 14.** Schematic of the in-hole planes (red lines) chosen to plot the velocity distributions.
The range of the 95% confidence interval for the for the diameter deviation distributed as the final design. In the current study, the PCE model of the UQ analysis was constructed based on two on the random geometry deviations and consider it in the initial design phase.

4.4. UQ Analysis

According to the results in Sections 4.1–4.3, the small geometric deviations by manufacturing process, such as conical angles, filleted edges, and diameter deviations of the hole, can change the heat transfer and aerodynamic performance of the hole visibly, which makes the performance of the film holes uncertain due to random geometry deviations. It is important to quantify this uncertainty based on the random geometry deviations and consider it in the initial design phase.

UQ analysis aims to provide a framework to calculate the effects of the input parameter uncertainty on the model output variables. This analysis is used to determine the effects of the uncertainty factors (manufacturing tolerances or boundary conditions) on the cooling system and reduce the variability in the final design. In the current study, the PCE model of the UQ analysis was constructed based on two factors: the hole diameter and the fillet radii. SRSM was used to solve the PCE model coefficients in this paper.

Figure 17 shows the 95% confidence interval distribution for the lateral averaged adiabatic cooling effectiveness ($\bar{\eta}$) value and the adiabatic cooling effectiveness ($\eta$) value along the centerline. The hole diameter deviation distributed as $\Delta D \sim N(7.75, 0.775^2)$, and the fillet radii $r/D = 0, 2.5%, 5%, and 10%$. The range of the 95% confidence interval for the for the $\bar{\eta}$ value and the $\eta$ value along the centerline were very small relative to their values, which indicates that the $\eta$ value is not sensitive to the hole.
diameter and fillet radii deviations. This is mainly because only the cylindrical part of the fan-shaped hole was adapted, while the diffuser part of the hole remained almost unchanged. As previously mentioned, the fillet radii affected the in-hole flow field greatly, which can have greater influence on the $C_d$ value than that on the $\eta$ value.

![Figure 16. Velocity distributions and vectors distributions on the Y = 0 plane with the filleted edge radius equal to 0D, 2.5\%D, 5\%D, and 10\%D.](image16)

Figure 16. Velocity distributions and vectors distributions on the Y = 0 plane with the filleted edge radius equal to 0D, 2.5\%D, 5\%D, and 10\%D.

![Figure 17. The 95\% confidence interval distribution of the lateral averaged adiabatic cooling effectiveness ($\overline{\eta}$) value and the adiabatic cooling effectiveness ($\eta$) value along the centerline with the hole diameter deviation distributed as $\Delta D \sim N(7.75, 0.775^2)$ and the fillet radii $r/D = 0, 2.5\%, 5\%, 10\%$.](image17)

Figure 17. The 95\% confidence interval distribution of the lateral averaged adiabatic cooling effectiveness ($\overline{\eta}$) value and the adiabatic cooling effectiveness ($\eta$) value along the centerline with the hole diameter deviation distributed as $\Delta D \sim N(7.75, 0.775^2)$ and the fillet radii $r/D = 0, 2.5\%, 5\%, 10\%$.

Figure 18 shows the distributions of the statistical parameters of $\eta$: the mean value distribution and the standard deviation value distribution. The distribution of the mean value of $\eta$ was almost the same as that of the baseline case. However, there were visible deviations of the $\eta$ distributions. The deviation of $\eta$ was larger in the near hole region, mainly near the region where the CRVP existed, which indicated that the adaption in the distribution of $\eta$ was mainly due to the existence of the ACRV and the change in the structures of the CRVP, as previously informed.
Figure 18. Distributions of the statistical parameters of $\eta$: top: mean value; bottom: standard deviation value.

Figure 19 shows the PDF distribution of the area averaged adiabatic cooling effectiveness ($\bar{\eta}$) and the value of $C_d$. The PDF of the $\bar{\eta}$ value did not fit for the regular Gaussian distribution. It was distributed over a small range with the average value of 0.1854. The unfitting for the standard deviation was because the standard deviation of the statistics was small. This also indicates that the hole diameter and fillet radii deviations had little effect on the $\bar{\eta}$ value.

However, the PDF distribution of the $C_d$ value basically still satisfied the Gaussian distribution. As mentioned previously, the variation of hole diameter satisfied the Gaussian distribution, and the fillet radii satisfied the uniform distribution for the PCE model. The $C_d$ value was almost linear to fillet radii (which can be found in Figure 13). The coefficient of variation of $C_d$ was 0.074, which was less than the coefficient of variation of hole diameter. All these factors resulted in the propagation characteristics of the input uncertainty variables.

Figure 19. PDF distribution of the area averaged adiabatic cooling effectiveness ($\bar{\eta}$) and the value of $C_d$.

5. Conclusions

This study investigates the effects of small geometric deviations on the values of $\eta$ and $C_d$ by using the baseline 7-7-7 fan-shaped hole. A detailed flow field analysis was carried out to determine the impact mechanism of geometric deviation on film cooling. To quantify the uncertainty of $\eta$ and $C_d$ values due to the manufacturing uncertainty, an UQ analysis was implemented with PCE to obtain the statistical characteristics (the mean value and Std of $\eta$ and $C_d$), which were caused by the geometric deviations. The following conclusions were obtained.

- Conical angle deviation exerts no obvious effect on $\eta$. However, $C_d$ decreases by 6.2% when the conical angle deviation is 0.5° and increases to 12.9 when the angle is 1.0°.
The presence of diameter and fillet deviations produces a superposition effect. The area average $\eta$ decreases by 3.4%, and $C_d$ increases to 15.2% with the fillet deviation existing alone. However, the values are 7.6% and 25.7% when the two deviations exist.

The decrease in $C_d$ is mainly caused by the weakened streamwise vorticity of in-tube and the blockage effect when the hole possesses a fillet. The velocity distribution of the hole exit exerts an important impact on the change in $\eta$.

The UQ analysis shows that the 95% confidence interval of the centerline and laterally-averaged $\eta$ both are relatively small. The effects of cylindrical section deviations on $\eta$ is limited, and the fillet radii mainly affects the flow field in-hole. The result also shows that the PDF of area average $\eta$ does not satisfy the regular distribution, while the PDF of $C_d$ basically still satisfies the Gaussian distribution.
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**Nomenclature**

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EDM</td>
<td>Electrical Discharge Machining</td>
</tr>
<tr>
<td>AM</td>
<td>Additive Manufacturing</td>
</tr>
<tr>
<td>$C_d$</td>
<td>discharge coefficient</td>
</tr>
<tr>
<td>UQ</td>
<td>Uncertainty quantification</td>
</tr>
<tr>
<td>PCE</td>
<td>Polynomial Chaos Expansion</td>
</tr>
<tr>
<td>Std</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>SRSM</td>
<td>Stochastic Response Surface Method</td>
</tr>
<tr>
<td>MC</td>
<td>Monte Carlo</td>
</tr>
<tr>
<td>L</td>
<td>Hole Length</td>
</tr>
<tr>
<td>D</td>
<td>Hole Diameter</td>
</tr>
<tr>
<td>TIT</td>
<td>Turbine Inlet Temperature</td>
</tr>
<tr>
<td>BR</td>
<td>Blowing ratio</td>
</tr>
<tr>
<td>DR</td>
<td>Density Ratio</td>
</tr>
<tr>
<td>$r$</td>
<td>Fillet radius</td>
</tr>
<tr>
<td>EB</td>
<td>Elliptic Blending model</td>
</tr>
<tr>
<td>$P_m$</td>
<td>mainstream pressure</td>
</tr>
<tr>
<td>$P_{tc}$</td>
<td>total pressure of the coolant</td>
</tr>
<tr>
<td>LE</td>
<td>Leading Edge of hole</td>
</tr>
<tr>
<td>TE</td>
<td>Trailing Edge of hole</td>
</tr>
<tr>
<td>CRVP</td>
<td>Counter Rotating Vortex Pair</td>
</tr>
<tr>
<td>RST</td>
<td>Reynolds Stress Turbulence</td>
</tr>
</tbody>
</table>

**Greek symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>Film cooling effectiveness</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Conical angle</td>
</tr>
</tbody>
</table>

**Subscripts**

<table>
<thead>
<tr>
<th>Subscript</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>w</td>
<td>wall</td>
</tr>
<tr>
<td>m</td>
<td>mainstream flow</td>
</tr>
<tr>
<td>c</td>
<td>inlet of coolant duct</td>
</tr>
<tr>
<td>aw</td>
<td>adiabatic wall</td>
</tr>
<tr>
<td>1</td>
<td>entrance</td>
</tr>
<tr>
<td>2</td>
<td>exit</td>
</tr>
</tbody>
</table>
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