Abstract: Current state-of-the-art medical deformable image registration (DIR) methods optimize a weighted sum of key objectives of interest. Having a pre-determined weight combination that leads to high-quality results for any instance of a specific DIR problem (i.e., a class solution) would facilitate clinical application of DIR. However, such a combination can vary widely for each instance and is currently often manually determined. A multi-objective optimization approach for DIR removes the need for manual tuning, providing a set of high-quality trade-off solutions. Here, we investigate machine learning for a multi-objective class solution, i.e., not a single weight combination, but a set thereof, that, when used on any instance of a specific DIR problem, approximates such a set of trade-off solutions. To this end, we employed a multi-objective evolutionary algorithm to learn sets of weight combinations for three breast DIR problems of increasing difficulty: 10 prone-prone cases, 4 prone-supine cases with limited deformations and 6 prone-supine cases with larger deformations and image artefacts. Clinically-acceptable results were obtained for the first two problems. Therefore, for DIR problems with limited deformations, a multi-objective class solution can be machine learned and used to compute straightforwardly multiple high-quality DIR outcomes, potentially leading to more efficient use of DIR in clinical practice.
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1. Introduction

Deformable image registration (DIR) [1], i.e., the process of searching for the optimal non-linear transformation to align two images, plays an increasingly important role in radiotherapy [2], with applications ranging from radiotherapy planning [3], dose accumulation [4], contour propagation [5], to radiotherapy response monitoring [6].

One of the challenges of DIR in clinical practice concerns the parameter choices that need to be made for each registration instance, since the success of most registration methods depends on setting a variety of parameters well (e.g., the weights in the cost function, the number of registration levels,
the control point grid spacing). The weights of the cost function are especially important, as they determine the trade-off between all the objectives of interest, including the effect of regularization of the DIR problem, which is necessary, as DIR is inherently ill-posed [7].

Optimizing these parameters for each individual DIR instance is challenging in clinical practice. Having a class solution for DIR, i.e., a configuration of parameters for which DIR performs well on all instances of a DIR problem, would facilitate wide-scale clinical application. Although several approaches have been proposed [8–10], still, often, parameters are manually tuned for each case of the DIR problem separately via trial-and-error adaptations, followed by visual inspection of the registration outcome.

Finding a class solution may, however, be impossible for challenging DIR cases, as it was shown that preferred parameter settings can vary greatly even for different instances of the same type of registration problem [9–11]. Different parameter configurations lead to different DIR outcomes, due to different trade-offs between the objectives of interest in DIR, such as similarity between the images and the amount of deformation.

The fact that different trade-offs may be preferable for different instances of a DIR problem indicates that DIR, although currently typically solved as a single-objective optimization problem, where all objectives of interest are combined in one cost function, is inherently a multi-objective optimization problem. In multi-objective optimization, the objectives of interest are not combined into one cost function, but optimized simultaneously, resulting in a set of DIR outcomes that represent high-quality trade-offs between the objectives of interest. If the multi-objective problem is solved to optimality, then this set of DIR outcomes is called the Pareto front. In cases where the Pareto front is not known (such as in the case of DIR), it can be said that a non-dominated front is obtained, i.e., a front where no solution is better in both objectives than any other solution in this front. Recently, it was shown that using a patient-specific multi-objective optimization approach can be useful for challenging DIR cases, for which manual tuning becomes far more complex [10]. This multi-objective, patient-specific approach can also be considered an online tuning approach: online in the sense that here, the tuning algorithm is run to search for the best parameter settings for the DIR algorithm for a specific patient. This approach removes the challenge of manual parameter tuning and provides the expert with a non-dominated front of DIR outcomes. Such a solution can be navigated to find a preferred DIR outcome insightfully. However, it can be computationally expensive, as it involves running a search algorithm on top of a DIR algorithm every time a DIR case needs to be solved. Furthermore, the more parameters to be tuned, the more time consuming this process becomes [12,13].

In this work, we consider an alternative approach for efficient parameter tuning: an evolutionary multi-objective machine learning approach that computes, in an offline training phase, a multi-objective class solution, i.e., a set of parameter configurations, that, when used on any instance of a DIR problem, yields DIR outcomes that approximate the non-dominated front. To this end, we re-design the parameter optimization problem, and we evaluate the performance of the evolutionary machine learning approach by performing a comparison with the method presented in [10]. Since computing the multi-objective class solution needs to be performed only once, it is then sufficient for a new DIR instance to run multiple DIRs straightforwardly using the class solutions to obtain a navigable set of DIR outcomes for that instance. These runs can be executed in parallel, resulting in a large reduction in computation time, compared to a patient-specific multi-objective tuning approach.

We developed and tested our evolutionary multi-objective machine learning approach on two breast magnetic resonance (MR) DIR problems of different levels of complexity. The first one is prone-prone breast MR DIR of patients undergoing pre-operative partial breast radiotherapy. Registering images of the patients before and after therapy can be used to monitor therapy response. The second DIR problem is prone-supine breast MR DIR (in this work, data from healthy volunteers are used), which presents a significantly higher challenge due to the very large deformation occurring between the two positions (i.e., lying face down versus lying face up). Prone-supine DIR can be used
to map pre-surgical diagnostic imaging to the radiotherapy planning geometry, e.g., for radiotherapy after breast-conserving surgery.

2. Materials and Methods

2.1. Datasets

2.1.1. Prone-Prone

We used retrospectively 10 pairs of T1-weighted MR images without contrast enhancement, acquired pre- and post-radiotherapy, of breast cancer patients (age ≥60 years, tumour size ≤30 mm on pre-radiotherapy MR images) in prone orientation (Figure 1). These patients underwent pre-operative partial breast radiotherapy [14] between December 2012 and June 2015, prior to breast-conserving surgery. The images had a voxel size of 0.9 × 0.9 × 1.2 mm³. The trial for which these data were acquired was approved by the institutional review boards of the participating institutes, and written informed consent was obtained from participants.

Figure 1. From (left) to (right): prone-prone Cases 3, 6, 8, 9. (Upper) row: MR image acquired before radiotherapy. (Lower) row: MR image acquired after radiotherapy.

2.1.2. Prone-Supine

This dataset consisted of 10 pairs of healthy volunteer MR images without contrast enhancement, acquired in prone and supine orientation during the same scan session. The images had a voxel size of 0.88 × 0.88 × 0.9 mm³. Nine MR-visible fiducial markers (MM3005, IZI Medical Products Corporation, Baltimore, MD, USA) were attached to the breast, evenly spaced on its surface. We subdivided our prone-supine cases as follows. Given that via patient-specific parameter optimization, potentially clinically-useful registration results (on the basis of achieved mean target registration error (TRE)) were found for four cases [10], we grouped these cases together. We call this prone-supine Group A (Figure 2). We grouped the remaining six registration cases in prone-supine Group B. After rigid registration on bony anatomy, for Group A, the mean Euclidean distance between external marker locations in the rigidly-transformed source and target image was 24.7 mm (SD 8.1 mm), whereas for Group B, the mean Euclidean distance was 42.2 mm (SD 12.5 mm), i.e., there were larger deformations in Group B. Further, large intensity inhomogeneities were present in multiple images of Group B (Figure 3).
2.2. Patient-Specific Multi-Objective DIR

DIR is typically formulated as the minimization of a single cost function that consists of several terms describing objectives of interest, such as the degree of dissimilarity between the two images and the amount of deformation. The typical formulation is to find, for a given weight vector \( \lambda \in [0,1]^m \), the transformation \( T \) that minimizes:

\[
C(T, \lambda) = \lambda_0 O_0(T) + \lambda_1 O_1(T) + \cdots + \lambda_{m-1} O_{m-1}(T). \tag{1}
\]

Here, \( O_j, j \in \{0, \ldots, m-1\} \) are the \( m \) objectives considered in the DIR method. The weight vector \( \lambda = (\lambda_0, \ldots, \lambda_{m-1}) \) determines the trade-off between the objectives and needs to be set before the start of optimization. Each different weight vector \( \lambda \) corresponds to a different cost function and therefore to a different (local) minimum. The objectives can be highly non-convex, as is often the case, e.g., with the objective describing the (dis)similarity between the images to be registered [15].

Now, let \( T(i, \lambda) \) be the transformation resulting from performing DIR with a typical DIR method on instance \( i \). The more complex the registration problem (e.g., content mismatch, large deformations), the more likely \( T(i, \lambda) \) does not correspond to the global optimum of \( C(T, \lambda) \), given the local nature of the gradient descent optimizers typically used in DIR.

We can use this definition to formulate the patient-specific multi-objective weight-tuning problem:
min_λ \{(O_0(T(i, \lambda)), O_1(T(i, \lambda)), \ldots, O_{m-1}(T(i, \lambda)))\}.

Solving this multi-objective parameter-tuning problem to optimality results in a set of solutions that can be considered equally good, i.e., no solution can be improved in one objective without deteriorating one or more other objectives. This set of solutions in parameter space is called the Pareto set, and the set of corresponding objective values in objective space is called the Pareto front [16]. When solving this problem in practice, however, the solutions obtained may or may not lie on the Pareto front; therefore, these solutions form a trade-off, or non-dominated, front.

2.3. Evolutionary Multi-Objective Class Solution Learning for DIR

To avoid solving this problem each time we want to use DIR in clinical practice, as it can be very time consuming, we are interested in finding weight vectors λ that are expected to give good results on any instance of a DIR problem. Good expected performance from the DIR method means that the expected value of each objective needs to be minimized. Given a finite training set of \(n\) image pairs, an approximation thereof can be obtained, by using the mean, or for optimization purposes, equivalently, the sum, of observed objective values on the training set, i.e.,

\[
\min_λ \left\{ \left( \sum_{i=0}^{n-1} O_0(T(i, \lambda)), \sum_{i=0}^{n-1} O_1(T(i, \lambda)), \ldots, \sum_{i=0}^{n-1} O_{m-1}(T(i, \lambda)) \right) \right\}.
\]

This is now a class-specific multi-objective optimization problem aimed at optimizing the performance of a model on a set of example image pairs representing multiple instances of a certain DIR problem class, essentially making it a machine learning problem. To solve this, we use an evolutionary algorithm (EA) that minimizes the sum of DIR objective values after a single-objective DIR method has converged to a (local) minimum on the training set. A flowchart that describes the procedure is given in Figure 4.

**Figure 4.** A flowchart of the proposed multi-objective evolutionary class solution learning approach. It contains a double optimization loop: in the inner loop (red dashed line), each DIR problem instance for a given weight vector is solved; in the outer loop (black solid line), the weight optimization problem is solved by the EA.

2.3.1. DIR Method

The underlying single-objective DIR method we used in this study is elastix [17], a well-known open-source image registration toolbox, which uses a B-spline transformation model [18].

For the prone-prone registration problem, we used two objectives: dissimilarity as described by the negative normalized correlation coefficient [19] and deformation magnitude as described by the bending energy penalty [20], both to be minimized. This corresponds to a vector of two weights.

For the prone-supine registration problem, we used, in addition to dissimilarity and deformation magnitude, a third objective: the so-called guidance error [21], to be minimized, resulting in a vector of three weights for optimization. Guidance information was provided via the presence of the external fiducial markers on the breast surface. We explicitly annotated their location, i.e., the centre of the...
marker, on the source, as well as on the target image. The guidance error was then defined as the sum of Euclidean distances between pairs of transformed marker source locations and marker target locations.

2.3.2. Evolutionary Algorithm

To learn multi-objective class solutions, we employed a multi-objective EA. EAs are among the state-of-the-art in multi-objective optimization [16,22,23]. We used a specific type of EA, called an estimation-of-distribution algorithm (EDA) [24]. EDAs build and sample a probability distribution (in the specific algorithm, we employed an $l$-dimensional Gaussian mixture distribution, where $l$ is the number of parameters, i.e., the number of weights) to generate new solutions.

The EA-specific parameter settings were set according to the literature [25], where the performance of the EA was tested on benchmark problems with the same number of objectives as our problems here. Although for these benchmark problems, the EA was found to obtain high-quality results already after 100 generations, in this work, we allowed the EA to run for 200 generations, as we observed that a notably better non-dominated front (with a larger number of points) could be obtained. This is most probably due to the higher complexity of the problem at hand, i.e., the presence of more local optima than most benchmark problems, due to the multiple combinations of image pairs to be registered.

We used three objectives for the EA for both the prone-prone, as well as the prone-supine problem. The first two objectives were formulated as the sum of the dissimilarity and deformation magnitude objective values over all the images in the training set. The third EA objective makes use of guidance information of anatomical landmarks, similar to the guidance error objective used within the DIR method elastix. However, since for the prone-prone DIR problem, no external landmarks were available, the location of internal landmarks was used. The sum of the distances between transformed internal landmark source locations and their corresponding target locations was minimized; this objective is calculated within the EA optimization flow and not within elastix. For the prone-supine DIR problem, both internal as well as external landmark locations (in the form of the fiducial markers) were utilized, again within the EA and not within elastix, which calculated the objectives separately and then passed the value of the dissimilarity and deformation magnitude to the EA. Note that the internal landmark locations can be used for the evaluation of the registration quality, as they were not used by the DIR method itself, which only used external landmark locations in the prone-supine problem, but only by the EA that finds the class solution. This is because the objective values for the EA are calculated after the DIR method has terminated, as illustrated in Figure 4. We decided to use both the internal and external landmarks as guidance information to the EA, since the class-solution-learning problem is a challenging optimization problem and we wanted to maximize performance.

2.4. Evaluation

To evaluate the quality of registration outcomes, an experienced breast radiologist annotated eight to twelve internal anatomical landmarks in the source image and their corresponding locations in the target image. These pairs of annotations were distributed as uniformly as possible throughout the breast volume in order to obtain a representative overall estimation of the registration accuracy.

We calculated the mean TRE as the mean Euclidean distance between the internal landmark locations in the target image and their locations in the transformed source image. To assess the quality of the learned class solutions, we compared them to the solutions obtained by our previously-introduced patient-specific multi-objective optimization approach [10], where for each individual patient, the optimal weight configurations that yield a non-dominated front of DIR outcomes were found. These results were considered the best possible outcomes for these individual DIR cases. For this, we used the inverted generational distance (IGD) [26,27], a well-known performance indicator that describes how close one non-dominated front (called the reference front) is approximated by another. Given a set of class solutions $A = \{a_0, a_1, \ldots, a_{K-1}\}$ and a reference
front (here, the non-dominated front obtained by patient-specific optimization) \( P = \{p_0, p_1, \ldots, p_{L-1}\} \), the IGD\(_{\text{objectives}}\) is defined as follows:

\[
IGD_{\text{objectives}}(A, P) = \frac{1}{L} \sum_{i=0}^{L-1} \min_{a_j \in A} \{d(p_i, a_j)\}
\]

where \( d \) is the Euclidean distance in objective space. IGD is a common descriptor in the multi-objective EA literature, with a value around 0.001 to be considered a very good approximation of a non-dominated front that is ranging between zero and one in every objective and has 5000 points on its front [24]. Here, after normalizing every objective to [0, 1] and adjusting for the size of our non-dominated fronts, which was on average of 500 points, we considered a value of IGD\(_{\text{objectives}} \leq 0.1\) to be a very good approximation.

From a clinical standpoint, however, it is important to observe whether a solution in the reference front is covered by the existence of a class solution with similar TRE. For this reason, in Equation (2), we replaced the Euclidean distance in objective space with the distance (in mm) between points in TRE space, by calculating additionally IGD\(_{\text{TRE}}\) (we denote with MeanTRE\(_a\) the mean TRE associated with solution \( a \)):

\[
IGD_{\text{TRE}}(A, P) = \frac{1}{L} \sum_{i=0}^{L-1} \min_{a_j \in A} \{d(\text{MeanTRE}(p_i), \text{MeanTRE}(a_j))\}
\]

Moreover, in recent work, it was observed that, when provided a potentially navigable patient-specific front [10] and the right user interface, decision makers can actually easily identify preferred solutions that have the near best TRE [28]. Following from this, we are interested in the TRE difference between the potentially best solution found by the patient-specific approach (i.e., the solution with the lowest mean TRE) and the best solution among the class solutions:

\[
\text{TRE}_{\text{diff}} = \left\| \min_{p_i \in P} \{\text{MeanTRE}(p_i)\} - \min_{a_j \in A} \{\text{MeanTRE}(a_j)\} \right\|
\]

Finally, we measured computation time for each DIR outcome on a six-core PC (Intel Xeon E5-1650). In patient-specific optimization, 100 generations were used to compute results, where the DIR method \texttt{elastix} was called 100 times in each generation (see [10]). In the case of prone-prone DIR, performing DIR on one core took approximately 20 s, whereas for prone-supine DIR, this was 60 s. For patient-specific optimization, this resulted in a total computation time of approximately 12 h for prone-prone and 27 h for prone-supine cases, making use of the parallelization feature of \texttt{elastix} [29].

2.5. Experimental Setup

To estimate the performance of our evolutionary machine learning approach for multi-objective class solutions, we performed leave-one-out cross-validation [30], i.e., assuming we have a dataset of \( n \) cases for a DIR task, we learned multi-objective class solutions on \( n - 1 \) cases, and we used the learned class solutions, i.e., the sets of parameter configurations, to perform DIR on the left-out case. Note that the resulting DIR outcomes on the left-out case do not necessarily form a non-dominated front in objective space, as opposed to the DIR outcomes obtained by patient-specific optimization. We repeated this procedure \( n \) times, i.e., ten times for the prone-prone registration group, four times for prone-supine Group A and six times for Group B.

3. Results

3.1. Prone-Prone

The multi-objective class solution learning approach showed good performance, obtaining very good approximations of the patient-specific non-dominated fronts in eight out of ten cases, in objective
space and in TRE space (see Table 1). For Case 1, despite the larger $IGD_{objectives}$, the $IGD_{TRE}$ was very low, indicating that the class solutions were in their entirety very similar in quality to the patient-specific solutions, while for Case 8, the $IGD_{TRE}$ was larger. This happened because all the weight combinations in the multi-objective class solution led to outcomes that were located only in one part of the non-dominated front (see Figure 5). However, the part of the non-dominated front that was not covered by these class solutions mostly contained solutions that were uninteresting, as they were the ones with less deformation and larger TRE values. Consequently, $TRE_{diff}$ was extremely small for all ten cases (Table 1), indicating that the class solution approach was capable of obtaining a solution(s) of high quality, in spite of the poor result for Case 8 from an evolutionary multi-objective machine learning standpoint.

Computation time associated with applying a multi-objective class solution on a six-core PC ranged from 12.5 min to 42 min (depending on the size of the class solution).

Table 1. Inverted generational distance (IGD) values in objective and target registration error (TRE) space and $TRE_{diff}$ for the prone-prone deformable image registration (DIR) group.

<table>
<thead>
<tr>
<th>Patient</th>
<th>$IGD_{objectives}$</th>
<th>$IGD_{TRE}$ (mm)</th>
<th>$TRE_{diff}$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1194</td>
<td>0.1018</td>
<td>0.1865</td>
</tr>
<tr>
<td>2</td>
<td>0.0219</td>
<td>0.0077</td>
<td>0.0298</td>
</tr>
<tr>
<td>3</td>
<td>0.0309</td>
<td>0.0058</td>
<td>0.0658</td>
</tr>
<tr>
<td>4</td>
<td>0.0154</td>
<td>0.0053</td>
<td>0.0611</td>
</tr>
<tr>
<td>5</td>
<td>0.0104</td>
<td>0.0075</td>
<td>0.0283</td>
</tr>
<tr>
<td>6</td>
<td>0.0152</td>
<td>0.0069</td>
<td>0.0575</td>
</tr>
<tr>
<td>7</td>
<td>0.0400</td>
<td>0.0021</td>
<td>0.2068</td>
</tr>
<tr>
<td>8</td>
<td>0.2476</td>
<td>1.3751</td>
<td>0.0801</td>
</tr>
<tr>
<td>9</td>
<td>0.0123</td>
<td>0.0077</td>
<td>0.0120</td>
</tr>
<tr>
<td>10</td>
<td>0.0225</td>
<td>0.0348</td>
<td>0.0831</td>
</tr>
</tbody>
</table>

Figure 5. Non-dominated front of patient-specific solutions and class solutions for Test Cases 6 (left) and 8 (right), colour coded with the mean TRE in mm. The colour scales are different for each case, to illustrate the different TRE distributions better.

3.2. Prone-Supine

For Group A, the multi-objective class-solution approach found good approximations of the patient-specific non-dominated fronts (Table 2 and Figure 6a,b), with the exception of Case A1, where the mean TRE associated with the best DIR outcome found by using the class solutions was 1.2 mm larger than the mean TRE associated with the best patient-specific DIR outcome. A1 was the only case in Group A that exhibited image inhomogeneities, making finding a good match very challenging, despite the limited deformation. For Group B, the $IGD_{objectives}$ and $IGD_{TRE}$ were larger, and the quality of the class solutions that were obtained was clearly inferior to the patient-specific ones for
three out of six cases, as described by $TRE_{diff}$ (see Cases B6, B7 and B8 in Table 3). This is illustrated further for Case B6 in Figure 6c, which was one of the most difficult cases in this set in terms of large breast volume, coupled with the presence of image intensity inhomogeneities. These registration cases were, however, already unsuccessful also with patient-specific optimization, resulting in relatively large mean TREs. The fact that, additionally, a well-covering multi-objective class solution cannot be found, in objective or TRE space, signifies the complexity of such cases resulting from the large diversity among the individual cases in addition to the large deformations present.

Computation time associated with applying a multi-objective class solution on a six-core PC ranged from 24 min to one hour and 28 min (depending on the size of the class solution).

Table 2. IGD values for prone-supine Group A.

<table>
<thead>
<tr>
<th>Group A</th>
<th>IGD$_{objectives}$</th>
<th>IGD$_{TRE}$ (mm)</th>
<th>$TRE_{diff}$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.1878</td>
<td>0.3072</td>
<td>1.2083</td>
</tr>
<tr>
<td>A2</td>
<td>0.0284</td>
<td>0.0076</td>
<td>0.0104</td>
</tr>
<tr>
<td>A3</td>
<td>0.0123</td>
<td>0.0180</td>
<td>0.0053</td>
</tr>
<tr>
<td>A4</td>
<td>0.0816</td>
<td>0.0280</td>
<td>0.0427</td>
</tr>
</tbody>
</table>

Table 3. IGD values for prone-supine Group B.

<table>
<thead>
<tr>
<th>Group B</th>
<th>IGD$_{objectives}$</th>
<th>IGD$_{TRE}$</th>
<th>$TRE_{diff}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>B5</td>
<td>0.1279</td>
<td>0.0215</td>
<td>0.0615</td>
</tr>
<tr>
<td>B6</td>
<td>0.1442</td>
<td>8.0500</td>
<td>8.7400</td>
</tr>
<tr>
<td>B7</td>
<td>0.1061</td>
<td>1.4100</td>
<td>1.5611</td>
</tr>
<tr>
<td>B8</td>
<td>0.0616</td>
<td>0.0872</td>
<td>2.4605</td>
</tr>
<tr>
<td>B9</td>
<td>0.0427</td>
<td>0.0774</td>
<td>0.2865</td>
</tr>
<tr>
<td>B10</td>
<td>0.0606</td>
<td>0.0629</td>
<td>0.0410</td>
</tr>
</tbody>
</table>

Figure 6. Non-dominated fronts of patient-specific solutions and their class solutions for prone-supine Test Cases A1 (a), A2 (b), B6 (c) and B9 (d), colour coded with the mean TRE in mm. The colour scales are different for each case, to illustrate the different TRE distributions better.
4. Discussion

We presented an evolutionary multi-objective class-solution learning approach for DIR, which we applied to breast MR DIR problems of increasing difficulty. We used our approach to learn weights typically used in DIR software, but the approach was general and could straightforwardly be used to consider other parameters, as well. The multi-objective class-solution approach presented in this work kept the benefits of a multi-objective perspective \cite{10} and was more efficient than multi-objective patient-specific parameter optimization, by allowing parallel computation of DIRs without any further tuning or optimization, thereby much more so facilitating the use of multi-objective DIR in clinical practice.

Although the concept of a class solution implies the existence of a unique solution that solves all instances of a particular problem well, we considered a set of class solutions, i.e., a multi-objective class solution, to be more appropriate for the problem of DIR. The idea that a single trade-off can work for all DIR cases of a certain type comes from a single-objective optimization perspective, but even among registration problems of the same type, parameter settings that give the desired results can differ \cite{10}. A multi-objective optimization approach instead has the ability to capture high-quality trade-offs among which the preferred outcome is likely present. Moreover, selecting this outcome is insightful and easy \cite{28}. It was also observed that what the users thought was a high-quality solution coincided with a mean TRE (very) close to the minimum mean TRE obtained, indicating that the results obtained by our method can be considered reliable.

The evaluation of the quality of the DIR outcomes, in the absence of a ground truth, relied on the annotated landmarks, which has known limitations (it may not be representative of the quality of the deformation throughout the entire volume). A realistic phantom-based study could potentially circumvent this, but such an elaborate study is out of the scope of this work. We further saw that when the solutions were visually inspected by observers, what the users thought was a high-quality solution coincided with a mean TRE (very) close to the minimum mean TRE obtained \cite{28}, indicating that the mean TRE was representative of the overall quality of the solutions.

Since EAs are state-of-the-art for multi-objective black-box optimization and given the limited amount of data present for the DIR problems studied in this work, the choice of an EA as a machine learning technique, as opposed to more widely-used machine learning approaches such as, e.g., convolutional neural networks, seems reasonable. Using the EA to tackle this problem, even in the presence of very limited data, was possible since the problem concerned a limited number of parameters (i.e., a low-dimensional manifold) to be learned and the learning of point sets. The EA employed in this work was specifically chosen as it was designed for continuous, multi-objective problems, and it has been shown to perform well for those problems \cite{25}. Given that the bulk of the computation was in the DIRs during meta-optimization and given the performance of this EA on different benchmark problems compared to other EAs, we do not expect that choosing a different EA as a meta-optimizer would yield significant differences in terms of computation time.

The results of this approach, which may be considered an evolutionary multi-objective machine learning approach \cite{31}, indicate that deriving a multi-objective class solution for DIR is feasible, even with a limited amount of data, for DIR problem classes that are solvable and for which the variation within the class is not too large, as in the case of prone-prone breast MR image registration. It may be feasible even for quite challenging DIR problems, as in the case of the prone-supine DIR problems, provided that the underlying DIR method, on which our approach was ultimately dependent, can actually solve the DIR problem, and the variation in (quality of) the images and their content was limited.

Further, for our approach to work properly, it was necessary to perform a classification of prone-supine DIR instances, into two groups, one with larger and one with smaller deformations. It may be challenging to always classify correctly the prone-supine DIR instance at hand. One solution could be to pre-process the data. For instance, classification could be performed by quantifying breast volume (e.g., with breast cup size) and/or based on age. DIR cases with small breast volumes
(and therefore with limited deformation present) and of young patients, which tend to have breasts with more fibroglandular tissue (therefore with more information present in the images), are most likely easier to solve.

Further research could involve using the approach presented in this work to tune multiple parameters, with very few parameters subsequently tuned patient-specifically, to perhaps obtain even higher quality solutions for challenging DIR problems. In the case of tuning multiple parameters, the computational benefit of using a class solution approach instead of a patient-specific approach increases. Moreover, a so-called adaptive steering mechanism in the EA could be incorporated in order to obtain more solutions in the region of the non-dominated front that is of interest [32]. Lastly, we note that the number of DIRs to be performed and the total online computation time can potentially be reduced by selecting a diverse, but front-spanning subset of the multi-objective class solution of a limited, pre-defined size.

5. Conclusions

In this work, we presented an evolutionary multi-objective machine learning approach that computed a set of so-called class solutions, for problems of increasing difficulty: prone-prone breast DIR, prone-supine breast DIR with limited deformations and prone-supine breast DIR with large deformations. We showed that, for DIR problems with limited deformations (prone-prone, as well as prone-supine), it is feasible for a multi-objective class solution to straightforwardly obtain a set of high-quality outcomes for every DIR instance of those problems without additional parameter tuning. This allows selection of the preferred outcome by an expert, potentially leading to more efficient use of DIR in clinical practice.
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