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Abstract: The technological requirement to optimize materials for energy and electronic materials 
has led to the use of defect engineering strategies. These strategies take advantage of the impact of 
composition, disorder, structure, and mechanical strain on the material properties. In the present 
review, we highlight key strategies presently employed or considered to tune the properties of 
energy and electronic materials. We consider examples from electronic materials (silicon and 
germanium), photocatalysis (titanium oxide), solid oxide fuel cells (cerium oxide), and nuclear 
materials (nanocomposites). 
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1. Introduction 

In the past few decades of the miniaturization of devices, the introduction of more structurally 
complicated materials in conjunction with demanding processing and operating conditions have 
made the study of defects in materials increasingly important [1–10]. There is no single recipe of how 
to treat materials and what is the optimum concentration of defects. In a material, some defects and 
dopants can have a beneficial impact and in a similar material the same defects can deteriorate its 
physical properties. For example, n-type dopants in silicon are necessary to form devices and do not 
readily interact with vacancies due to the low concentration of the latter. In isostructural germanium, 
n-type dopants are hard to contain as they diffuse aided by vacancies and it is hard to form n-doped 
regions [3]. The same arguments can apply to energy related materials (for example nuclear, fuel cell, 
and battery materials) for which there is presently a requirement to employ and/or form materials 
with better properties that will need to operate at more difficult conditions for longer periods of time. 

Using defect engineering strategies is an efficient way to tune the physical properties and 
optimize materials for energy and electronic applications. Defect engineering strategies in essence 
use the differences that composition, structure, disorder, and strain can have on the physical 
properties of the material. It is impossible to highlight all the progress in the field and contain it in a 
single review. In the present review, we consider a range of applications and materials from 
nanocomposites to more traditional systems such as silicon and titanium dioxide aiming to 
demonstrate how the defect engineering strategies considered can be transferable to numerous 
systems and applications. 
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2. Advanced Materials for Nuclear Applications 

2.1. Background 

About 70 years since Enrico Fermi et al. built the first nuclear reactor, nuclear power is once 
more in the spotlight. There is a need for the new generation of safer and more proliferation resistant 
reactors whose introduction would have the beneficial effect of lowering CO2 emissions due to 
electricity generation. Several high profile nuclear incidents have cast a shadow over the nuclear 
industry in the past. As a consequence, for nuclear power generation to have a bright future it will 
be necessary to allay fears regarding safety, proliferation, and the long term management of wastes. 
This, together with institutional inertia and the cost to develop new nuclear technologies may delay 
its progress. Atomic scale simulation techniques can accelerate the development of new nuclear 
materials and provide detailed information on their physical properties that cannot be easily assessed 
by experiments. 

Nuclear energy is potentially important for the future energy mix given the need to address the 
increasing global energy demand and simultaneously reduce CO2 emissions [11–15]. Nuclear 
materials are subjected to extreme conditions and the detailed understanding of their properties often 
at the atomistic scale is necessary to ensure their high performance and more importantly their safety. 
The ever increasing computational power has allowed the investigation of the behaviour of nuclear 
materials with atomistic modeling techniques that were not available when most commercial reactors 
operating today were designed. 

The efficiency of nuclear reactors can be increased via higher operating temperatures, increasing 
their lifetime and taking fuels to higher burn-ups. Additionally, the introduction of new materials 
such as thorium dioxide (ThO2) or mixed oxide based nuclear fuels requires extensive investigation 
prior to their use in nuclear reactors [13]. The evolution of nuclear material properties under a range 
of conditions encountered in the harsh environments in which they operate can be a challenge for 
scientists.  

Nuclear fission was observed in 1939 by Otto Hahn and Fritz Strassman. Following the 
bombardment of uranium with neutrons, they discovered two products with lighter nuclei, barium 
and lanthanum. Thereafter, Lise Meitner and Otto Frisch explained the phenomenon that is presently 
exploited in nuclear reactors to generate heat. This heat is in turn used to heat water into pressurized 
steam, which runs through turbines powering electrical generators. 

Nuclear energy is acknowledged as a key component of the mix of energy sources to reduce 
greenhouse gas emissions and the dependence on fossil fuel. A main advantage of nuclear energy is 
its high energy density; that is, the quantity of energy derived from nuclear fuel is orders of 
magnitude larger than competitive energy sources such as fossil fuels. The nuclear facilities are rather 
compact and require far less land as compared with solar energy on wind energy installations 
producing the same power. Nuclear power has been an established and reliable source of electricity 
in numerous countries (for example, USA, France, UK, Russia, China) for many decades. The 
possibility of hydrogen production via an efficient centralised technology taking advantage of mainly 
off-peak electricity production is another possibility. Taking into consideration that there are still 
substantial reserves of uranium and that alternative fuels can also be used (thorium-based) there 
should be enough nuclear fuel for many decades. 

There are also negative issues with nuclear energy associated with the negative public 
perception stemming from nuclear accidents, nuclear waste management, and proliferation issues. 
Nuclear accidents (for example Three Mile Island, Chernobyl, and Fukushima) have dealt a major 
blow to the nuclear industry and its reputation. Although nuclear energy results in far less casualties 
than other forms of energy generation, it is considered to be very perilous. This is due to some 
examples of poor nuclear waste management, its association with nuclear weapons, and the long 
half-life of extremely radiotoxic nuclear waste.  

To design and construct safer nuclear reactors for the coming decades, it is imperative to 
manufacture better nuclear materials. In particular, there is the requirement for radiation tolerant 
materials to store nuclear waste, advanced structural materials, and novel nuclear fuels.  
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2.2. Radiation Tolerant Materials 

The safe storage of nuclear waste is considered as a prerequisite for public support. The 
construction of new reactors differs as compared to previous generations in that nuclear waste 
solutions including packaging materials and appropriate repositories must be thought of and 
identified as part of the initial design [16].  

Nuclear waste management is a very difficult task due to the radiotoxicity and long half-lives of 
actinides and fission products. A feasible solution is to move nuclear waste to relatively stable 
geological formations. These repositories will be reinforced by barriers, for example corrosion-
resistant cladding and compacted clay [17,18]. Identifying waste-packaging materials to host high-
level waste (HLW) is difficult due to their decay production and the formation of point defects. In 
essence, these will eventually destabilize the host crystalline oxides resulting in their amorphization 
and cracking.  

Nuclear materials operate at extreme conditions. To host nuclear waste, numerous systems have 
been investigated using both experimental and computer simulation techniques [19]. The synergetic 
application of techniques leads to the more thorough fundamental understanding of the impact of 
radiation damage in materials and can lead to progress. An example is by Sickafus et al. [19], which 
determined that radiation tolerance in pyrochlore oxides (A2B2O7) is related to the ease with which 
that disorder can be accommodated. Previous work determined that oxides were defects that can 
readily form and are more resistant to radiation-induced amorphization and are thus important for 
the accommodation of radioactive waste [19]. 

Inspired by nanotechnology, there has been interest in annihilating defects and radiation 
damage through the use of nanocomposites. This is a new class of radiation tolerant materials with 
nanometres thick layers (i.e., maximization of interfaces) that can lead to very radiation resistant 
materials. An example is the studies of Demkowicz et al. [20] on the radiation damage resistance in 
Cu-Nb multilayer nanocomposites (Figure 1). In this system, it was predicted using atomistic 
simulation that the interfaces in the nanocomposite effectively act as sinks for radiation-induced 
defects. As a word of caution, however, the application of finer grain wasteform materials will be a 
challenge due to the increased surface/area per unit volume that is thermodynamically less stable. 
This can be potentially problematic at the extended repository timescales.  

In the recent work of Bai et al. [21], atomistic simulation was used to show that grain boundaries 
are not only sinks for radiation induced defects but can also emit interstitial atoms which can 
recombine with vacancies. This is considered to be important as it leads to concepts where grain 
boundaries will heal radiation-induced damage [21]. This is a breakthrough as the design principles 
relied on materials that could resist radiation damage, tolerate damage, or undergo lattice recovery. 
This is a further example of how nanotechnology can be used to produce designed grain-boundaries 
or interfacial structures to create advanced radiation tolerant materials. 
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Figure 1. (a) Cu-Nb bilayer; (b) quasiperiodic pattern formed by the interface between Cu and Nb 
planes; (c) unrelaxed interface vacancy; (d) relaxed interface vacancy; (e) ground state Cu-Nb interface 
with 5 at % vacancies; (f) ground state Cu-V interface with about 0.8 at % vacancies. Dark red atoms 
that have less than six nearest neighbours in the interface Cu plane. Reproduced with permission 
from [20]. American Institute of Physics, 2010. 

3. Defect Engineering Oxygen Diffusion in Ceria 

3.1. Motivation 

The importance of solid oxide fuel cells (SOFCs) lies in their potential for high efficiency energy 
conversion in conjunction with the reduced emission of greenhouse gases [22,23]. The high 
temperatures (up to 1000 °C) that SOFCs operate at to convert hydrogen and/or natural gas chemical 
energy to electricity can be detrimental for materials (for example thermal cycling and performance 
degradation), leading to increased cost [24,25]. Lowering the operating temperature (i.e., to 500–700 
°C) will be beneficial for material stability, however, it can also lead to increased losses for the reaction 
and transport kinetics in the cathode and electrolyte parts of the SOFC. A way to do this is to move 
away from traditional SOFC electrolyte materials such as yttria stabilised zirconia (YSZ) and towards 
materials such as rare-earth doped CeO2 that exhibit high oxygen self-diffusivities at these lower 
temperatures. Higher diffusivities are important for accelerating the oxygen transport in the 
electrolyte.  

3.2. Doping and Strain Strategies 

Oxygen self-diffusion in ceria is mediated by oxygen vacancies. Under equilibrium conditions 
the oxygen vacancy formation energy is high. A way to introduce oxygen vacancies to form an 
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oxygen deficient structure is via doping with trivalent cations. Trivalent cations can substitute at 
cerium lattice sites with the defect equation in Kröger Vink notation being expressed as: X O 2X +V∙∙ + 3O  (1) 

Every oxygen vacancy is charge compensated by two trivalent ions that are introduced into the 
cation sublattice. 

Trivalent doping in ceria is an efficient strategy leading to a SOFC electrolyte material with high 
oxygen ion diffusivity (for example, 2–3 orders of magnitude higher diffusivity as compared to yttria 
stabilized zirconia) in conjunction with relatively lower reduction temperatures [23]. In a previous 
molecular dynamics (MD) study [26], the activation energies of the oxygen migration of rare-earth 
doped ceria (Ce0.9R0.1O1.95 where R = Yb, Er, Ho, Dy, Gd, Sm, Nd, and La) as a function of the dopant 
ionic radius were considered (black line of Figure 2). The molecular dynamics calculations revealed 
that Nd-doped ceria had the lowest activation energy of oxygen migration (refer to Figure 2) [26]. 
This is reflected also in the oxygen diffusivities and therefore Nd-doped ceria is appropriate for 
intermediate temperature (500–700 °C) SOFCs. It should be stressed, however, that at very high 
temperatures the energy barrier for oxygen diffusion is not significantly impacted by the association 
energy (Coulombic interactions and relaxation of the ceria lattice) of the dopant-oxygen vacancy 
clusters [26,27]. 

 
Figure 2. Molecular dynamics derived activation energies of oxygen migration with respect to the 
dopant ionic radius and uniaxial strain in Ce0.9R0.1O1.95 [26]. 

The community also imposes strain to increase oxygen diffusion and other physical properties 
in metal oxides [26,28]. From an experimental viewpoint, strain can be introduced by the formation 
of interfaces between dissimilar oxides and due to the complexity, atomistic simulation is commonly 
used to gain insights [29]. The advantage of computational modeling techniques is that they can be 
employed to deconvolute different contributions so that it becomes clear how strain impacts defect 
processes such as oxygen diffusion. This is essential in order to gain an understanding of the effect 
of strain and to be able to tune and optimize strain fields to achieve enhanced oxygen diffusion 
(Figure 3). Strain fields can be introduced (a) locally via doping with isovalent atoms or (b) by the 
formation of heterostructures resulting in epitaxial strain fields mainly near the interface between the 
layers of the dissimilar materials [30–32]. Interestingly, the work of Garcia-Barriocanal et al. [33] 
determined up to an eight order-of-magnitude increase in conductivity for epitaxially-grown 
zirconia/strontium titanate heterostructures and this motivated the community [26,34]. To clarify this 
unprecedented result, numerous atomistic simulation studies were employed given that in these it is 
easier to employ and control strain as compared to the experiment [26,34].  
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Figure 3. The influence of uniaxial strain, doping, and temperature on oxygen diffusivity in ceria [26]. 

At any rate, the accuracy of molecular dynamics simulations to describe oxygen diffusion in 
doped ceria will depend upon the potential model that should appropriately describe the thermal 
expansion of doped CeO2. For example, MD calculations were previously employed to study the 
effect of uniaxial strain on the oxygen ion diffusivity as a function of temperature and rare-earth 
dopant (Yb, Er, Ho, Dy, Gd, Sm, Nd and La) using the well-established Cooper-Rushton-Grimes 
potential model that appropriately describes the thermal expansion of doped ceria [26]. This MD 
study is consistent with an increase of the oxygen diffusion coefficient due to strain, but not of the 
same order of magnitude as the study of Garcia-Barriocanal et al. [32] inferred. Given the flexibility 
of MD calculations to change conditions, it was shown that the increase in temperature will result in 
the decrease in the difference between the diffusivities between the dopants [26]. This in essence 
illustrates the diminishing impact of the association between the dopants and the oxygen vacancies 
[26]. Therefore, at temperatures above 1000 K, the activation energy of oxygen migration will be 
primarily represented by the energy barrier required for diffusion, whereas the association energy of 
oxygen vacancy-dopant clusters will have a smaller contribution [35–37].  

A very interesting feature that was demonstrated by the MD calculations for undoped CeO2 is 
that there is a limited increase of the oxygen diffusion coefficient for strains below 3% but there is a 
15-fold increase in the oxygen diffusion coefficient as the strain increased from 3.0% to 5.0% (refer to 
Figure 4) [26]. This in essence demonstrates that the strain not only impacts the association of dopants 
with the oxygen vacancies, but also leads to changes in the oxygen diffusivity because of the changes 
in the lattice.  

 
Figure 4. The molecular dynamics derived oxygen diffusivity with respect to uniaxial stain in 
undoped ceria [26]. 

4. Doping Strategies in Silicon and Germanium 

4.1. Isovalent Doping in Silicon 

For numerous years silicon has been the dominant electronic material in the semiconductor 
industry. This has been achieved by its beneficial material properties and the versatile silicon dioxide 
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that allowed for the efficient miniaturization of microelectronic devices. Silicon dioxide has better 
properties and is more stable than germanium dioxide and this has allowed silicon to prevail over 
germanium at the dawn of the semiconductor industry, although the first transistor was made of 
germanium. 

Isovalent doping in Si is technologically important (i.e., photovoltaics) and it can be used to 
improve the radiation hardness of Si [38]. In particular, it was previously determined that isovalent 
doping can suppress the formation of oxygen- and carbon-related radiation defects in Si, thus allowing 
its application in photovoltaics [38]. The key is to immobilize vacancies as it is the key component of 
the vacancy-oxygen pair (VO or A-center) [39–41]. With the incorporation of large isovalent codopants 
in the silicon, elastic strains are induced around the defects due to the larger tetrahedral covalent radii 
of the dopants as compared to that of the host atom. These strains can be relieved by the attraction of a 
vacancy that in essence provides space for the lattice and the dopant to relax [38].  

Sn is an isovalent dopant that is considerably larger than Si, so it can strongly bind with vacancies 
and thus it can influence the vacancy-related defects and the generation rate of interstitial-related 
defects [42–45]. It was previously determined that Sn doping and in particular high concentration Sn 
doping will significantly impact the formation and diffusion of A-centers in Si (refer to Figure 5) [39–
41,46]. The key is the formation of the highly bound SnVO clusters, which are far less mobile than VO 
[47]. Alongside SnVO clusters, SnV and SnCi defects may also form in irradiated Si [48]. The main 
purpose to introduce Sn atoms is to capture vacancies and consequently to improve the radiation 
hardness of Si in applications where this is required (for example, solar cells and detectors) [38]. This is 
because less vacancies will be unbound and available to form vacancy-related defects such as VO, VO2, 
and PV (in n-type doped Si), which will have a deleterious impact on the output and reliability of 
devices [38]. Sn doping can also influence the generation of oxygen thermal donors, and the aggregation 
and precipitation processes in Si. At any rate, however, the SnV defect induces electrical levels in the 
gap [49–51]. 

 
Figure 5. The thermal evolution of the VO (cyan circles), VO2 (dark blue squares), and SnVO (magenta 
diamonds) defects for poorly Sn-doped (open symbols) and highly Sn-doped (solid symbols) Si. The 
upper part is a schematic representation of the defects using blue and green circles for the Sn impurity 
and Si atoms, square and dotted squares for the V and semi-vacancy, and red circles for the oxygen 
interstitials. The bottom part is the thermal evolution of the oxygen interstitials for Sn-poor (open 
triangle) and Sn-rich (solid triangle) conditions. Reproduced with permission from [39]. American 
Institute of Physics, 2011. 
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4.2. Fluorine Doping in Germanium 

The introduction of alternative oxides in microelectronics and in particular high dielectric 
constant oxides (high-k dielectrics such as hafnium oxide) has allowed the consideration of 
alternative substrates including germanium and III-V compounds [52–55]. Although Ge is 
isostructural to Si, its defect processes were considerably different and relatively neglected up until 
a decade ago [56–58]. The main issue that needs to be considered in Ge is the excessive n-type dopant 
diffusion, which can be significant as it is difficult to control so as to form appropriate n-type doped 
regions for devices. 

A way to address this issue is via defect engineering strategies that can be employed to limit the 
harmful impact of defects, dopants, or their clusters in Ge (refer to Figure 6). A way to proceed is by 
the introduction of codopants or competing native defects at concentrations that will annihilate or 
control the defects, dopants, and their clusters. Bracht et al. [59] considered proton irradiation to form 
a supersaturation of Ge self-interstitials to annihilate the Ge vacancies. The formation of Ge 
interstitials is important as under equilibrium conditions, vacancies in Ge are the prevalent native 
point defects [3]. Vacancies mediate and are responsible for the fast diffusion of n-type dopants (P, 
As, or Sb) and the formation of large dopant-vacancy clusters (refer to Figure 6) that lead to the 
deactivation of a large proportion of the dopants introduced and therefore need to be controlled [60–
62].  

 
Figure 6. Schematic representation of the AsnV clusters in Ge. Cubes represent the vacancies, black 
circles represent the As atoms, and white circles represent the Ge atoms. Reproduced with permission 
from [8]. American Institute of Physics, 2007. 

As in the case of Si, a more straightforward path towards the control of the defect processes in 
Ge is through the incorporation of codopants. Previous experimental and theoretical studies 
considered codoping of n-type doped Ge with isovalent atoms such as C or Sn, aliovalent dopants 
such as fluorine, or a second n-type dopant (double donor doping) [3]. Density functional theory 
(DFT) and experimental studies consistently revealed that isovalent codoping and double donor 
doping in Ge do not effectively reduce the formation of dopant-vacancy clusters that can lead to 
deactivation [63,64]. The introduction of fluorine in Si and Ge is motivated as it is a dopant that can 
passivate the dangling bonds formed by the vacancies [65–70]. The key is the high electronegativity 
of F and via the saturation of the dangling bonds, and it essentially immobilizes the lattice vacancies. 
This is important as the vacancies are the key to control both the diffusion of donor atoms and the 
formation of the large donor atom-vacancy clusters that lead to the deactivation of the donor profile. 
In a DFT study which employed mass action analysis, it was shown that F will more effectively 
capture vacancies (forming FnVm clusters) as compared to donor atoms and this will limit the 
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concentration of the donor-vacancy clusters [68]. This theoretical study motivated Impellizzeri et al. 
[69] to investigate the effect of F on As diffusion in Ge. It was determined that F does reduce As 
diffusion in Ge (refer to Figure 7) [69]. Thereafter, the study of Jung et al. [70] was consistent and 
concluded that implanted F atoms can passivate the vacancies at around 500 °C leading to an 
enhancement in Ge-metal-oxide semiconductor-field-effect transistor (MOSFET) performance [70]. In 
a recent study, Sanson et al. [71] investigated the local structure of F doped Ge by ion implantation 
and annealing using X-ray absorption near edge structure (XANES) spectroscopy. This study 
determined that most of the F in Ge forms F6V2 complexes [71]. The excellent agreement of DFT and 
experiments to model F-doped Ge and the effectiveness of F to capture vacancies to form FnVm 
clusters demonstrates that their synergetic use leads to efficient defect engineering strategies that can 
accelerate the realization of advanced nanoelectronic devices [68–73].  

 
Figure 7. Arsenic concentration profiles with respect to depth for As-doped (blue line 3 × 1013 As/cm2 
with 50 keV implantation energy) and F + As codoped (red line As: 3 × 1013 As/cm2 with 50 keV 
implantation energy; F: 1 × 1015 F/cm2 with 35 keV implantation energy) Ge. 

5. Tuning Metal Oxides for Catalysis 

5.1. Hydrogen Doping in WO3  

Tungsten oxide, WO3, can be used as a catalyst and catalyst support. To expand the range of 
applications to gas sensors and optoelectronics, it is necessary to control its intrinsic and/or extrinsic 
defect processes [74–82]. Importantly, although undoped and stoichiometric WO3 is insulating (band 
gap of 3–3.3 eV [76]), oxygen hypostoichiometric tungsten oxide has electrical conductivity and 
optical absorption (blue colour because of the gap narrowing) [78]. 

Hydrogen is an important dopant in metal oxides as it (a) can modify the band gap; (b) occupy 
interstitial sites with only limited distortion in the lattice; (c) induce insulator-to-conductor 
transitions; and (d) interact with intrinsic defects (for example, oxygen vacancies and interstitials) 
[76,79–82]. Understanding H doping and its impact in defect processes remains an active research 
area in many technologically important metal oxides including WO3 and TiO2. 

Considering WO3, Zhu et al. [76] used DFT calculations to study the structure and formation of 
defects. Figure 8 represents the configurations of defects in WO3 reported in the study of Zhu et al. 
[76]. The calculations show that the O atoms that surround a W vacancy (VW) have only small 
distortions from their original positions, conversely to surrounding W atoms towards an O vacancy 
(VO) which exhibit significant distortions [76]. In WO3, the oxygen interstitials form at the body center 
(Oi-1) or at the vicinity of a W atom (Oi-2)—refer to Figure 8 [76]. The W interstitial (Wi) atom is stable 
at the body center having a larger bond length (W-O bond length of 2.08 Å) as compared to the perfect 
structure bond length (1.93 Å) [76]. Figure 8 represents the three possibilities for Hi: (a) bond to a 
single O atom (O-H distance of 0.98 Å, Hi-1); (b) be located at the face center (O-H distances of 1.01 Å 
and 1.67 Å, Hi-2); and (c) form the (HO)i interstitial defect (O-H distances of 1.02 Å and 1.50 Å) [76]. 
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Figure 8. Configurations of defects in WO3 considered using density functional theory by Zhu et al. 
[76]. W, O, and H atoms are represented by black, red, and green spheres, respectively. 

Figure 9 reports the formation energies of intrinsic and H-related defects in WO3 with respect to 
the Fermi level (O-rich and O-poor limits) for a range of charge states [76]. It can be observed that at 
the O-poor limit, the formation energy of VO is much lower as compared to VW and even negative for 
most of the values of the Fermi level (refer to Figure 8) [76]. For the O-rich limit, when the Fermi level 
is high, VW becomes more energetically favourable compared to VO [76]. For the oxygen interstitial 
defects, the formation energy of Oi-1 is higher than that of Oi-2 (refer to Figure 8 for the configurations 
and Figure 9 for the formation energies) and this is because the Oi-1 does not form chemical bonds 
[76]. Both oxygen interstitials have positive formation energies. Conversely, the Wi defect (+6 charge 
state) has a negative formation energy in the O-poor limit (refer to Figure 9) [76]. Interestingly, the 
Wi formation energy is higher compared to the oxygen interstitials for O-rich conditions and when 
the Fermi level exceeds the middle of the band gap Wi (refer to Figure 9) [76].  

 
Figure 9. Formation energies of intrinsic and H-related defects in WO3 with respect to the Fermi level 
(O-rich and O-poor limits) for a range of charge states [76]. 
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Considering hydrogen which is an extrinsic defect in WO3, it is calculated that hydrogen 
interstitial defects (Hi-1 and Hi-2) have negative formation energies and are therefore readily 
incorporated to form HzWO3−x (refer to Figures 8 and 9) [76]. Additionally, the formation of other H-
related defects is predicted to be possible such as the (HO)i defect under O-rich conditions (refer to 
Figures 8 and 9) [76]. 

Although perfect WO3 has a direct band gap (2.56 eV to 3.2 eV) in the presence of Vw and Oi-2, 
the band gap becomes indirect and reduced by the in-gap states (to 0.70 eV for Vw and 2.23 eV for Oi-
2) [76,81,82]. The introduction of VO, Wi, and Hi-2 defects will lead to a metallic character [76]. 
Therefore, the control of the intrinsic and extrinsic defect is important to tune the electronic properties 
of WO3 in view of its applications. 

5.2. Codoping in TiO2  

Ever since the seminal study of Fujishima and Honda [83], titanium oxide (TiO2) has been 
intensively investigated because of its high chemical stability, strong catalytic activity, and long 
lifetime of photon generated carriers [83–91]. Anatase is the polymorph of TiO2 with the highest 
photocatalytic activity, but has a large band gap (3.2 eV) and this limits its use in the limited 
ultraviolet range which is only 5% of the solar spectrum [89]. Ideally a photocatalyst should have a 
band gap of ~2 eV, whereas band edges must be consistent with the redox potential of water [92].  

Gai et al. [89] proposed that the band edges of TiO2 can be modified by codoping aiming to shift 
the valence band edge up, while retaining the conduction band edge. Gai et al. [89] considered a 
number of codopants such as V+N, Nb+N, Cr+C and Mo+C (refer to Figure 10). The DFT results 
indicate that Mo+C codoped TiO2 is a strong candidate for photo-electro-catalytic (PEC) hydrogen 
production via water splitting, as it reduces the band gap to the visible light region and without 
practically impacting the conduction band minimum [89]. The study by Gai et al. [89] has significantly 
impacted the community to determine appropriate codoping strategies to improve anatase and 
related materials [93–97]. 

An efficient way to achieve the reduction of the band gap is via nitrogen (N) doping [85,98]. As 
in the case of WO3 considered above, H is introduced in TiO2 to modify the band gap and enhance 
the photocatalytic activity [79,80,99,100]. Hydrogen can be easily incorporated in TiO2 during 
synthesis or by simply immersing it in water [98]. Importantly, previous theoretical studies by Van 
de Walle et al. [101,102] showed that hydrogen substitutionals at oxygen sites lead to n-type 
conductivity. Codoping anatase with N and H has been considered by the community as an effective 
defect engineering strategy to reduce the band gap, increase the conductivity, and passivate surface 
dangling bonds aimed at forming high-efficiency devices (for example, organic photovoltaics [90]). 
Other dopants and codopants (such as fluorine) have also been employed, whereas simple methods 
such as vacuum annealing can also form oxygen vacancies and increase the activity.  

 
Figure 10. Density of states results of undoped TiO2 and codoped-TiO2. Reproduced with permission 
from [89]. American Physical Society, 2009. 
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6. Summary and Future Outlook 

Considerable research is focused on the use of nuclear energy as a key component in the future 
energy mix as its use can lead to reduced CO2 emissions. Future nuclear reactors will need to be safer, 
more efficient, more economic, and proliferation resistant. Consequently, there are numerous 
materials science and engineering challenges that will need to be addressed. One key factor is the 
safe deposition of nuclear waste, as it may influence public support of the newly built reactors. In 
that respect, new radiation tolerant materials are required and defect engineering strategies can be 
used to design advanced nuclear materials.  

MD studies in agreement with experiments support the viewpoint that strain significantly 
impacts the oxygen diffusion coefficient and activation energy for migration in ceria. This effect can 
be traced to the changes in the binding energies between the vacancy and the rare-earth dopant [26]. 
Atomistic simulation can deconvolute the impact of the different contributions to the energetics of 
self-diffusion and for ceria the MD calculations revealed that there is an effect of strain even in 
undoped ceria and this in turn implies a more fundamental relationship between strain and diffusion 
energetics that should be investigated [26]. 

The third example considered defect engineering strategies in two important semiconductor 
materials; Si and Ge. In these systems, it was demonstrated that DFT in synergy with experiments 
can lead to effective ways to contain vacancy-related defects (A-centers in Si and E-centers in Ge). It 
was shown that even relatively simple DFT calculations can lead to insights and to methods to limit 
the concentration of vacancies, thus limiting the formation of A-centers in Si and constraining the 
diffusion of n-type dopants in Ge. 

In metal oxides, the aim was to demonstrate that codoping with H and/or N can lead to the 
improvement of their properties so that they can be implemented in a wide range of applications, 
such as organic photovoltaics, gas sensors, and optoelectronics. Using DFT it was demonstrated that 
intrinsic defects and doping can be used to tune the electronic properties of metal oxide, such as 
anatase and tungsten oxide. For example, the introduction of nitrogen can effectively reduce the band 
gap of anatase, improving its photocatalytic activity. The band-edge modification via codoping is 
expected to be a defect engineering strategy that can be transferable to other wide-band-gap 
semiconductors. 

Finally, it should be considered that experimental and computational techniques can be used in 
conjunction with established thermodynamic models, such as the cBΩ model by Varotsos and 
Alexopoulos, to study defect processes to design advanced energy and electronic materials [103–111]. 
In the cBΩ model, the defect Gibbs energy is assumed to be proportional to the isothermal bulk 
modulus (B) and the mean volume per atom (Ω). Recent advances in computational materials science 
and experimental techniques have regenerated the interest in its use to predict defect processes under 
extreme conditions [110–119]. 
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