Abstract: Soil spectroscopy is known as a rapid and cost-effective method for predicting soil properties from spectral data. The objective of this work was to build a statistical model to predict soil carbon content from spectral data by partial least squares regression using a limited number of soil samples. Soil samples were collected from two soil orders (Andisol and Ultisol), where the dominant land cover is native Nothofagus forest. Total carbon was analyzed in the laboratory and samples were scanned using a spectroradiometer. We found evidence that the reflectance was influenced by soil carbon content, which is consistent with the literature. However, the reflectance was not useful for building an appropriate regression model. Thus, we report here intriguing results obtained in the calibration process that can be confusing and misinterpreted. For instance, using the Savitzky–Golay filter for pre-processing spectral data, we obtained $R^2 = 0.82$ and root-mean-squared error (RMSE) = 0.61% in model calibration. However, despite these values being comparable with those of other similar studies, in the cross-validation procedure, the data showed an unusual behavior that leads to the conclusion that the model overfits the data. This indicates that the model should not be used on unobserved data.
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1. Introduction

Soil total carbon (TC) is composed of organic (all organic components mainly derived from the decomposition of plants and animals; and including living organisms) and inorganic (non-living C, typically as carbonates) carbon forms. Due to the short-term cycle of soil organic carbon (SOC) and its key role for soil functions, the quantitative evaluation of SOC is essential for determining a suitable management practice to conserve or increase soil carbon stock [1-4]. Monitoring SOC over large areas or long periods of time requires analysis of substantial numbers of samples which can be labor-intensive and expensive. Under those circumstances, the soil spectroscopy technique is an effective method to predict SOC rapidly at minimal cost [5,6]. Soil spectroscopy uses the visible and near-infrared (VIS-NIR, 400–2500 nm) and mid-infrared (2500–25,000 nm) spectral reflectance to infer soil properties from a scanned sample [7]. This technique has been used mainly under laboratory conditions, but it can also be applied in the field for a specific site or in an instrument setup for ongoing scanning [6].
Spectral reflectance of soil in the VIS-NIR has been used to predict soil C in different soil types. Sarkhot et al. [8] reported high correlation values for total and organic C ($R^2 = 0.85$ and $R^2 = 0.86$, respectively) with an error of 5.33 g·kg$^{-1}$ for total C and 2.88 g·kg$^{-1}$ for organic C in an entisol in the first 50-cm layer of soil. Fontán et al. [9] found higher correlation values for inorganic C ($R^2 = 0.76$) than organic C ($R^2 = 0.67$) in a vertisol to a depth of 90 cm. In addition, successful predictions of soil carbon fractions have been made by VIS-NIR spectroscopy [10,11], suggesting this technique as a reliable alternative for assessing the impact of land use change on soil carbon pools. Other related studies show the performance of different multivariate methods in calibrating models [12–14]. Classical methods for analyzing soil C require a rigorous sample preparation and expensive chemical supplies (e.g., dry combustion). As a complement to these methods, soil spectroscopy can be used to build empirical models to predict soil properties from spectral data. The potential of this technique to predict soil C has been extensively reported [15–19], and important considerations for the effective application of soil spectroscopy have been also reviewed by Reeves III [7]. However, to our knowledge, there are no studies that describe potential issues such as overfitting in model calibration procedures in a realistic field example.

In general, better correlations and fewer errors have been reported for sieved (<2 mm) and dry (air/oven) samples [9,20]. Brunet et al. [16] concluded that grinded samples notably improve the predictions of total soil carbon. In contrast, Fystro [15] found that the quality of prediction was not benefited by grinding samples. Soil darkness is the most evident effect of water on spectral variability, but strong effects occur in the infrared spectral reflectance where the wavelengths of 1450 nm and 1950 nm are absorption bands [21,22]. Because water molecules in soil are dispersed, broad bands are usually seen at these wavelengths [21]. Andisols have special properties such as low density and relatively high amounts of organic carbon within the soil profile [23], which have an important effect on soil reflectance.

Before model calibration, a pre-processing step is needed to reduce random noise and dimensionality of the spectral data [12]. The purpose of pre-processing techniques in spectroscopy is to eliminate the portion of reflectance that does not come from the desired properties of the target. In soil spectroscopy, the spectra variability includes incident light reflected in multiple directions (diffuse reflectance) due to soil roughness, soil aggregates, soil structure, and particle size. These physical properties scatter the incident energy in many directions. In a complex soil sample, the variation of reflectance is not strongly wavelength-dependent (Lorentz–Mie scattering) and can be observed as a multiplicative effect [24]. For this reason, filtering data is an essential process before analysis [25,26]. Spectral correction and spectral derivatives are two categories of pre-processing techniques. For the first category, the most used methods are multiplicative scatter correction (MSC) and the standard normal variate (SNV). For the second category, Norris–Williams (NW) and Savitzky–Golay (SG) derivatives filters are widely applied to spectral data. In this study, we performed the pre-processing step using the SG filter.

The aim of the present work was to evaluate the potential of soil NIR spectroscopy to predict total organic soil carbon using a limited number of soil samples collected from the native temperate forest. We used the partial least square regression (PLSR) method to find the statistical relation between the analyzed samples and spectral data.

2. Materials and Methods

2.1. Site Description

The study took place in the Biobio and Araucanía Regions of Chile (Figure 1). Two soil orders were selected for the experiment: (1) Andisol, located in the Andean range (medial, amorphic, mesic, Typic Hapludands) [23]; and (2) Ultisol, which is located in the coastal range (very fine, mixed, semiactive, mesic Typic Paleudults) [27]. In both experimental sites the land cover is dominated by *Nothofagus obliqua* and *Nothofagus nervosa*. Andisol is located at latitude 36°48' S, longitude
71°38′ W, and Ultisol is located at latitude 37°46′ S, longitude 72°58′ W. These soils are derived from volcanic ash due to the intense volcanic activity in the Quaternary [28] and are rich in organic carbon [23]. This parent material does not contain carbonates. Furthermore, in the field, these soils do not react to the hydrochloric acid test. Therefore, TC and organic carbon (OC) were equivalents.

Figure 1. Location of the study sites. Two regions were selected; Region VIII (Biobio) and Region IX (Araucanía) which are located in the Andean and coastal ranges of Chile, respectively. In the box, a representation of the different Nothofagus obliqua forest conditions is shown for where the soil samples were extracted.

2.2. Soil Sampling, Total Carbon Analysis and Spectral Measurement

A total of 70 samples were taken from the sites and three soil layers were sampled at depths of 0–5, 5–20, and 20–40 cm. The sampling strategy was selected to represent different conditions of the native forest, from undisturbed to degraded (Figure 1, for details see [27]). The samples were kept in plastic bags and stored at −4 °C for later analysis. Later, the samples were air-dried and put through a 2-mm sieve in order to minimize spectral variation due to fresh organic matter, soil moisture and soil aggregates. One portion of the sample was reserved for analysis and the other for spectral scanning. Total carbon (TC) was obtained by dry combustion method [29] using an elemental analyzer (model Leco CN-2000, macro-analyzer, LECO Corporation, Saint Joseph, Michigan, USA). All TC values were combined in a unique data set that contained the entire range of all depths and both soil types. Samples for scanning were oven-dried at 60 °C for 48 h to standardize the moisture level, then were set in petri dishes (60 × 15 mm) and flattened with a spatula. Thirty-six Andisol samples were taken and 34 Ultisol. Each depth was represented by twelve samples, except for the depths of 5–20 and 20–40 cm for Ultisol, where 11 samples were selected for each one.

Spectral reflectance was measured in the VIS-NIR range (350–1075 nm) at 1-nm intervals using a spectroradiometer (HandHeld 2: Hand-held VNIR, ASD-FieldSpec®, ASD, Boulder, Colorado, USA). We used this interval to detect possible sharp peaks in the spectral. The sensor was located vertically at a distance of 5 cm from the soil sample and it was fixed in a tripod, then a Spectralon panel was used as white reference before sample scans. Outdoor scanning was performed using the natural
source of light at 3:00 p.m. on a sunny day. A dark background was used to minimize the influence of ambient light, and to record the soil reflectance provided by natural illumination. Ten consecutive scans were averaged and recorded for each sample.

2.3. Spectral Pre-Processing and Reflectance Analysis

Before model calibration we performed several pre-processing configurations using the Savitzky–Golay filter in order to remove both additive and multiplicative effects in the spectral data [24]. This digital filter smooths the data while the original characteristics are minimally affected [30,31]. Input of three parameters are needed: window size, polynomial order, and derivative order e.g., (5, 1, 1). Window size must be set in the form $2M + 1$, where $M$ is half of the window size [30]. This value is the number of consecutive points that will be used by least-squares smoothing, and for the end points of the curve this window can be asymmetric. If derivative order is given, the data is transformed.

In the original publication, a detailed explanation of this filter can be found [25]. We also evaluated two additional functions, the Log(1/R) (where R is reflectance) to transform reflectance (R) into apparent absorbance [5], and mean-center function (centering) making the spectral curves to fluctuate around zero [32]. We carried out fourteen pretreatments to the spectral data including smooth and transformation by first and second derivative orders in the Savitzky–Golay algorithm.

Spectral data can be decomposed into a small number of explanatory variables containing huge amount of variance [33]. Thus a principal component analysis (PCA) was performed on the spectral data to examine its structure and identify outliers.

The relationship between soil carbon content and reflectance is essentially inverse, i.e., when soil carbon increases the reflectance decreases across the spectra [19,34,35]. To prove this postulation, we conducted an analysis for each soil type in order to observe the influence of soil carbon content on reflectance. Thus, the spectral curves corresponding to each sampled depth were averaged and plotted for visual analysis. In the same way, TC values were also averaged to be related with the spectral reflectance (Table 1).

<table>
<thead>
<tr>
<th>Soil order</th>
<th>Depth (cm)</th>
<th>Average</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andisol</td>
<td>0–5</td>
<td>6.4 (12)</td>
<td>2.42</td>
</tr>
<tr>
<td></td>
<td>5–20</td>
<td>4.4 (12)</td>
<td>1.65</td>
</tr>
<tr>
<td></td>
<td>20–40</td>
<td>3.0 (12)</td>
<td>1.29</td>
</tr>
<tr>
<td>Ultisol</td>
<td>0–5</td>
<td>5.3 (12)</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>5–20</td>
<td>4.5 (11)</td>
<td>1.26</td>
</tr>
<tr>
<td></td>
<td>20–40</td>
<td>2.7 (11)</td>
<td>1.78</td>
</tr>
</tbody>
</table>

2.4. Cross-Validation and Partial Least Squares Regression

Partial least squares regression or PLSR is a multivariate technique based on the combination of dimensionality reduction similar to PCA and multiple linear regression (MLR) [36]. Unlike PLSR, the latent variables or factors (equivalent to principal components in PCA) are calculated taking into account the response variable [33]. With these latent variables a predictor matrix $X$ is built. Then, this matrix is used to build a regression model to explain the variance of the response variable $Y$. When $Y$ contains only one variable, the method is referred to as PLSR1, and when it contains more than one variable it is referred to as PLSR2; in both cases we refer to $Y$ as a matrix of response variables. Some exhaustive reviews of this method have been published [36,37]. PLSR1 was used to relate TC with spectral data.

A common practice in soil spectroscopy is to use cross-validation techniques to select the optimal number of latent variables for PLSR. We performed leave-$k$-out cross-validation [38,39] to select the
number of latent variables for regression (also referred to as \( k \)-fold CV). In this technique, the data set is randomly split into \( k \) equal-sized groups, where \( k \) is defined by the user. We used \( k = 5 \) as recommended by Li et al. [39] and latent variables ranged from 1 to 20. One group is left out, and the model is calibrated with the remaining \((k - 1)\) groups. Then, the prediction accuracy of the model is evaluated using the group that was left out by comparing the predicted and measured values. This process is repeated until each group is used to validate the model. When the value of \( k \) is equal to the number of samples, this technique is referred to as leave-one-out cross-validation (LOOCV). The mean of statistical indicators such as root-mean-squared error (\( \text{RMSE} \)) (Equation (1)) and coefficient of determination \( R^2 \) (Equation (2)) were used as a reference to evaluate the model performance.

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}
\]

where \( y_i \) is the measured value of sample \( i \), \( \hat{y}_i \) is the predicted value of sample \( i \) and \( \bar{y} \) is the average of measured samples.

After the optimal number of latent variables were determined, the data set was split into two groups. The group for calibration contained 80% of the data set and the remaining 20% was used as validation group. Some strategies to split data have been applied by researchers [18,33,40]. Nonetheless, we performed an iterative procedure to find the best data split (80/20%) in terms of model performance i.e., several possible data splits of 80/20% were evaluated by PLSR. This was made using the scikit-learn library [41] of Python programming language (Python Software Foundation, \url{https://www.python.org/}), which achieves the same data split every time (pseudo-random) in order to reproduce the results. The best calibration/validation sets were selected by the higher \( R^2 \) in PLSR.

For the final model selection, all pre-processing configurations listed in Table 2 were applied to the spectral data before splitting. Then, PLSR was performed for each one and the quality of model prediction was evaluated using the most-used quality estimators for regression such as \( R^2 \) and \( \text{RMSE} \). All analyses were performed using a Python-based ecosystem for scientific computing [42] (\url{https://www.scipy.org/}). All calculations were made under the Jupyter Notebook environment (formerly Ipython Notebook) to facilitate the reproduction of the results [43] (Supplementary Files: S1-reflectance-analysis and S2-calculations).

3. Results and Discussion

3.1. Soil Total Carbon

Total carbon measured in the 70 samples ranged from 0.77 to 10.7% (Figure 2A). The highest and lowest concentration of C in soil were found in the Andisol at the depths of 0–5 and 20–40 cm, respectively. These values were justified by environmental conditions and soil type. For Andisol, the ranges of TC of the three depths overlap mainly in lower values, i.e., values between 2 and 5% were found in all of the sampled depths. Values greater than 8% were found in the top soil layer (0–5 cm). For Ultisol, the lower values of TC were clearly observed in the depth of 20–40 cm. However, outliers were found for values greater than 4%, probably due to such samples being taken from undisturbed Nothofagus forest conditions [27]. The minimum and maximum frequency of the TC values were 1 and 14 (Figure 2B), respectively.
Figure 2. Carbon content by depth and soil order. (A) The full range variation is represented in the box and whisker diagrams. The top of the gray box is the third quartile and the bottom the first quartile. The horizontal line inside the box is the median of the data. Whiskers above and below the box show the minimum and maximum values and outliers are represented by black circles; (B) The distribution of the soil total carbon of the whole data set.

3.2. Spectral Pre-Processing

Before filtering the entire spectral data set, we tested the Savitzky–Golay filter on a noisy spectral curve in order to visually inspect its effect on noise (Figure 3). These filter settings (no transformation) were applied to the entire spectral data and their means were compared; their means showed no significant differences. The extremes of the curves were removed due to noise, and the range of 400–924 nm was selected for the analysis.

After pre-processing, PCA was performed on the filtered data sets to explore their structure. In the most cases, two principal components explained high amount of variability of the spectra (>95%). However, using first derivative transformation, the explained variability reached 70% with five PCs and this value decreased when derivative order increased. Nonetheless, PCA showed potential for classifying samples from different soil orders from spectral data. A sophisticated method for enhancing the performance of classification of soils from spectral data was proposed by Xie et al. [44].

Figure 3. Effect of the Savitzky–Golay filter applied to a noisy spectral curve. No derivative transformation was used. Only forty points are displayed in order to appreciate its effect on noise. Inside the parentheses, window size, polynomial order and derivative order are given.
3.3. Effect of Soil TC on Reflectance

As we expected, soil layers with higher TC values, tend to have lower reflectance. However, in Andisol samples (Figure 4A), for 5–20 and 20–40 cm depths, the spectral curves intersected at wavelengths shorter than 400 nm. By contrast, the maximum spectral separation was observed near 650 nm. In the Ultisol samples (Figure 4B), the curves of the depths of 0–5 and 5–20 cm intersected between 700 and 800 nm. We attribute this curve intersection to the little difference in soil TC between the first two depths in Ultisol soil (Figure 5). We also calculated the correlation coefficient ($r$) between every spectral curve and soil TC. In accordance with [19], we found the most negative correlation between TC and spectral wavelengths near the 500–600 nm range (Figure 6).

By comparing soil reflectance with TC, our results showed the influence of absorption features of soil carbon on reflectance. This is in agreement with previous works published by [19,34]. However, the correlation coefficient between spectral bands and TC in the region of 500–700 nm ($r \approx -0.5$), were poorer than those reported by others [19,34] ($r = -0.8$ or better). One possible explanation of this is the spectral distortion due to natural source of light used for scanning the samples (outdoor scanning) and low bulk density of the studied soils ($\leq 1 \text{ g \ cm}^{-3}$) [27] which promote more dispersion of light [45]. This distortion was probably not successfully corrected by the Savitzky–Golay filter. Despite this, near 450 nm (Figure 4), the absorption features of distinct iron oxides can be observed [34]. For the Ultisol samples, this absorption was lightly observed in the curve. The spectral separability was not clear when the curves were plotted individually, for some samples with higher soil TC the reflectance along the spectra was not necessarily lower than for samples with lower TC. However, our results showed that averaging the reflectance by depth, the influence of soil TC was evident.

![Figure 4](image_url)

**Figure 4.** The average of soil reflectance of the three soil depths. (A) The spectral separability between depths can be observed from 450 nm; (B) for the depths of 0–5 and 5–20 cm the spectral separability was not exhibited, and the curves intersected between 650 and 750 nm.

![Figure 5](image_url)

**Figure 5.** Total carbon (TC) in the Andisol and Ultisol soil orders. The gray area represents the difference in soil TC of the two depths.
3.4. Cross-Validation (CV) and Partial Least Squares Regression

To better understand the experimental results in this section, we will discuss them separately. Firstly, we will discuss the results obtained in leave-k-out CV, secondly we will analyze the results obtained by splitting the data set into calibration/validation subsets (80/20%, respectively), and finally the implications of the potential misinterpretation of the results will be addressed.

**Figure 6.** Correlation coefficient between individual spectral curves and TC. This graph shows the negative correlation between soil carbon content and soil reflectance. The higher correlation occurs near 550 nm.

3.4.1. Cross-Validation

With the parameters used for CV, the smoothed spectra yielded the lowest RMSE (1.8%) with 2 latent variables (LVs). The performance of the model was significantly poorer from 6 LVs (Figure 7) and this did not improve using LOOCV which is considered the most accurate [39]. If this is the case, Abdi [46] manifests that the model is overfitting the data and is not useful for predicting unobserved data. To our knowledge, this unusual behavior of the data in cross-validation has rarely been reported in the literature. According to several authors [39,47,48] the optimal number of LVs is determined when only marginal improvements in model performance are observed, but with our data this marginal improvement was not clear, and the optimal number of LVs was selected based on lowest RMSE (Figure 7A). The $R^2$ in most cases was negative, indicating a bad model fit (Figure 7B). Negative $R^2$ resulted in model calibration, which has been also reported [19].

**Figure 7.** Performance of partial least squares regression (PLSR) in cross-validation with $k = 5$. (A) Root-mean-squared error (RMSE), and (B) $R^2$. These graphs could be used to indicate the consistency of the data for modeling. Both curves indicate that the data is not useful for modeling.
3.4.2. PLSR Calibration

Prior to final model calibration, an iterative process was performed to evaluate 600 possible data splits into calibration and validation data sets, at 80/20%, respectively. The best data split was selected by the highest $R^2$ resulting from PLSR prediction. The key function for this process was `train_test_split` of the scikit-learn library, `test_size` parameter was 0.2 indicating the proportion of the validation set. The optimal value of random state parameter was 280 in most cases.

Using the split data set of the smoothed spectra, the performance of the model was significantly better in terms of $R^2$ and RMSE. Varying the number of LVs to 1 and 5, the values of $R^2$ were 0.82 and 0.74 and RMSE were 0.64% and 0.75%, respectively. Using more than 5 LVs, the $R^2$ decreased drastically. With some pre-processing settings the model fitted better than others (Table 2). This has been also found by several authors [16,19,26]. An ordinary least squares regression was performed to inspect the best model (Figure 8). Our best model ($R^2 = 0.82$ and RMSE = 0.64%) indicates a good prediction capacity for TC in accordance with the standard used by Sarkhot et al. [8], and the worst model was obtained using a second-order derivative transformation ($R^2 = 0.23$ and RMSE = 1.51%). These results were congruent with those reported by [49] who used a similar pre-processing configuration, and the second derivative transformation produced the worst models for the most of the predicted variables. In contrast, Vasques et al. [12] found subtle differences in PLSR performance using derivative transformations in pre-processing the data. On the other hand, Knadel et al. [50] indicated that non-preprocessed spectral data generated the best model for soil organic carbon. Window size and polynomial order in the Savitzky–Golay algorithm had no important influence on model performance (Table 2).

Our results demonstrate that with the same data, it was possible to obtain different results in predicting soil TC. This discordance between the two procedures (with and without cross-validation), may lead to an ambiguous interpretation of the predictive capacity of the built model. For example, avoiding cross-validation, the model resulted in a good capacity for predicting soil TC and could be used to predict TC from soil samples. Before final model calibration, the cross-validation technique was useful to inspect the potential of the spectral data to predict soil TC, and to select the optimal number of the latent variables for regression. PLSR is subject to overprediction when the number of samples for calibration is small (<58, in the soil spectroscopy context) [22]. However, some studies applied soil spectroscopy with fewer samples [12]. We used 70 soil samples from two study sites. After splitting the data and removing outliers, the calibration set resulted with 54 samples in most cases. The Ultisol samples were re-scanned several days later and the results were similar despite a different intensity of reflectance. More research is needed to better understand soil reflectance variability in these soil types.

**Table 2.** PLSR performance for different Savitzky–Golay filter configurations applied to spectral data. The outlier ID column contains the index of the samples in the data set that were considered as outliers.

<table>
<thead>
<tr>
<th>SG Filter</th>
<th>Number of LVs</th>
<th>$R^2$</th>
<th>RMSE</th>
<th>Outliers ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5, 1, 0)</td>
<td>2</td>
<td>0.82</td>
<td>0.61</td>
<td>21, 60</td>
</tr>
<tr>
<td>(5, 1, 1)</td>
<td>2</td>
<td>0.58</td>
<td>1.22</td>
<td>20, 57</td>
</tr>
<tr>
<td>(5, 2, 2)</td>
<td>1</td>
<td>0.23</td>
<td>1.51</td>
<td>–</td>
</tr>
<tr>
<td>(11, 1, 0)</td>
<td>2</td>
<td>0.82</td>
<td>0.61</td>
<td>21, 60</td>
</tr>
<tr>
<td>(11, 2, 0)</td>
<td>2</td>
<td>0.82</td>
<td>0.61</td>
<td>21, 60</td>
</tr>
<tr>
<td>(11, 1, 1)</td>
<td>1</td>
<td>0.54</td>
<td>1.08</td>
<td>–</td>
</tr>
<tr>
<td>(11, 2, 2)</td>
<td>1</td>
<td>0.36</td>
<td>1.29</td>
<td>20</td>
</tr>
<tr>
<td>(17, 1, 0)</td>
<td>2</td>
<td>0.82</td>
<td>0.61</td>
<td>21, 60</td>
</tr>
<tr>
<td>(17, 2, 0)</td>
<td>2</td>
<td>0.82</td>
<td>0.61</td>
<td>21, 60</td>
</tr>
<tr>
<td>(17, 1, 1)</td>
<td>2</td>
<td>0.58</td>
<td>1.48</td>
<td>–</td>
</tr>
<tr>
<td>(17, 2, 2)</td>
<td>1</td>
<td>0.26</td>
<td>1.59</td>
<td>20</td>
</tr>
<tr>
<td>(17, 1, 0) + Log(1/R)</td>
<td>2</td>
<td>0.79</td>
<td>0.66</td>
<td>21, 60</td>
</tr>
<tr>
<td>(17, 1, 0) + centering</td>
<td>2</td>
<td>0.79</td>
<td>0.66</td>
<td>21, 60</td>
</tr>
</tbody>
</table>
In summary we found that firstly, the average of reflectance in the VIS-NIR recorded from soil samples was useful as a descriptive type of information about the carbon content, showing an appreciable relationship with soil TC, especially in the andisol samples. However, it was not appropriate for building a robust model for predicting soil TC. Secondly, the Savitzky–Golay filter was effective in eliminating the most visible noise in the spectral data. Thirdly, using the random_state parameter in the iterative process, we rapidly found the best calibration/validation subsets for model calibration.

We attempt with this study to offer additional support for an effective application of soil spectroscopy. In contrast to most published works, we report this negative case of the soil spectroscopy technique to show the potential model overfitting and misinterpretation of the results by soil scientists with little experience in data analysis. The results presented here need to be interpreted with caution because of the unusual behavior observed in reflectance for predicting soil carbon content.

![Linear regression applied to predicted and measured TC.](image)

**Figure 8.** Linear regression applied to predicted and measured TC.

### 4. Conclusions

We conducted the standard procedure to build a statistical model to predict soil TC from spectral data. The results of the experiment warn of possible model overfitting when the sources of variability of the spectra (particle size and illumination) have not been effectively controlled and the amount and distribution of the soil samples are inadequate. However, we demonstrate that if cross-validation (CV) is avoided, it is possible to obtain a good PLSR model, which may, in turn, be inappropriately applied to unobserved data. To identify this issue, the cross-validation technique was useful for plotting the performance of the model versus the number of latent variables. Notwithstanding, our results confirm that the reflectance was influenced by soil carbon content, although it was only useful at the description level. We concluded that the potential of soil spectroscopy may be minimized when the spectral distortion exceeds the capacity of the filter to correct it. The cause of the spectral variability in these soil samples remains unclear. More sophisticated instruments and more rigorous scanning procedures may help to understand why in this case soil spectroscopy was not feasible.

**Supplementary Materials:** The following are available online at www.mdpi.com/2072-6651/7/7/708/s1, S1: reflectance-analysis, S2: calculations.
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