Determination of Geometrical REVs Based on Volumetric Fracture Intensity and Statistical Tests
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150 m × 80 m × 50 m 3D fracture network model was generated based on field data collected at the Maji dam site by using the rectangular window sampling method. The volumetric fracture intensity $P_{32}$ of each cube was calculated by varying the cube location in the generated 3D fracture network model and varying the cube side length from 1 to 20 m, and the distribution of the $P_{32}$ values was described. The size effect and spatial effect of the fractured rock mass were studied; the $P_{32}$ values from the same cube sizes and different locations were significantly different, and the fluctuation in $P_{32}$ values clearly decreases as the cube side length increases. In this paper, a new method that comprehensively considers the anisotropy of rock masses, simplicity of calculation and differences between different methods was proposed to estimate the geometrical REV size. The geometrical REV size of the fractured rock mass was determined based on the volumetric fracture intensity $P_{32}$ and two statistical test methods, namely, the likelihood ratio test and the Wald–Wolfowitz runs test. The results of the two statistical tests were substantially different; critical cube sizes of 13 m and 12 m were estimated by the Wald–Wolfowitz runs test and the likelihood ratio test, respectively. Because the different test methods emphasize different considerations and impact factors, considering a result that these two tests accept, the larger cube size, 13 m, was selected as the geometrical REV size of the fractured rock mass at the Maji dam site in China.
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1. Introduction

There are many discontinuities in fractured rock masses, and the structural characteristics (such as joint orientation, spacing, spatial distribution, and combination condition) control the mechanical properties, the deformation, and the failure behavior of rock masses. Discontinuities are also the source of the anisotropy and inhomogeneity of rock masses. The size effects of the mechanical and geometrical properties of a rock mass are prominent; the parameters of a rock mass will change gradually as the research scope changes. When the rock mass size is larger than or equal to a certain value, the fluctuation of rock properties significantly decreases; the continuum method can be used to perform a numerical analysis; and the equivalent continuum parameters can represent the properties of the rock masses. Accordingly, this critical cube size is defined as the representative element volume (REV) [1]. Thus, it is important to accurately determine the equivalent hydraulic, mechanical and geometrical parameters when analyzing the properties of rock masses.
The concept of REV was presented in the study of porous media seepage [2]. Subsequently, research on REVs has been carried out in various fields. Long et al. [3] generated a 2D fracture system to study the equivalent permeability of fractured rock masses. Kulatilake and Panda [4] and Wang et al. [5] used the permeability coefficient and the equivalent permeability tensor to evaluate the REV size in the field of rock seepage. The REV size of porous media has been estimated based on X-ray micro computed tomography (micro-CT) [6–8]. Tóth and Vass [9] estimated the REV size of the fractured rock mass based on fracture network modeling tools (REPSIM code) and geometrical parameters (such as the fractal dimension of the fracture midpoints, length exponent, and relative dip) and analyzed the relationship between the size of percolation clusters and REVs at a study site in the Pannonian Basin. In the field of rock mechanics, Neuman [10] and Pinto and Da [11] adopted an in situ test method to obtain the REV size of rock masses, but this method was limited by site conditions and high costs. Subsequently, the finite element method was developed to study the size effect of a rock mass and to explore the REV size of a jointed rock mass [12,13]. By considering numerical homogenization (NH) and the geometrical approach, the mechanical REV was discussed by Chalhoub and Pouya [14]. Castelli et al. [15] used the displacement discontinuity method to discuss the scale effects of rock masses. With the innovation of research technology, the distinct element method was developed to discuss REV size and to study the size effect of REVs based on the equivalent elastic compliance tensor, fracture length, fracture aperture, deformation modulus, and Poisson’s ratio of fractured rock masses [16–18]. Recently, the REV was also studied in the field of damage mechanics. By considering joint aperture and roughness, Ni et al. [19] used the damage coefficient to determine the REV size. Li and Tang [20] established a mesoscopic constitutive law of REV based on a statistical meso-damage mechanical method (SMDMM) to simulate the rock failure process.

In addition to numerical methods, statistical methods are also widely applied to study the REV size. Lu et al. [21] determined REV size by using a fractal geometry method based on the evaluation of the statistical homogeneity of the structure of a rock mass. Pierce et al. [22] introduced a method using Particle Flow Code to explore REV size based on a 3D fracture network model. Esmaieli et al. [23] determined a geometrical REV and mechanical REV using the T test and the F test; the mechanical REV size was larger than the geometrical REV size. Xia et al. [24] analyzed REV size by considering the blocky structure of a fractured rock mass using the GeneralBlock program. The relationship between REV size and average joint trace length was discussed by various scholars. Oda [25] suggested that REV size should be three times greater than the typical joint trace length and proposed to determine REV size by using a crack tensor. According to Li and Zhang [26], an REV size should be approximately five times the average crack length. Another size was proposed by Lama and Vutukuri [27]: ten times the mean joint length. On the other hand, the relationship between REV size and joint spacing was established by other researchers [13,24,28].

The complexity of rock mass structure characteristics (such as anisotropy, inhomogeneity, and discontinuity) and the limitation of acquiring several parameters (such as the number of fractures, fracture orientation, fracture trace length, fracture width, fracture fill, and ground water flow) have restricted the development of rock mechanics. However, with the development of the computer and mathematical theory, the discontinuities of rock masses have been described in detail with 3D fracture network modeling technology [29–31]. Subsequently, some scholars have conducted research on geometrical REVs using 3D fracture network models.

Zhang et al. [32–34] introduced some methods to determine the geometrical REV size using a 3D fracture network model and statistical test methods: A 3D fracture network model was established, and the simulated rock masses were divided into cubes of the same size, which varied from 1 to 20 m. Then, the parameters of the rock mass were statistically calculated. Finally, the REV size was determined by the Kolmogorov–Smirnov (KS) and the Wilcoxon rank-sum tests. Zhang et al. [35] utilized a contingency table method to analyze the geometrical parameters of fractures (such as fracture density, length, dip direction, and dip angle) and to ascertain the geometrical REV size based on a 3D
fracture numerical network modeling. Song et al. [1] and Li et al. [36] considered the discontinuity connectivity to analyze the geometrical REV size at the Songta dam site in China.

In this study, the joint data were collected from the abutment rock mass of the Maji hydropower station. The field survey shows that the abutment rock masses are relatively intact. The fractures with one end censored and both ends observable are the most common and the fracture diameters are relatively small. The rock masses were not strongly affected by a certain tectonic activity. According to the abovementioned fact-finding, the regional fractures were clearly divided into four sets. The K-S goodness-of-fit tests indicate that the fracture spacing of each fracture set obeys a negative exponential distribution. Therefore, a homogeneous Poisson progress could simulate the locations of fracture centroids. To comprehensively consider the anisotropy of rock masses, simplicity of calculation and comprehensive differences between different methods, the volumetric fracture intensity $P_{32}$ and two statistical test methods were employed to estimate the REV sizes. The purpose of this paper is to introduce a new method for determining the geometrical REV size of the entire rock mass based on the volumetric fracture intensity $P_{32}$ and statistical tests. The volumetric fracture intensity $P_{32}$ was calculated based on the randomness of the distribution of the cubes in a 3D fracture network model. The probability distribution, size effect, and spatial effect of the volumetric fracture intensity $P_{32}$ at the Maji dam site in China were studied. Finally, the size of the geometrical REV was assessed based on the $P_{32}$ values, likelihood ratio test and Wald–Wolfowitz runs test in the study area.

2. The Establishment of a 3D Fracture Network Model

2.1. Data Collection from the Study Area

In this study, the Maji hydropower station dam site was used as a study area, and the REVs of fractured rock masses were discussed based on the volumetric fracture intensity $P_{32}$ and two statistical tests. The Maji hydropower station is located in the middle and lower reaches of the Nu River in China (Figure 1). A 290-m-high concrete arch dam, which has a hydroelectric generating capacity of 4200 MW, is planned for this site. An approximate mountain–canyon topography is present at the dam site area; the difference in the bank slope elevation is generally above 2000 m, and the riverbed elevation ranges from 1320 to 1403 m.

![Figure 1. The location map of the Maji dam site area.](image-url)
The 12,339-m-long tunnel that is located on both sides of the dam site was surveyed. The results indicated that the mixed granite and mixed gneiss, which are more than 400 m thick, have a lenticular grain structure and are exposed in the right bank slope; the general orientation of the gneissosity is 330°N–340°W/SW ∠75–85°. Neither a large-scale fault nor a fault zone is located on either bank. Fractures with steep dip angles are better developed, while others with low dip angles are less developed. Except for the fractures that were located in the strong unloading zones and weak unloading zones and were located near large faults, the fractures are commonly closed. A few joints were filled with papery rock debris, the others had sparse black mica precipitation.

Tunnel PD222, which is striking northwest and located in the right bank slope, is almost orthogonal to the Nu River. The 979 fracture data points from five tunnels near tunnel PD222 were surveyed by the rectangular window sampling method and included data such as orientation, coordinates, trace length, fill and ground water [37]. In this study, due to engineering requirements, tunnel PD222 was used as the main research object, and the 2D fracture traces are described in Figure 2. Of all the data, 213 fracture data points, including fracture orientation, trace length, and fracture spacing, were selected to generate a 3D fracture network model for engineering purposes.

![Figure 2. The illustration of the 2D joint traces.](image)

### 2.2. 3D Fracture Network Modeling

A 3D fracture network model was generated based on the following two assumptions [38–40]:

1. The discontinuities are thin planar discs with a random distribution.
2. The fractures are not open; water and fracture fill can be disregarded.

The simulation procedure was described as follows:

1. Determination of the statistical homogeneity

   Because limited joints are located in the tunnel, the division of statistical homogeneity would reduce the number of statistical samples and affect the accuracy of the fracture simulation results. Furthermore, the 3D fracture network model generated by the inhomogeneity of the joint data can meet engineering needs. Therefore, the entire joint dataset is considered to be statistically homogeneous to generate a 3D fracture network.

2. The discontinuity orientation data simulation

   The joint data were divided into four sets based on the fracture orientations in tunnel PD222 using the modified K-means algorithm introduced by Li et al. [41]. The results are shown in Table 1 and Figure 3. As shown in Table 1, some of the fracture sets were identified based on the relatively few fracture data points available. To ensure the reasonableness and reliability of the identified fracture sets, the regional fracture data (i.e., the fractures collected from five tunnels near tunnel PD222) were divided into four different fracture sets using the method proposed by Li et al. [41]. As shown in Figure 4, the dataset of the fractures with steep dip angles is larger than that of the fractures with low dip angles. The mean orientation of each fracture set for tunnel PD222 and that of the corresponding regional fracture set are similar. Subsequently, the statistical similarity between the regional joint data of each fracture set and the corresponding joint data obtained from PD222 was determined by using KS tests. As a result, the identified fracture sets based on the data obtained from tunnel PD222 were reasonable, reliable, and statistically significant.
In theory, the joint orientations of each fracture set can be determined by a Fisher distribution, Bingham distribution, bivariate normal distribution, or bivariate empirical distribution [40,42–45]. However, due to the complexity of the geological structure and investigation error, it is very difficult to determine a distribution that precisely fits the fracture set data. Therefore, considering goodness-of-fit and simple calculation, the Fisher distribution and bivariate empirical distribution were generally used to describe the distribution of the fracture orientations. In this work, the bivariate empirical distribution was used to depict the fracture orientation distributions of each fracture set [46].

3. Bias correction on orientations of the discontinuities

The weighting function $W_i$ of the discontinuities was calculated to correct the orientation sampling bias of the sampling windows [47].
\[
W_i = \left[ (\cos^2 \theta_i \sin^2 \beta_i + \cos^2 \beta_i)^{1/2} + \frac{\pi d_i}{4h} \cos \beta_i \sin \theta_i + \frac{\pi d_i}{4w} \cos \theta_i \right]^{-1}
\]

where \( w \) and \( h \) represent the width and height of the sampling window, respectively; \( \theta_i \) represents the dip angle of the discontinuity \( i \); \( \beta_i \) represents the angle between the strike of the sample plane and the dip direction of the discontinuity \( i \); and \( d_i \) represents the diameter of discontinuity \( i \).

4. Discontinuity geometry simulation

The discontinuity geometry simulation includes a trace length simulation and diameter simulation. For the trace length simulation, due to the sampling deviations of the trace lengths in the field, the observed trace lengths should be corrected before generating the disc diameter by using the method introduced by Kulatilake and Wu [37]:

\[
\mu = \frac{wh(1 + R_0 - R_2)}{(1 - R_0 + R_2)(w \int_0^{\pi/2} g(\theta) \sin \theta d\theta + h \int_0^{\pi/2} g(\theta) \cos \theta d\theta)}
\]

where \( w \) and \( h \) represent the width and height of the sampling window, respectively; \( R_0 \) and \( R_2 \) are the fractions of joints with both ends unobservable and both ends observable in the sampling window, respectively; \( \theta \) is the dip angle of the joint disc; and \( g(\theta) \) is the probability density function of dip angle \( \theta \). A goodness-of-fit test (Kolmogorov–Smirnov) was utilized to determine the optimal probability distribution of the observed trace length. In this section, we assume that the same distribution form and standard deviation can be used for the observed trace length and the corrected trace length. In this paper, for the simulation of the fracture diameter, the fracture is assumed to be a thin planar disc. Based on the stereological relationship between the distribution of the corrected trace length and disc diameter [48], the fracture diameter of each fracture set was identified using the method proposed by Zhang and Einstein [49]. The results are shown in Table 1.

5. Simulation of the discontinuity intensity and location

The 2D fracture network was generated based on the fracture information (such as joint trace coordinate, dip direction, and dip angle) obtained from the sampling window. The normal fracture frequency of each fracture set could be calculated based on scanlines generated in the 2D fracture network [50]. The volumetric fracture intensity of each fracture set could be determined [49,51–54] (Table 1). Based on the KS goodness-of-fit tests, a negative exponential distribution could accurately fit the fracture spacing of each fracture set. As a result, the location of each fracture centroid could be obtained by using a homogeneous Poisson progress [46,53,55,56].

6. Monte-Carlo simulation and validation

A 150 m × 80 m × 50 m 3D model size was designed for engineering purposes. The 3D fracture network model was established based on the volumetric fracture intensity \( P_{32} \) and the model size. Based on the abovementioned parameters (such as fracture orientation, fracture diameter, and fracture location) and the corresponding statistical distributions, more 3D fracture network models were generated according to the Monte-Carlo simulation method [46].

An important concern is whether the generated fracture networks can represent the actual field conditions. Therefore, a model validation procedure was implemented based on the fracture parameters in the 2D cut plane to determine the optimal model from the many generated network models. Finally, an optimal model was selected from the many accepted models according to the method of Esmaieli et al. [23], as reported in Table 2.
Table 1. Parameters for the 3D fracture network modeling.

<table>
<thead>
<tr>
<th>Fracture Set</th>
<th>Fracture Number</th>
<th>Mean Orientation</th>
<th>Measured Mean Trace Length (m)</th>
<th>Corrected Trace Length</th>
<th>Fracture Diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Dip Direction (°)</td>
<td>Dip Angle (°)</td>
<td>Mean (m)</td>
<td>Std. (m)</td>
</tr>
<tr>
<td>1</td>
<td>49</td>
<td>219.37</td>
<td>85.15</td>
<td>1.38</td>
<td>1.94</td>
</tr>
<tr>
<td>2</td>
<td>18</td>
<td>294.00</td>
<td>41.48</td>
<td>1.42</td>
<td>2.16</td>
</tr>
<tr>
<td>3</td>
<td>79</td>
<td>144.53</td>
<td>83.49</td>
<td>1.23</td>
<td>1.79</td>
</tr>
<tr>
<td>4</td>
<td>67</td>
<td>111.23</td>
<td>36.08</td>
<td>1.50</td>
<td>2.29</td>
</tr>
</tbody>
</table>

Table 2. Parameter comparison between the measured data and simulated data obtained from the optimal model.

<table>
<thead>
<tr>
<th>Fracture Set</th>
<th>Fracture Number</th>
<th>Mean Fracture Orientation</th>
<th>Trace Length</th>
<th>Trace Type</th>
<th>Spherical Variance</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Dip Direction (°)</td>
<td>Dip Angle (°)</td>
<td>Measured</td>
<td>Corrected</td>
<td>( R_0 )</td>
</tr>
<tr>
<td>1</td>
<td>Measured</td>
<td>49</td>
<td>219.37</td>
<td>85.15</td>
<td>1.38</td>
<td>1.94</td>
</tr>
<tr>
<td></td>
<td>Simulated</td>
<td>49</td>
<td>224.90</td>
<td>87.10</td>
<td>1.31</td>
<td>1.79</td>
</tr>
<tr>
<td>2</td>
<td>Measured</td>
<td>18</td>
<td>294.00</td>
<td>41.48</td>
<td>1.42</td>
<td>2.16</td>
</tr>
<tr>
<td></td>
<td>Simulated</td>
<td>19</td>
<td>295.60</td>
<td>40.50</td>
<td>1.63</td>
<td>2.06</td>
</tr>
<tr>
<td>3</td>
<td>Measured</td>
<td>79</td>
<td>144.53</td>
<td>83.49</td>
<td>1.23</td>
<td>1.79</td>
</tr>
<tr>
<td></td>
<td>Simulated</td>
<td>79</td>
<td>141.90</td>
<td>83.30</td>
<td>1.31</td>
<td>1.63</td>
</tr>
<tr>
<td>4</td>
<td>Measured</td>
<td>67</td>
<td>111.23</td>
<td>36.08</td>
<td>1.50</td>
<td>2.29</td>
</tr>
<tr>
<td></td>
<td>Simulated</td>
<td>67</td>
<td>111.10</td>
<td>32.10</td>
<td>1.69</td>
<td>2.03</td>
</tr>
</tbody>
</table>
3. Methodology

A statistical test is a method of statistical inference. Commonly, two statistical datasets are compared, or a set of data obtained from a field survey is compared against a synthetic dataset from an idealized model. In this study, the likelihood ratio test and Wald–Wolfowitz runs test were performed to describe the statistical similarity of the two sample datasets, which were obtained from different cube sizes in the 3D fracture network model, and to determine an REV size at the Maji dam site.

3.1. Likelihood Ratio Test

In statistics, a likelihood ratio test is a statistical test used for comparing the goodness-of-fit of two samples. The key of a hypothesis test is the method used to determine the statistics; the statistic $\lambda$ can be obtained by Huelsenbeck and Crandall [57]:

$$\lambda = \frac{L_0(x_1, \ldots, x_n)}{L_1(x_1, \ldots, x_n)} = \frac{\sup_{\theta \in \Theta} L_0(x_1, \ldots, x_n; \theta)}{\sup_{\theta \in \Theta} L_1(x_1, \ldots, x_n; \theta)}$$  (3)

where $L_0(x_1, \ldots, x_n; \theta)$ and $L_1(x_1, \ldots, x_n; \theta)$ are the likelihood functions, sup is the supremum function, $x_1, \ldots, x_n$ represent the observations of the sample, and $\theta$ represents a notional parameter.

To quickly obtain the statistic $\lambda$, a convenient method was proposed by Wilks [58]:

$$-2 \ln \lambda \sim x^2$$  (4)

where $-2 \ln \lambda$ is an approximately $x^2$ distribution under the null hypothesis when the sample size $n$ approximates $\infty$.

The critical test statistic $\lambda_\alpha$ is determined based on a threshold level $\alpha$ that is obeyed by a $x^2$ distribution and Equation (4), and the $p$ value is determined by

$$p = p(\lambda \geq \lambda_\alpha)$$  (5)

When the $p$ value is greater than or equal to the significance level $\alpha$, the two samples are considered statistically similar. Commonly, a 5% significance level is defined as a threshold in the likelihood ratio test to obtain a geometrical REV size for a fractured rock mass.

3.2. Wald–Wolfowitz Runs Test

The Wald–Wolfowitz runs test is a nonparametric statistical test that checks a randomness hypothesis for a two-valued data sequence [59]. In this test, two random samples (X and Y) from different populations with different continuous cumulative distribution functions are obtained; the samples X and Y involve m observations and n observations, respectively. The procedure of the Wald–Wolfowitz runs test is as follows:

1. The merged samples X and Y are sorted in ascending order, and sample X is coded as a “1”, while sample Y is coded as a “2”.
2. Each observation is replaced by a label, “1” or “2”, depending upon the sample to which it originally belonged.
3. Calculate the number (run) of a consecutive sequence of identical labels (“1” or “2”).
4. To determine the test statistic, when both m and n are less than or equal to 20, the test statistic is the total number of runs, U. The critical value $U_\alpha$ is obtained from the table of the Wald–Wolfowitz runs test. When the number of observations is larger than 20, $U$ follows a normal distribution asymptotically. The expected number of runs and variance are given as

$$E(U) = \frac{2mn}{m+n} + 1$$  (6)
\[
Var(U) = \frac{2mn(2mn - m - n)}{(m + n)^2(m + n - 1)}
\]  \hspace{1cm} (7)

The test statistic \( Z \) is given by Friedman and Rafsky [60]:
\[
Z = \frac{U - E(U)}{\sqrt{Var(U)}}
\]  \hspace{1cm} (8)

5. The \( p \) value is calculated based on the small \( U \) value or the test statistic \( Z \) obtained from the normal distribution. In this study, the REV size of a rock mass was determined based on the statistical similarity between two compared samples. When the significance level \( p \) values exceed a threshold level of 0.05, the fluctuation in \( P_{32} \) values significantly decreases as the sample size increases, and the \( P_{32} \) values of two compared samples are considered statistically similar. To better demonstrate the procedure of detecting the REV size by using these two statistical test methods, a calculation flow chart is provided in Figure 5.

![Flow chart of statistical tests for determining the REV size.](image)

**Figure 5.** Flow chart of statistical tests for determining the REV size.

4. Determination of the Geometrical REV

The natural internal features of fractured rock masses could be better reflected by establishing a 3D fracture network model in this work. Then, we could more easily analyze the geometrical properties
of fractured rock masses with the generated 3D fracture network model. In this study, the REV size of jointed rock masses was defined by the volumetric fracture intensity $P_{32}$ (area of fractures per unit volume of rock mass) and two statistical test methods.

4.1. $P_{32}$ Characteristics

The volumetric fracture intensity, which is the most useful measure of discontinuity intensity, indicated by the quantity $P_{32}$, is a fraction expressing the area of fractures per unit volume of rock mass and is used in the 3D fracture network model [54]. In this work, the Delaunay triangulations algorithm was utilized to calculate the $P_{32}$ value, and the calculation procedure was described in detail by Zhan et al. [61].

In this paper, considering the influence of the boundary effect, a $140 \times 70 \times 40$ m fracture network model was applied to calculate the volumetric fracture intensity $P_{32}$ and to determine the REV size based on the statistical tests. A total of 100 sets of cubes were selected from the generated 3D fracture network model (Figure 6), and the cube size of each set ranged from 1 to 20 m, changing at an increment of 1 m; then, the $P_{32}$ values were calculated using the method of Zhan et al. [61]. In this study, the $P_{32}$ values from cubes of the same side length were selected as a dataset in the 3D fracture network model. As a result, 20 random datasets, which included 100 random data points ($P_{32}$) in each dataset, were established. The dataset with cube size of $i$ m was defined as sample $i$. The selected random cube sizes varied from 1 to 20 m. Therefore, the 20 samples, from 1 to 20, were generated based on the aforementioned procedure. The chi-square test was used to evaluate whether the $P_{32}$ values for each sample obey a certain distribution. Several probability density distribution forms (such as uniform, normal, negative exponential, lognormal, gamma, beta, binomial, Poisson, and triangle distribution) were checked using the chi-square goodness-of-fit tests to obtain the optimal distribution of the $P_{32}$ values. The results of the chi-square goodness-of-fit tests are illustrated in Table 3. Table 3 shows that the distribution forms of the $P_{32}$ values for each sample are different at a significance level of 0.05. The frequency histograms of the $P_{32}$ values for cube sizes of 3, 10, and 15 m are shown in Figure 7. As shown in Figure 7a, the $P_{32}$ values follow a gamma distribution when the cube size is 3 m, and Figure 7b,c shows that a normal distribution can be used for cube sizes of 10 m and 15 m.

The 100 selected sets of $P_{32}$ values for cube sizes ranging from 1 to 20 m are shown in Figure 8. The size effects were clear, and the $P_{32}$ values change with the spatial positions of cubes. When the cube size is smaller, the distribution of the volumetric fracture intensity $P_{32}$ values is discrete, the difference between the maximum and minimum values is significant, the fluctuation in $P_{32}$ values is greater, and the spatial effect is obvious. When the cube size increases, the maximum value of the $P_{32}$ decreases and the minimum value of $P_{32}$ increases, the difference between the maximum and minimum values gradually decreases, the fluctuation in $P_{32}$ values significantly decreases, and the spatial effect considerably weakens. The fluctuation in the $P_{32}$ values tends to stabilize when the cube size is greater than or equal to a critical value.

Figure 6. The randomly distributed cubes in a fractured rock mass.
Figure 7. The frequency histograms of the volumetric fracture intensity $P_{32}$ for three cube sizes. (a) cube size of 3 m. (b) cube size of 10 m. (c) cube size of 15 m.

The fractures were randomly distributed in the generated 3D fracture network model. When we evaluate the structural properties of the rock masses, the spatial effects should be considered [34]. Figure 8 shows that, in different regions, the $P_{32}$ values from the same cube size differ within a certain range, and the spatial effects weaken as the cube size increases. Therefore, considering both the size effect and the spatial effect is necessary to determine the REV size.
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4.2. REV Size Based on Statistical Tests

In a fractured rock mass, the number of fractures increases with the sample size [23]. The relationship between the area of fractures and the volume of the rock mass was quantified by the volumetric fracture intensity $P_{32}$. Therefore, it is necessary to determine the geometrical REV size by considering the fracture intensity characteristics in the fractured rock mass. The REVs were obtained from 100 random regions by using the method of Kanit et al. [62]. As shown in Figure 9, the REV values fluctuate with the study regions. Generally, the REV value in a certain region cannot exactly represent the REV of the entire rock mass. To obtain a more reasonable REV size, the anisotropy of rock masses and comprehensive differences between different methods should be seriously considered. Therefore, using several statistical methods to comprehensively determine the REV size is necessary [34]. In this paper, a method was presented to estimate the geometrical REV size based on the volumetric fracture intensity $P_{32}$ and statistical tests. The properties of the size effect and spatial effect for fractured rock masses were studied using the calculated $P_{32}$ values, which depended on the fracture disc characteristics in the 3D fracture network model. To describe the uncertainty in our reported $P_{32}$ values, the confidence interval of each dataset is calculated. As shown in Figure 10, the error bars represent a particular confidence interval with a 95% confidence level. The fluctuation of $P_{32}$ values significantly decreases with cube sizes varying from 1 to 20 m. Subsequently, the REVs were estimated by calculating $P_{32}$ values and the two statistical test methods reported in Section 3. The $P_{32}$ values for sample 20 compared with those of the sample sizes varying from 1 to 19, and a 5% significance level was used to determine whether two samples are statistically similar.
The likelihood ratio test and Wald–Wolfowitz runs test were used to determine the geometrical REV size based on the $P_{32}$ values for different sample sizes. The results of the statistical tests for the volumetric fracture intensity $P_{32}$ values are summarized in Table 4. The null hypothesis does not lead to a rejection when the $p$ value is greater than or equal to the significance level of 0.05. The larger the $p$ value is, the greater the likelihood that the two compared samples are statistically similar. Table 4 shows that the $p$ value increased with the cube size of the sample, the similarity degree between two samples increased with the cube size of the sample, and the fluctuation in the volumetric fracture intensity $P_{32}$ values decreased significantly.

The Wald–Wolfowitz runs test demonstrated that the null hypothesis could not be rejected when the sample size is larger than or equal to 13 m, but the likelihood ratio test demonstrated that the null hypothesis was accepted when the sample size was larger than or equal to 12 m. Therefore, the geometrical REV size was determined to be 13 m using the Wald–Wolfowitz runs test, but the geometrical REV size was determined to be 12 m using the likelihood ratio test. The REV size based on the Wald–Wolfowitz runs test was larger than that of the likelihood ratio test. Different results were obtained for these two statistical test methods that consider different aspects. The likelihood ratio test focuses on the likelihood ratio, which expresses how many times more likely the data are under one model than the other, whereas the Wald–Wolfowitz runs test focuses on the randomness of the sequence for two independent sample data. Therefore, it is necessary to determine a more reasonable REV size by considering the comprehensive difference between different methods. Finally, considering
a result that both the likelihood ratio test and Wald–Wolfowitz runs test accept, the larger cube size, 13 m, is selected as the geometrical REV size of the fractured rock mass at the Maji dam site in China.

Table 4. Results of the likelihood ratio test and Wald–Wolfowitz runs test.

<table>
<thead>
<tr>
<th>Cube Size of Sample (m)</th>
<th>Cube Size of Sample 20 (m)</th>
<th>Likelihood Ratio Test</th>
<th>Wald–Wolfowitz Runs Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>p Value</td>
<td>Result</td>
</tr>
<tr>
<td>1</td>
<td>20</td>
<td>7.48 × 10^{-76}</td>
<td>Reject</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>4.50 × 10^{-90}</td>
<td>Reject</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>2.26 × 10^{-117}</td>
<td>Reject</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>9.24 × 10^{-116}</td>
<td>Reject</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>1.56 × 10^{-64}</td>
<td>Reject</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>1.68 × 10^{-47}</td>
<td>Reject</td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>3.44 × 10^{-55}</td>
<td>Reject</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>1.99 × 10^{-15}</td>
<td>Reject</td>
</tr>
<tr>
<td>9</td>
<td>20</td>
<td>4.06 × 10^{-17}</td>
<td>Reject</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>5.72 × 10^{-9}</td>
<td>Reject</td>
</tr>
<tr>
<td>11</td>
<td>20</td>
<td>5.76 × 10^{-5}</td>
<td>Reject</td>
</tr>
<tr>
<td>12</td>
<td>20</td>
<td>0.059</td>
<td>Accept</td>
</tr>
<tr>
<td>13</td>
<td>20</td>
<td>0.136</td>
<td>Accept</td>
</tr>
<tr>
<td>14</td>
<td>20</td>
<td>0.154</td>
<td>Accept</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>0.423</td>
<td>Accept</td>
</tr>
<tr>
<td>16</td>
<td>20</td>
<td>0.594</td>
<td>Accept</td>
</tr>
<tr>
<td>17</td>
<td>20</td>
<td>0.899</td>
<td>Accept</td>
</tr>
<tr>
<td>18</td>
<td>20</td>
<td>0.809</td>
<td>Accept</td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td>0.877</td>
<td>Accept</td>
</tr>
</tbody>
</table>

5. Discussion

5.1. Investigation of the REV Size

Many methods have been developed for the REV research of fractured rock masses, which can be divide into three categories in terms of the research viewpoints of relevant parameters: the geometrical parameters of discontinuities and rock blocks, and the mechanical and hydraulic parameters of the fractured rock mass. The quantitative indicators of geometrical REVs mainly focus on the geometrical parameters, such as trace length, fracture orientation, fracture intensity, and fracture connectivity [1,17,19,21,23,32–36]. Based on the aforementioned geometrical parameters, many statistical methods have been used to estimate the geometrical REV sizes. The mechanical REVs mainly focus on the mechanical parameters of the fractured rock mass, such as elastic modulus, Poisson’s ratio, stiffness modulus, and damage coefficient [15,19,23]. However, due to the limitation of site conditions and high costs of large in situ test, the laboratory rock mechanics test and numerical simulation technology are always used to determine mechanical REVs of fractured rock masses using numerical software, such as PFC application [19,22,23]. The REVs obtained from hydraulic parameters mainly focus on the hydraulic properties of the fractured rock mass, such as hydraulic conductivity and equivalent permeability tensor [4,5,63,64]. Based on the aforementioned methods, it can be seen that the different methods focus on different aspects, and the REVs obtained from different methods are not identical [19,23,64]. Even though we employed the same method to estimate the REVs, the REV values obtained from different parameters are not exactly the same [32,35,36]. Therefore, it is necessary to consider comprehensive difference and to determine a more reasonable REV size by using different methods. Generally, it is relatively simple and feasible to calculate REV size by using the geometrical parameter and several different statistical methods. However, it is relatively complex to calculate REV values by using the mechanical and hydraulic parameters. Especially, multiple parameters are considered at the same time. Therefore, in future research, we still need to further explore the REVs by considering different aspects.
5.2. Geometrical REV Calculation

In this work, based on the field survey at the Maji dam site, we established a relatively reasonable process for calculating geometrical REVs. Based on the current investigation of geometrical REVs, the calculation procedure is described as follows:

1. Generate a reliable 3D fracture network model based on the joint data obtained from the field survey.
2. Select several random regions in the generated 3D fracture network model.
3. Calculate the geometrical parameters of fractured rock masses by varying cube sizes and locations. Generally, the fracture intensity index is widely applied.
4. Generate \( n \) samples with the same cube size, which vary from 1 to \( n \) m.
5. Analyze the REV size by using several different statistical test methods.

In this paper, the proposed method comprehensively considers the anisotropy of rock masses, simplicity of calculation and differences between different methods. Specifically, the volumetric fracture intensity \( P_{32} \) and two statistical test methods (i.e., the likelihood ratio test and Wald–Wolfowitz runs test) were adopted to estimate the REV sizes at the dam site of Maji hydropower station. Because different parameters and methods have different considerations and impact factors, the REVs obtained from these parameters and methods may be varied. To ensure a result that both the likelihood ratio test and Wald–Wolfowitz runs test accept, we select the larger critical value as the REV of the studied rock mass.

6. Conclusions

This paper presents a method for estimating the geometrical representative element volume of the fractured rock mass based on the volumetric fracture intensity \( P_{32} \) and two statistical tests. It was demonstrated that this method was used to calculate the volumetric fracture intensity \( P_{32} \) and determine the geometrical REV size at the Maji dam site in China.

The field fracture data were collected by using the rectangular window sampling method. A 150 m \( \times \) 80 m \( \times \) 50 m 3D fracture network model was generated to calculate the geometrical REV size of the studied rock masses. The volumetric fracture intensity \( P_{32} \) values were determined based on the 3D fracture network model in random regions for cube side lengths ranging from 1 to 20 m. The results show that the distribution of the \( P_{32} \) values for each cube size is different. The size effect and spatial effect are very significant; the \( P_{32} \) values from the same sample sizes at different locations vary; as the sample size increases, the change in \( P_{32} \) values reduces gradually, and the fluctuation in \( P_{32} \) values decreases significantly.

To consider the anisotropic characteristics of a rock mass and comprehensive differences between different methods, the likelihood ratio test and Wald–Wolfowitz runs test were used to discuss the geometrical REV size of fractured rock masses. A 5% significance level was selected to estimate the statistical similarity between two sample volumes. Subsequently, the geometrical REV size was defined as 13 m using the Wald–Wolfowitz runs test method, but the geometrical REV size was defined as 12 m using the likelihood ratio test. Considering that different test methods emphasize different considerations and impact factors, the larger cube size, 13 m, was chosen. Finally, the geometrical REV size of the fractured rock mass was determined to be 13 m at the Maji dam site in China. In this study, the larger fractures were not involved in the computation, and the location of the fracture centroid is assumed to obey a homogeneous Poisson process. If the larger fractures cannot be ignored or the hypothesis is not set up, the REV size may strongly increase or cannot be found. Therefore, we should identify and deal with such cases in the future research.
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