A New Closed-Form Solution for Acoustic Emission Source Location in the Presence of Outliers
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Abstract: The accuracy of an acoustic emission (AE) source location is always corrupted by outliers due to the complexity of engineering practice. To this end, a preconditioned closed-form solution based on weight estimation (PCFWE) is proposed in this study. Firstly, nonlinear equations are linearized, and initial source coordinates are obtained by using equal weights. Residuals, which are calculated by source coordinates, are divided into three regions according to normal distribution. Secondly, the weight estimation is developed by establishing the relationship between residuals and weights. Outliers are filtered by the iteration between the weight estimation and source location. Subsequently, linear equations are reconstructed with the remaining measurements containing no outliers, while they are ill-conditioned. Finally, the preconditioning method is applied to weaken the ill condition of the reconstructed linear equations, so as to improve the location accuracy. This new method is verified by a pencil-lead break experiment. Tests results show that the location accuracy and stability of the new method are superior to traditional methods. In addition, outlier tolerance and the velocity sensibility of the new method are investigated by simulating tests.
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1. Introduction

The acoustic emission (AE) source location method based on sensor array has been a hot research topic with widespread applications in many fields of structural health, underground tunneling, and deep mining [1–7]. Nevertheless, locating the source is not a simple task, because there are two major challenges, namely: measurement errors and real-time implementation [8–12].

The least squares principle, which is employed in most methods, can achieve a favorable location accuracy on the condition that all of the measurements are accurate or only have minor errors [13–18]. However, adding an outlier will cause the residual value to dramatically increase, which is enlarged due to the square nature of the least squares principle, and the location performance to significantly deteriorate [19,20]. Accurate estimation for the arrival times of acquired signals associated with each sensor is the underlying challenge for the most picking-based location method. Researchers have proposed varying algorithms, trying to pick arrivals accurately and in real-time, such as a short and long-time average ratio [21], higher order statistics method [22]. However, these methods only have good performances in clean or high signal-to-noise ratio environments. Niccolini et al. [23,24] proposed the joint autoregressive modeling of noise and the signal in windows using Akaike information...
criterion with an automatic procedure for signal data processing under a low signal-to-noise ratio environment. This method, which can eliminate certain false or doubtful arrivals before the source location, can be utilized to obtain the real-time arrivals and reduce the probability of an outlier. However, it does not mean that all of outliers will be eliminated, because there are other factors that can generate outliers besides the background noise. Practical applications of monitoring systems have reported that the sensors are easy to be triggered incorrectly by interference signals due to the complex engineering environment, which brings external outlier signals [25,26]. In addition, outliers can also occur in these cases, such as signal interference, sensor location errors, weak and ambiguous of arrivals, interchannel crosstalk, or simply hardware failure. Therefore, all the above cases may bring outliers in measurements, especially in the use of automated picking methods. Considering the difficult acquisition of an accurate measurement and the deterioration effect of the outliers on the source location, the error-tolerant location methods have been developed by scholars to reduce the influence of outliers [27,28].

A large amount of error-tolerant methods of time difference of arrival (TDOA) have been proposed, which can be classified into nonlinear methods and linear methods [29–33]. Nonlinear location methods, including maximum likelihood [34,35], the virtual field optimization method [36], and the least absolute deviation method [37], have been suggested to improve the error-tolerance. To gain the optimum solution of these nonlinear methods, iterative techniques should be used because of nonlinear TDOA equations. Alternative choices include the simplex method [38], Newton iterative method [39], and the Gauss–Newton method [40]. However, these methods not only require an appropriate guess of initial location near the true solution, which is difficult to obtain in practice, but also probably suffer from convergence problems and a large computational burden caused by the iterative nature. Compared with nonlinear methods, linear methods in the close form guarantee the convergence and real-time implementation. The weighted least squares algorithm, which gives different weights to different equations, is a generic form of the error-tolerant closed-form solution. Two-step weighted least squares (TSWLS), which linearizes the nonlinear TDOA equations by introducing an additional variable [41–44], is one of the prevalent weighted least squares methods. This method has been widely used in various fields as a benchmark for subsequent studies [9,31,45]. Firstly, source location and the additional variable are considered independent variables to conduct the estimation. Secondly, the estimation is developed by considering the relationship between the additional variable and the source location. However, the covariance matrix of measurement errors used in this location process is difficult to accurately estimate, which causes performance degradation at the source location [9]. Unlike the method of weighted least squares, Dong et al. [46] recently proposed comprehensive closed-form solutions using a set of sensor networks and the logistic probability density function, so as to improve the location accuracy. However, location errors of the closed-form solution are still large, because only six sensors are considered in each calculation process, and the coefficient matrix of the linear equations is close to ill-conditioned. In addition, since many subsets of six sensors exist, it requires enormous computing power; thus, it has a poor performance in real-time implementation [47].

Aiming at improving the error-tolerance and real-time implementation of the AE source location, this paper proposes the preconditioned closed-form solution based on weight estimation (PCFWE) to seek the optimal source coordinates by filtering outliers and reducing the ill condition of linear equations. PCFWE is also compared with the TSWLS [41] and linear least squares (LLS) methods. The effectiveness and accuracy of the proposed PCFWE are verified by the pencil-lead break experiment and simulating tests. In Section 2, the ordinary closed-form method that fairly treats all of the measurements is stated. In Section 3, the theory of the proposed method is formulated mathematically. In Section 4, the location results of the pencil-lead break experiment are reported. Finally, outlier tolerance and the velocity sensibility of the proposed method are discussed and concluded in Section 5.
2. Ordinary Closed-Form Method

To achieve an accurate and real-time AE source location, many closed-form methods exploiting the LLS principle are proposed [15,16,48,49]. The process of the ordinary closed-form location method mainly contains two steps as follows. Firstly, nonlinear equations are transformed into linear forms to reduce the difficulty in solving nonlinear equations by iterative methods. Secondly, the LLS principle is incorporated to solve the overdetermined linear equations, which can use as many measurements as possible, and yield a better location accuracy than those that only use a minimum number of measurements [50,51], i.e., the number of equations is equal to the number of unknowns. From the viewpoint of error control, the dataset is statistically more reliable, and the array geometry is more reasonable when more measurements are used. The process of an ordinary closed-form location method with the LLS principle is stated as follows.

Assuming that an AE source is located at source \( \theta(x, y, z) \), and the \( n + 1 \) sensors are located at \( S_i(x_i, y_i, z_i) \) \( (i = 0, 1, \cdots, n) \), for an arbitrary AE event, the source coordinates satisfy the following control equations:

\[
(x_i - x)^2 + (y_i - y)^2 + (z_i - z)^2 = v^2(\Delta t_i + t_0)^2
\]

where \( t_0 \) is the propagation time of the acoustic wave from the source to the nearest sensor. The sensors are numbered \( S_i (i = 0, 1, \cdots, n) \) according to the arrival orders of the AE signal. The nearest sensor \( S_0 \) that receives the AE signal first is regarded as the reference sensor. \( \Delta t_i \) is the time difference between reference sensor \( S_0 \) and sensor \( S_i (i = 1, 2, \cdots, n) \), namely the time difference of arrival (TDOA). Besides, when \( i = 0 \), \( \Delta t_i = 0 \), nonlinear equations can be linearized by subtracting the equation \( i = 0 \) from \( i \geq 1 \).

\[
2(x_i - x_0)x + 2(y_i - y_0)y + 2(z_i - z_0)z + 2\Delta t_i v^2 t_0 = L_i, i = 1, 2, \cdots n
\]

where \( L_i = x_i^2 - x_0^2 + y_i^2 - y_0^2 + z_i^2 - z_0^2 - \Delta t_i^2 v^2 \).

Equation (2) can be expressed in matrix form as:

\[
A\theta = b
\]

where \( A = 2 \begin{bmatrix} x_1 - x_0 & y_1 - y_0 & z_1 - z_0 & \Delta t_1 v^2 \\ x_2 - x_0 & y_2 - y_0 & z_2 - z_0 & \Delta t_2 v^2 \\ \vdots & \vdots & \vdots & \vdots \\ x_n - x_0 & y_n - y_0 & z_n - z_0 & \Delta t_n v^2 \end{bmatrix}, \theta = \begin{bmatrix} x \\ y \\ z \\ t_0 \end{bmatrix}, b = \begin{bmatrix} L_1 \\ L_2 \\ \vdots \\ L_n \end{bmatrix} \).

To find the location parameters \( \theta \) in Equation (3), which minimizes the sum of the residual square for the linear equation system:

\[
\arg \min_{\theta} ||b - A\theta|| = \arg \min_{\theta} \sum_{i=1}^{n} (b_i - A_i\theta)^2
\]

The closed-form solution with the least squares principle can be obtained by:

\[
\theta = (A^TA)^{-1}A^Tb
\]

where the symbol \( T \) denotes the matrix transpose, and \( A^TA \) is the Hessian matrix.

The solution of LLS is the best linear unbiased estimator for the AE source location when the measurement errors are independent and identically distributed. However, it may produce dramatic location errors due to the equal treatments of all of the measurements, even the outliers. Therefore, outliers are considered to be filtered by weight estimation first; then, linear equations are reconstructed with the remaining measurements that contain no outliers to obtain more accurate location results. However, the linear equation system (3) is always close to ill-conditioned, which can cause a large
location error with a minor disturbance. Therefore, the preconditioning of linear equations is adopted to weaken the ill condition and further improve the location accuracy.

3. Theory of Proposed Method

To solve the above problems, the PCFWE method is proposed to seek the optimal location results. The proposed method mainly includes two processes: filtering the outliers by weight estimation and reconstructing the linear equations with remaining measurements.

3.1. Filtering Outliers by Weight Estimation

3.1.1. Weight Estimation

The main idea of weight estimation is that a small weight is given to the measurement with a large residual, which in turn will reduce the influence of the outlier. Therefore, it is crucial to establish the relationship between weights and residuals.

However, the residuals of the real model cannot be obtained directly, so the weights are also difficult to be determined. In this work, the AE source is located by the LLS method, and each measurement is treated with equal weights firstly. Then, the residuals of the fitting model can be obtained and used to replace the residuals of the true model:

$$\Delta_i = b_i - A_i \theta, \quad i = 1, 2, \ldots, n$$

(6)

where, $\Delta_i$ is the $i$th element of a residual vector of the fitting model.

After obtaining the residuals, the weight estimation is developed by establishing the relationship between weights and residuals. The simplest method is to exploit the reciprocal value of the residuals as the weights directly. However, when a residual tends to be zero, the corresponding measurement is assigned with an unreasonably high weight, resulting in overfitting. Therefore, the weight should have a maximum upper limit to avoid overfitting, which can be realized by setting a lower limit of $\lambda_m$. Second, residuals exceeding the threshold $\lambda_i$ are considered outliers, and the relative measurements are also regarded as outliers and filtered by setting the weight to zero. Therefore, the weight estimation can be expressed as follows [52]:

$$w_i = \begin{cases} 
\frac{1}{\lambda_m}, & \text{if } |\Delta_i| \leq \lambda_m \\
\frac{1}{\Delta_i}, & \text{if } \lambda_m < |\Delta_i| < \lambda_L \\
0, & \text{else}
\end{cases}$$

(7)

To determine the specific parameters of the weight estimation, it is assumed that residuals obey the normal distribution. Therefore, the threshold $\lambda_m$ and $\lambda_L$ in (7) can be defined by:

$$\lambda_m = k_m \sigma$$

(8)

$$\lambda_L = k_L \sigma$$

(9)

where $k_m$ and $k_L$ are the correlation factors, and $\sigma$ is the estimated value of the standard deviation of residuals, with expression as follows:

$$\sigma = \sqrt{\frac{1}{n-m} \sum_{i=1}^{n} w_i (b_i - A_i \theta)^2}$$

(10)

where $m$ is the number of the unknown parameters. The denominator $\frac{1}{n} \sum w_i$ is used to standardize the weights.
Figure 1 shows the regional division of residuals according to the normal distribution. The parameters $k_m$ and $k_L$ divide the complete residuals into three regions, including minor residuals, medium residuals, and outlier residuals. Besides, the corresponding weights transformed from these residuals are divided into three parts, including an equal weight part, a variable weight part, and a zero weight part, as shown in Figure 2. The first part has the equal and highest weights out of the consideration that at least half of the measurement data are accurate. Therefore, $k_m = 0.765$ is selected, so that 50% of the normal residuals fall in the equal weight area. To avoid the unbalance of weighting, $\lambda_m$ should have a lowest limitation equal to $0.05 \max(|\Delta_i|)$ when there are many minor residuals. The weights of the second part varies with the relative residuals according to Equation (7). The third part is the zero weight region. Any observations from the $n$ residuals that lie inside the probability band ($|\Delta| > k_L \sigma$) can be considered outliers. Besides, the corresponding measurements are regarded as outlier measurements, which are filtered on the following calculation by setting the weights to zeros.
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**Figure 1.** Residual division according to the normal distribution. In this figure, PDF is the normal probability density function and CDF means the cumulative distribution function.

![Figure 2](image2.png)

**Figure 2.** Change of weights with the increasing absolute residuals and the probability of the absolute residuals less than $k\sigma$ ($|\Delta| < k\sigma$).
To determine the parameter $k_L$, half of the residuals are considered to be situated in the third region (i.e., outside of the probability band $|\Delta| \leq k_L \sigma$). Therefore, the probability band ($|\Delta| \leq k_L \sigma$) should only account for $n - \frac{1}{2}$ residuals [53]. The probability $P_{in}$ equal to $n - \frac{1}{2}$ out of $n$ residuals is looked for, which can be expressed as:

$$P_{in} = 1 - \frac{1}{2n} \quad (11)$$

where $P_{in}$ is the probability band, and $n$ is the number of residuals.

The possibility $P_{in}$ for the residual $\Delta$ falling in the interval of $-k_L \sigma$ to $k_L \sigma$ can be obtained by the integral of the probability density function:

$$P_{in} = \int_{-k_L \sigma}^{k_L \sigma} \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(\Delta - \mu)^2}{2\sigma^2}} d\Delta$$

$$= 2 \int_{0}^{k_L \sigma} \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(\Delta - \mu)^2}{2\sigma^2}} d\Delta$$

$$= 2 \left[ \frac{1}{\sqrt{2\pi\sigma}} \sqrt{\frac{\pi}{2}} \cdot \text{erf} \left( \frac{\Delta - \mu}{\sqrt{2\sigma}} \right) \right]_{0}^{k_L \sigma} \quad (12)$$

where $\text{erf}$ is the error function with expression $\text{erf}(t) = \frac{2}{\sqrt{\pi}} \int_{0}^{t} e^{-t^2} dt$.

Therefore, the threshold parameter $k_L$ determined by $n$ can be obtained from Equations (11) and (12).

$$k_L = \sqrt{2} \cdot \text{erfinv} \left( 1 - \frac{1}{2n} \right) \quad (13)$$

where $\text{erfinv}$ is the inverse error function corresponding to the $\text{erf}$ function.

### 3.1.2. Iteration between Weight Estimation and Source Location

Preliminary weights can be obtained after the initial location with equal weights, while they may not be the optimal. First, the location with equal weights is likely to be inaccurate or even incorrect, and the standard deviation $\sigma$ of the residuals is always large, especially when outliers exists. In this case, it is difficult to distinguish the outliers and minor residuals from all of the observations, because both the thresholds $\lambda_m$ and $\lambda_L$ are high. Second, the residual $\Delta_i$ does not reflect the deviation of the real model; it only describes the deviation of the fitting model. The residuals and the estimated weights will be both incorrect, if the location result of the fitting model deviates from the true source greatly. Therefore, further iterations between weight estimations and source locations are required [54].

In the process of iterations, the source location at each step needs to solve a weighted least square solution:

$$\theta = \arg \min_{\theta} \sum_{i=1}^{n} w_i (b_i - A_i \theta)^2 = \arg \min_{\theta} \sum_{i=1}^{n} w_i \Delta_i^2 = (A^T W A)^{-1} A^T W b$$

where $W$ is the diagonal matrix of weights, and all of the elements of $w_i$ are updated according to Equation (7).

After several iterations, the optimal weight estimation is obtained, and all of the outliers are identified and filtered.

### 3.2. Reconstruct Linear Equations

After filtering outliers, the linear equations in Equation (3) are reconstructed by using the remaining $m$ measurements as:

$$\hat{A}_{(m)} \theta = \hat{b}_{(m)} \quad (15)$$
However, the linear equations are always close to ill-conditioned, because the elements in the coefficient matrix differ by orders of magnitude. Besides, the unreasonable sensor layout can also result in the linearly dependent of certain equations, in turn to the ill condition of linear equations. The ill condition of linear equations indicates a large difference in the final location results, with a minor change in the coefficient matrix. Moreover, an ill-conditioned linear equation system always has a large condition number of the coefficient matrix $A$:

$$\text{cond}(A) = ||\hat{A}|| \cdot ||\hat{A}^{-1}||$$  \hspace{1cm} (16)

Besides, location results deviate largely with a minor disturbance in the coefficient. Therefore, a preconditioning method is applied to linear equations to reduce the condition number and give a more accurate closed-form solution, which is named the preconditioned closed-form solution.

The non-singular and diagonal matrix $P$ is found, then the solution of Equation (15) is transformed into that of Equation (17) as:

$$PA\theta_o = Pb$$  \hspace{1cm} (17)

where $P = \text{diag}(\frac{1}{s_1}, \frac{1}{s_2}, \cdots, \frac{1}{s_n})$ and, $s_i = \max_{1 \leq j \leq m} |(A)_{ij}|$, $i = 1, 2, \cdots, n$.

Finally, a more accurate location result $\theta_o$ can be obtained by:

$$\theta_o = [(PA)^T PA]^{-1} (PA)^T Pb$$  \hspace{1cm} (18)

due to the improved condition number $\text{cond}(PA) \ll \text{cond}(A)$.

3.3. Location Process of Proposed Method

The whole procedures of PCFWE are shown in Figure 3 as below:

1. Establish linear equations for the source location.
2. Set index $I = 0$ and $w_i^{(0)} = 1$ for the primary iteration and obtain the initial location result $\theta^{(0)}$.
3. Calculate the residuals $\Delta^{(0)} = A\theta^{(0)} - b$, which are used to generate the preliminary weights $w_i^{(1)}$ according to Equation (7).
4. Conduct the next iteration, $I = 1$, and solve the weighted least squares solution $\theta^{(1)}$ from Equation (14).
5. Update the weights $w_i^{(2)}$ according to the residuals $\Delta^{(1)}$.
6. Use the new weights in the next location, where $I = 2$ and $\theta^{(2)}$ is calculated.
7. Repeat the above calculations (steps 4–6) to optimize the weights and filter the outliers, until $\sum |\Delta^{(I)} - \Delta^{(I-1)}|_2 \leq \epsilon$.
8. Reconstruct linear equations with the remaining measurements.
9. Precondition linear equations to lower the condition number and eliminate the ill condition.
10. Obtain the optimal closed-form solution by solving the preconditioned linear equations with Equation (18).
10. Obtain the optimal closed-form solution by solving the preconditioned linear equations with Equation (18).

Figure 3. Flow charts of preconditioned closed-form solution based on weight estimation (PCFWE) method location process.

4. Experimental Verification

To verify the feasibility of this method, the AE source location experiment is carried out in this paper. The acoustic wave is collected by a DS5-16C Holographic Acoustic Emission Signal Analyzer (made by Beijing SoftLand Scientific and Technology Co., Ltd., Beijing, China). AE sources are generated by pencil-lead breaks. The HB pencil lead is 0.5 mm in diameter, and the pencil lead is broken at 30° on the surface of the specimen, according to the requirements of Metal Pressure Vessel Acoustic Emission Testing and Result Evaluation (GB/T18182—2000). The granite specimen that is 200 mm × 179 mm × 84 mm in size and an average velocity of 4600 m/s is used as a monitoring system. Sixteen RS-2A piezoelectric ceramic resonant sensors with the coordinates of (10, 10, 84), (190, 10, 84), (190, 170, 84), (12, 170, 84), (0, 80, 74), (110, 0, 74), (200, 80, 74), (90, 180, 74), (0, 170, 10), (0, 90, 10), (10, 0, 10), (100, 0, 10), (190, 0, 10), (200, 90, 10), (190, 180, 10), and (100, 180, 10) (in mm) respectively are mounted on the surface of the monitoring system. Sensors are numbered as $S_i$ ($i = 0, 1, \ldots, 15$).
According to the arrival orders of the AE signals, and the nearest sensor \( S_0 \) from the AE source is regarded as the reference sensor. Later, 15 TDOA measurements \( \Delta t_i \) \((i = 1, 2, \cdots, 15)\) between the sensor pairs of \( S_0 \) and \( S_i \) are obtained. In addition, there are four AE sources generated by pencil-lead breaks, and their coordinates are \( P \) \((80, 120, 84)\), \( Q \) \((160, 60, 84)\), \( R \) \((0, 120, 42)\), and \( T \) \((120, 0, 42)\) respectively. Before signal acquisition, the voltage threshold of each channel is set as 10 mv, and the preamplifier gain is 40 dB.

Figure 4 shows the received AE waveforms by two sensors, in which \( t_0 \) and \( t_2 \) are the arrival times at sensor \( S_0 \) and sensor \( S_2 \), respectively. Then, TDOA measurement is formed by using the arrival times at the sensor pair \( S_0 \) and \( S_2 \), i.e., \( \Delta t_2 = t_2 - t_0 \). The arrival times of the acoustic waves are picked manually according to the waveform diagram to ensure a high picking quality.

![Figure 4. Acoustic emission (AE) signals and arrival times at different sensors.](image)

### 4.1. The Filtering of Outliers

TDOA measurements, the coordinates of triggered sensors, and average velocity are used to locate the four AE events by the method proposed in this paper. The outlier TDOA measurements are generated factitiously by adding \( \pm 30\% \) large errors to the largest two measurements, which are used to simulate the picking deviation caused by automated programs in complex engineering practice. Location results with the additive outliers in measurements are determined by using the LLS method without the outliers filtering process, and the detailed data are listed in upper half of Table 1. It is clear to see that the location errors between the authentic coordinates and the location results are great, where the maximum absolute distance error reaches to 57.61 mm. Obviously, the location results are unreasonable and unreliable, because corrupted measurements dramatically affect the location accuracy. Therefore, it is significant to identify and filter the outliers for the AE source location.

Figure 5 illustrates the process of eliminating the outliers at the location of source \( T \). The initial location using the LLS method with equal weights has a large location error due to the existence of the outliers shown in Step a. The corresponding residuals are obtained and shown in Step b; it can be seen that the absolute residuals of 1, 4, 5, 6, 7, 8, 9, 12, and 13 are less than the threshold \( \lambda_m \), so the corresponding weights of the measurements \( \Delta t_1, \Delta t_4, \Delta t_5, \Delta t_6, \Delta t_7, \Delta t_8, \Delta t_9, \Delta t_{12}, \) and \( \Delta t_{13} \) are set as equal according to Equation (7), while the weights of the other measurements are set as \( 1/\Delta_i \). Moreover, it should be noted that no outliers can be found after the first location, because the residuals obtained by the initial location result can not reflect the deviations of the true model effectively, especially when outliers exist. Therefore, further iterations between the source location and weight
estimation are necessary in order to filter the outliers, which are shown from step c to Step f. The 14th and 15th residuals exceed the maximum allowable deviation $\lambda_L$ at step c and d, respectively. Therefore, they are regarded as outliers, and $\Delta t_{14}$ and $\Delta t_{15}$ are considered outlier measurements that are filtered by setting the weights to zeros. The change of residuals between steps e and f is small enough, so the iteration stops. After that, linear equations are reconstructed by using the remaining measurements. Finally, the location results can be obtained by solving the new linear equations using the LLS method. It can be seen in Step g that the calculated result and theoretical locations respectively denoted by the diamond and spot are close to each other. Therefore, the location accuracy is improved effectively after outlier filtering.

The lower half of Table 1 lists the location results and absolute distance errors of the four AE sources after filtering the outliers. Through the comparison between location results before and after filtering the outliers in Figure 6, it is obvious that the location accuracy is improved significantly. For example, the absolute distance error of the source R is reduced to 9.28 mm from 57.61 mm, and the absolute distance error of source T is reduced to 10.55 mm from 46.82 mm. Therefore, it can be concluded that the location accuracy is improved effectively through the filtering of outliers. However, it should be noticed that linear equations are always in or near ill condition, which still cause a large deviation with a minor disturbance in the coefficient. Location accuracy is improved using a preconditioning method by reducing the ill condition of linear equations. Location results in the following section, Section 4.2, prove the ability of solving source coordinates with higher accuracy by preconditioning for linear equations.

Table 1. Closed-form solutions before and after filtering using the linear least squares (LLS) method.

<table>
<thead>
<tr>
<th>Sources</th>
<th>True Source Coordinates</th>
<th>Location Results</th>
<th>Abs. Distance Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x (mm)</td>
<td>y (mm)</td>
<td>z (mm)</td>
</tr>
<tr>
<td>Without</td>
<td>P</td>
<td>80.00</td>
<td>120.00</td>
</tr>
<tr>
<td>filtering</td>
<td>Q</td>
<td>160.00</td>
<td>60.00</td>
</tr>
<tr>
<td>R</td>
<td>0.00</td>
<td>120.00</td>
<td>42.00</td>
</tr>
<tr>
<td>T</td>
<td>120.00</td>
<td>0.00</td>
<td>42.00</td>
</tr>
</tbody>
</table>

4.2. Comparing Location Results with and without Outliers

For each event, the mentioned TSWLS and LLS methods in Sections 1 and 2 are applied for comparison with the PCFWE with additive outliers and without additive outliers.

Figure 7 shows the location results in a three-dimensional space. It can be seen that the location results of the PCFWE method are approximate to the true sources, regardless of whether the additive outliers are contained in the TDOA measurements or not. Location results, which are determined by the TSWLS and LLS methods, also achieve desirable location results with minor deviations from true sources, but it deviates dramatically if outliers exist. Figure 8 shows the absolute distance errors of location results for three methods with and without outliers. When there are no outliers in the measurements, the absolute distance errors of the three methods are all small, while the PCFWE is the smallest, because of the applied preconditioning method. When the outliers are contained in measurements, the location errors of the traditional methods are dramatically large, while the location performance of the proposed method always remains stable with a higher location accuracy.
Figure 5. The process of locating the AE source $T$ using the PCFWE method. The weights in this figure have been standardized by $w_i/\text{sum}(w_i)$. 

The change of residuals is small enough, iteration stops.

After filtering of the outliers, the linear equations are reconstructed.
From Table 2, it is obvious that the biggest absolute distance errors of traditional methods can occasionally exceed 50 mm. There are two main reasons for the poor location results of traditional methods. Firstly, due to the influence of an outlier in the measurement, residuals are significantly intensified by the least squares principle, which results in a large deviation to the final location result for traditional methods. Secondly, traditional methods take no account of the problem of ill-conditioned linear equations, which also affect the location accuracy to some extent. It is worth mentioning that the proposed method in this paper can achieve an accurate location, where the best absolute distance error can reach about 1 mm. The good performance of the new method is attributed to the fact that, it not only reduces the ill condition of linear equations, it also eliminates outliers. Therefore, location accuracy is improved effectively.
Figure 7. Location results from three methods: (a) three-dimensional (3D) schematic diagram of location results and sensor layout; (b) projections of AE events on the x-z, y-z, and x-y planes.

Figure 8. The absolute distance error of the location results for three methods.

Table 2. Coordinates of AE sources solved by three methods.

<table>
<thead>
<tr>
<th>AE Source</th>
<th>Outliers</th>
<th>PCFWE</th>
<th>TSWLS</th>
<th>LLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$x$ (mm)</td>
<td>$\bar{y}$ (mm)</td>
<td>$z$ (mm)</td>
</tr>
<tr>
<td>P</td>
<td>No</td>
<td>80.46</td>
<td>119.12</td>
<td>84.00</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>80.60</td>
<td>119.12</td>
<td>84.00</td>
</tr>
<tr>
<td>Q</td>
<td>No</td>
<td>158.08</td>
<td>61.40</td>
<td>84.00</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>157.80</td>
<td>61.88</td>
<td>84.00</td>
</tr>
<tr>
<td>R</td>
<td>No</td>
<td>0.00</td>
<td>121.08</td>
<td>44.73</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>0.00</td>
<td>121.24</td>
<td>44.81</td>
</tr>
<tr>
<td>T</td>
<td>No</td>
<td>114.43</td>
<td>0.00</td>
<td>40.53</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>114.28</td>
<td>0.00</td>
<td>40.53</td>
</tr>
</tbody>
</table>
5. Conclusions and Discussion

Considering that the outliers in the complex engineering environment have a serious effect on the location performance, the PCFWE method is proposed to improve the location accuracy in this paper. Firstly, the weight estimation is developed by transforming residuals to weights according to normal distribution. Updated weights are incorporated into the source location to provide a weighted least squares solution. Then, outliers are filtered by iterating between the weight estimation and source location. Linear equations, which are reconstructed with remaining measurements after filtering outliers, are ill-conditioned and need to be preconditioned to lower the condition number. Finally, the optimal source coordinates can be obtained by solving preconditioned linear equations. The proposed location method is verified by the experiment of pencil-lead breaks; the results show that the proposed PCFWE method achieves a stable and accurate location both with outliers and without outliers in measurements. However, how many outliers the proposed method can tolerate, and the sensitivity of the wave velocity, still need further investigation.

5.1. Outlier Tolerance

To investigate the outlier-tolerant ability of PCFWE under different outlier proportions, simulating tests are used because of the admirable repeatability and flexibility. Simulating tests with controllable errors in the input data such as TDOA measurements and the velocity system are described in this section. Figure 9 shows an assumed cubic locating system with a side length of 300 mm, where an AE source \( O (150, 100, 200) \) surrounded by 21 sensors is set to generate AE signals. It is assumed that the trigger time is 0 \( \mu s \), and the average wave velocity of the media is 5000 m/s. In addition, to simulate minor systemic errors in TDOA measurements, the extra random errors from the normal distribution with a mean of zero and a standard deviation of 2% of measurements are added. To simulate the uncertainty of the velocity along different paths, a minor error of 5% of velocity for each path is generated. For measurements with abnormal errors (outliers), dramatic errors of \( \pm 30\% \) of TDOA measurements, which are much larger than the systemic error, are added with different proportions. Thus, the simulated location consists of velocity uncertainty, systemic minor errors, and different outlier proportions.

To obtain a reliable statistical result, the AE source location is repeated 100 times by random changes of TDOA measurements and the velocity errors, and then their location coordinates are calculated. The location results of the 100 simulating tests with different outlier proportions are shown in Figure 10. It can be seen that all of the sizes of solid circles are small and close to true sources, when there is no outlier in the input data. However, they have obvious differences as shown in Figure 11, where the average absolute distance error of the PCFWE is smaller than that of traditional methods, due to the use of preconditioning for the linear equations. In other words, the PCFWE performs better than traditional location methods without outliers. The location performance of the PCFWE differs more substantially from traditional methods in the presence of outliers. Solid circles of traditional methods always appear more discrete and have a larger diameter with the increase of outlier proportions, which indicates that the location errors increase with outlier proportions. While the solid circles of the PCFWE always appear more compact and darker under different outlier proportions, which illustrate the PCFWE location method has a higher accuracy and stability than traditional methods.

Figure 11 shows the average absolute distance errors of 100 location results under different outlier proportions determined by three methods. The average absolute distance errors for traditional methods increase dramatically with the increasing of outlier proportions. Whereas, the average absolute distance errors of PCFWE method always keep low and stable under different outlier proportions, due to the filtering of outliers in calculation, which further illustrates the good performance of the PCFWE method.
Moreover, the relationship between valid location ratios and outlier proportions is displayed in Figure 12. The valid location ratio is the location proportion whose location errors are smaller than 2% of the distance between the two farthest sensors in the sensor array. Clearly, the two curves of traditional methods decline dramatically with the increase of outliers, the valid locations of which are less than 30% when there are 25% outliers. Compared with traditional methods, the curve of the PCFWE always keeps stable and achieves valid locations of nearly 100% when the outliers are less than or equal to 25%. Then, the curve falls to 73% at the outlier proportion of 45%, which is still far above the other two curves that have valid locations of less than 10%.

Therefore, the outlier-tolerant ability of the proposed method is far higher than those of traditional methods, which can realize valid locations of more than 90%, even when the outlier proportion reaches 35%. Therefore, the proposed method is suitable for engineering practice where the outliers commonly exist. In addition, when there are too many outliers (more than 35%), the PCFWE method gives a warning to check the environment noise or equipment malfunctions.

5.2. Velocity Sensibility

The premeasured velocity is necessary for most location methods, and measurement errors in velocity are unavoidable due to the complex construction environment and manual operation. Moreover, the wave velocity of the propagation medium always changes with material testing or engineering construction. An effective location method should have a lower velocity sensitivity, i.e., a higher tolerance of velocity error. Therefore, the analysis of the velocity sensitivity of different methods is conducted in this section. This simulating test is still based on the above location system. To obtain a reliable statistical result, 100 AE sources are selected randomly inside the sensor array to generate AE signals. Besides, the 2% minor systemic errors in measurements are applied to simulate minor systemic errors, and 5% to 25% errors are added to velocity, in turn to investigate the velocity sensitivity. Hence, the simulated location consists of systemic minor errors in TDOA measurements and different error scales in velocity.
Figure 10. Three-dimensional location maps determined by three methods with outlier proportions of 0%, 5%, 15%, and 25% respectively. Diameters of solid circles indicate the location error, and smaller diameters indicate a higher location accuracy. To further distinguish the location accuracy of different sources, colors in the solid circles also indicate the location accuracy in millimeters.
Figure 11. The average absolute errors of the AE sources determined by three methods under different outlier proportions.

Figure 12. Valid location ratios of three methods and the average location error of the PCFWE under different outlier proportions.

The average absolute distance errors under different error scales in velocity are calculated, which are shown in Figure 13. All three curves show a rising trend with the increase of error scales in velocity, but the curve of the PCFWE is significantly lower than the other two methods. Therefore, the PCFWE has the lowest velocity sensitivity, which indicates that the PCFWE can bear larger errors in velocity than traditional methods.

During material testing, the wave velocity changes with the loading stress. Through the analysis of the velocity sensitivity of different methods, conclusions are gained, as the proposed method has a stronger tolerance to velocity errors, which is suitable for a material test where the wave velocity changes along with the test. However, in the later stage of a test, the wave velocity changes...
dramatically due to the propagation of cracks and voids. The proposed method also fails to achieve an ideal location result. A possible solution is the dynamic inversion for real-time wave velocity by taking the velocity as an unknown parameter or modifying the velocity data according to the real-time velocity test, which still needs to be investigated in future research [46].

Figure 13. The average absolute distance error determined using three methods under different error scales in velocity.

In practical engineering applications, the proposed method still has the following two limitations. This method is established based on a uniform medium, while most of the materials in engineering practice are anisotropic and heterogeneous, such as rock and concrete. In addition, although the sensitivity of the wave velocity is low, the proposed method is still affected by the velocity error. Besides, it is troublesome to measure the wave velocity in advance or real-time. Therefore, further studies should extend the method to address these issues.
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The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AE</td>
<td>Acoustic Emission</td>
</tr>
<tr>
<td>PCFWE</td>
<td>Preconditioned closed-form solution based on weight estimation</td>
</tr>
<tr>
<td>TDOA</td>
<td>Time difference of arrival</td>
</tr>
<tr>
<td>TSWLS</td>
<td>Two-step weighted least squares</td>
</tr>
<tr>
<td>LLS</td>
<td>Linear least squares</td>
</tr>
</tbody>
</table>

<table>
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<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AE</td>
<td>Acoustic Emission</td>
</tr>
<tr>
<td>PCFWE</td>
<td>Preconditioned closed-form solution based on weight estimation</td>
</tr>
<tr>
<td>TDOA</td>
<td>Time difference of arrival</td>
</tr>
<tr>
<td>TSWLS</td>
<td>Two-step weighted least squares</td>
</tr>
<tr>
<td>LLS</td>
<td>Linear least squares</td>
</tr>
</tbody>
</table>
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