Modified LMS Strategies Using Internal Model Control for Active Noise and Vibration Control Systems
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Abstract: Traditional adaptive filtering algorithms are non-recursive systems that cannot use a time-variant reference input in real time and are not appropriate for control signals with uncertainties and unanticipated conditions. The main purpose of this research is to design novel adaptive digital filtering algorithms based on internal model control (IMC). The new methods consist of a process model for the target plant so as to estimate its dynamic behavior for active vibration and noise attenuation schemes in order to improve the stability, robustness, and tracking performance. On the basis of on the existing least mean squares, the methods are combined with an internal model controller, or the whole adaptive filtering system could become a feedback control system structure based on IMC. The performances were validated in numerical simulations with various conditions that could have happened in realistic applications, and the results were compared with the original algorithms. This study shows that the active noise and vibration systems that are applied to vehicles, mechanical systems, and other targets are enhanced through improving the performance of conventional adaptive filtering algorithms and by using internal model control effectively.
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1. Introduction

Various components, devices, and systems that have been created with ferroelectric substances have been broadly employed for energy transformation and precise positioning devices. Currently, a number of research efforts have been dedicated to active vibration and noise mitigation by smart materials and structures. Active control applications apply force actively with various devices, such as piezoelectric, electromagnetic, and magnetorheological actuators, in order to mitigate the vibration and unexpected noise of given systems. For active control systems on noise, vibration, and harshness (NVH), adaptive digital filtering systems with the least mean square (LMS) algorithm have been used.

Previous research on adaptive algorithms could deal with signals that contain relatively simple frequency spectra without unanticipated situations, but the realistic conditions would be affected by various factors, such as unexpected disturbance, uncertainties, and noise. In addition, even after the amplitude of a governing frequency component is considerably attenuated, the left over spectral elements still induce severe vibration and noise. Therefore, more investigations on enhanced adaptive filtering algorithms are required for better performance of the active control systems (such as tracking, robustness, stability, and adaptability).
There are large volumes of research on enhanced LMS strategies. For example, hybrid structures have been proposed, which combine a feedback control with the filtered-X least mean square (FX-LMS) algorithm [1,2]. A different feedback control scheme is introduced with internal model control (IMC) [3]. A modified FX-LMS method with adaptive step-size is developed for improving the rate of convergence [4,5]. An LMS algorithm with variable steps is applied so as to determine the hysteresis parameters and a creep model for stability and faster convergence [6]. It has shown that a changeable coefficient for convergence could also improve the performance [7].

Because the LMS can be unstable under unpredictable noise, a novel LMS strategy is investigated, where reference signals are calculated in advance in order to guarantee convergence and stability, particularly in case where the signal magnitude exceeds a defined threshold [8]. An LMS algorithm against saturation is introduced so as to enhance the performance, by restraining the controller output with a large disturbance [9]. An additional filter is used to decrease disturbances in the primary path, which were induced from an uncorrelated noise of the secondary path [10]. A new LMS algorithm with phase compensation is suggested so as to deal with signals with DC (direct current) components [11].

There have also been efforts devoted to using IM in order to improve the traditional LMS method. Wang and Gan investigated an internal model feedback control system based on the FX-LMS algorithm and applied it to stochastic analyses of band-limited white noise [12]. Shafiq and Riyaz developed an adaptive IMC scheme based on adaptive finite impulse response (FIR) filters [13]. Zhu et al. proposed an internal-model–P (proportional) cascade control system, with all of the models in the control system constructed by LMS filters for online identification [14].

The main purpose of this study is to suggest a LMS algorithm based on state-of-the-art internal model control (IMC) for smart structures. The fundamental element is the IMC, which integrates the model as part of the controller. This algorithm enables effective mitigation of unwanted disturbances with adaptive filtering systems, and can handle noise and unexpected signals with systems containing uncertainties, using a feedback loop in the active control system. Strong vibration and noise cancelling in a broad frequency range is possible, and this technique can be applied to structural vibration controls in mechanical systems and can be used for structure-borne noise attenuation inside vehicles. The process model and the feedback loop in the control structure can effectively control the multi-spectral components of a target signal with the assistance of IMC, based on the traditional LMS algorithm. In addition, the nonlinearities, model uncertainties, and other unpredicted conditions can be managed by the feedback loop.

The objective of this research is to propose two enhanced adaptive algorithms based on IMC, with the perspective of improving the LMS algorithm for managing the stability of the active control system and multi-spectral signal control, while maintaining its inherent structure. The specific objectives are as follows: (1) examine the concept of the internal model least mean squares method 1 (IM-LMS 1); (2) examine the concept of the internal model least mean squares method 2 (IM-LMS 2); and (3) conduct computational studies to validate the new methods for various conditions and to compare them with the traditional LMS method.

2. Adaptive Digital Filtering System

Commonly, digital filters are used for modeling the response properties of given inputs on acoustic and structural systems. The FIR filter is widely used for modeling system responses on account of its intrinsic stability, easy application, and simplicity. Adaptive digital filters also contain a notable capability for analysis and control of adaptive structures. Adaptive digital signal processing is used to adjust the coefficients of digital filters so as to generate a wanted signal to a given system. Adaptive filters update their filter coefficients with a reference signal and error, based on a repetitive algorithm, and are commonly used in active control applications such as noise and vibration attenuation, inverse modeling, and system identification.

Among a number of adaptive filtering algorithms, the LMS method is the most prevalent feedforward control algorithm because of its relative simplicity [15]. It adjusts a digital filter by
Among a number of adaptive filtering algorithms, the LMS method is the most prevalent and widely used. The LMS algorithm is suitable for cases where there are no dynamics in the secondary path of the control system. Nevertheless, in most practical situations, some influences could exist from the sensors, actuators, amplifiers, filters, digital converters, and so on. The algorithm would not function appropriately with such effects. The most usual type of the secondary path dynamics is a time delay or a phase shift, and the overall system seems to converge to a trivial value or become unstable, because the signal $y_k$ and the filter output $y_k$ are distinct.

The FX-LMS is a modification of the above LMS method that incorporates the dynamics of the secondary path, which have been obtained beforehand [17]. This algorithm consists of a filtered reference and it is broadly known that FX-LMS is more stable when the dynamics of the secondary path cannot be ignored. The below equation defines the FX-LMS.

$$ \hat{w}_{k+1} = \hat{w}_k + \mu \mathbf{u}_k \cdot e_k $$

(1)

Here, $\mathbf{w}_k$ stands for the weight vector of the filter and $\mu$ adjusts the stability and the speed of the process. Figure 1 represents the diagram of a common digital filter system. It can be noticed that the filter coefficients cannot track the actual surface of the steepest descent, since the weight changes are calculated by gradient estimates with simplification assumptions. This factor would induce a rather crude tracking performance.

![Figure 1. Digital filtering system with filtered-X least mean square (FX-LMS) algorithm.](image)

The significant property of the $P_c(z)$ filter is that its response with impulse contains the identical quantity of time delay with the dynamics of the secondary path $P_s(z)$. However, there are noticeable defects of the FX-LMS, which a system identification (ID) procedure is needed so as to obtain the $P_c(z)$ offline in advance. An online system ID might be possible also, but it causes the overall control system complex and it is difficult to implement.

3. Internal Model Control

IMC uses the plant model as a component of the controller [18]. The IMC has a number of benefits compared with the traditional PI (proportional-integral) control. First of all, the closed-loop stability is guaranteed merely by selecting a stable controller if an accurate plant model can be
obtained. Furthermore, the controller design is relatively straightforward and closed-loop performance properties, such as the rising time, settling time, and time constant, are directly correlated with the control parameters. This makes online tuning of the controller very convenient. The IMC structure is a modification of a classical feedback structure, with the process model applied definitely as an internal part of the controller [19]. The general structure of an IMC system is shown in Figure 2.

![Internal model control (IMC) system.](image)

The purpose of designing an IMC controller is to force the output to respond to a set point change with desired manners and counter the effects of disturbances. If the controller gain is the inverse of the model gain, and the controller is tuned to assure stability, the process output will eventually reach and maintain the set point in the absence of new disturbances. Unfortunately, a model is never perfect. In addition, if the model has any dynamics at all, rather than just a gain, no controller can perfectly invert the process model. A controller can, however, come very close to inverting the process model. Just how close it can come is the subject of the IMC design problem, in order to expect perfect models. When no zeros are near the imaginary axis or in the right half of the s-plane, the inverse of the model is stable and not overly oscillatory. If the form of the process is approximated as

\[ T(s) = P(s) \cdot D(s), \]

where

\[ P(s) = \frac{N(s)}{D(s)}, \]

\[ q(s) = \tilde{q}(s)f(s) = \frac{D(s)}{N(s)(\lambda s + 1)} \]

In this form, the filter \( f(s) \) has two parameters, \( \lambda \) and \( r \). The relative order \( r \) is the order of the denominator minus the order of the numerator and it is selected to be large enough for \( q(s) \), in order to be proper. The filter time constant \( \lambda \) is selected in order to avoid excessive noise amplification. The main advantage is that closed-loop stability is assured simply by choosing a stable internal model controller. In addition, it has systematic and relatively straightforward design methods, with advantages such as internal stability, stability robustness, and performance robustness. The structure is also intuitive, and the closed-loop performance characteristics are directly related to the controller parameters, making online tuning of the IMC very convenient.

Consider the following model for an arbitrary plant \( T(s) \) with second-order linear system dynamics \( P(s) \) and time-varying delay term \( D(s) \), as follows:

\[ T(s) = P(s) \cdot D(s) = \frac{a\omega_n^2}{s^2 + 2\zeta\omega_n s + \omega_n^2}e^{-\tau s} \]

Here, \( a, \omega_n, \zeta, \) and \( \tau \) are the proportional gain, natural frequency, damping ratio, and time delay, respectively. As IMC is a linear controller that requires a linear system model, the exponential function in the model needs to be linearized. For this purpose, \((0, 1)\) the Padé approximation is applied so as to
convert the exponential function into a rational function, such that the following, and then the actuator model, becomes linearized, as follows:

\[ e^{-\tau s} \approx \frac{1}{\tau s + 1} = \tilde{D}(s) \quad (6) \]

\[ \tilde{T}(s) = \frac{Y}{\tilde{V}(s)} \cdot \tilde{D}(s) = \frac{a\omega_n^2}{s^2 + 2\zeta\omega_n s + \omega_n^2} \cdot \frac{1}{\tau s + 1} \quad (7) \]

With this model, an internal model controller can be designed. By taking the reciprocal of the plant model, the controller transfer function can be written as follows:

\[ C(s) = \frac{s^2 + 2\zeta\omega_n s + \omega_n^2}{a\omega_n^2} \cdot \frac{\tau s + 1}{(\lambda s + 1)^p} \quad (8) \]

where the term \((\lambda s + 1)^p\) in the denominator is introduced in order to make the transfer function proper (i.e., the order of the denominator is not lower than that of the numerator). Therefore, \(p\) needs to be determined by the order of the numerator in the controller transfer function. In this case, \(p = 3\) is used. The time constant \(\lambda\) in the new term depends on the modeling errors and the allowable noise amplification by the controller. Although IMC uses the plant model in the controller design, good performance cannot be expected unless the exact model of the plant is known. Moreover, if there are discrepancies between the plant model and the actual plant dynamics, IMC can render the controlled system unstable. The main limitation of the IMC stems from the fact that they are basically linear control methodologies, while the plant is nonlinear.

4. Enhanced LMS Methods with IMC

This part discusses the investigation of the two enhanced LMS methods, with a supporting model-based control scheme. The key topic is the use of IMC. Two different structures of adaptive digital filtering systems have been proposed, based on IMC for active noise and vibration attenuation. These systems promote stability performance and enable the multi-spectral control of disturbances in order to manage noise signals and a number of frequency elements in a certain signal simultaneously.

4.1. Novel Adaptive Filtering Algorithm Based on the IMC 1: Non-Recursive Method

4.1.1. Conceptual Explanation

As mentioned, the LMS algorithm could cause instability of the whole control system, or an incorrect solution may be obtained after convergence, since neglecting the secondary path dynamics \(P_c\) is essentially unavoidable in realistic situations. The FX-LMS algorithm overcomes this inadequacy by using a reference filter for the input and by compensating for time and phase delays that are induced by several auxiliary parts that are included in the filtering system (sensors, converters, amplifiers, etc.).

However, the model of the secondary path dynamics must also be identified offline in advance, in order to obtain the coefficients of the filter, which adds to the effort that is needed to implement the control system. Thus, the IMC can be substituted for the filter after the reference signal in the FX-LMS system, as shown in Figure 3. The IMC system is inserted before the secondary path dynamics, so that the effect of \(P_c\) can be compensated without destabilizing the adaptive filtering system. If we roughly know the dynamics of the secondary path, there is no need to identify it offline beforehand, and the control system can be implemented immediately. The key point for this novel method is that the filtered-X LMS algorithm is not needed for the system with secondary path dynamics and the offline process for identification is not required if we have ‘even’ a rough model of the secondary path.
Figure 3. Schematic of a new digital filtering system with LMS, based on the internal model control (IM-LMS 1).

The shaded region of Figure 3 indicates the IMC system for the secondary path dynamics $P_c$. The internal model controller $Q$ is designed based on an estimated model $\hat{P}_c$. Let the value right before the internal model controller $Q$ be $t_k$. Then, the following equation holds.

$$t_k = y_k - (t_k Q P_c - t_k Q \hat{P}_c) \quad (9)$$

The last two terms on the right-hand side are as follows.

$$t_k Q P_c = y_k \quad (10a)$$

$$\rightarrow t_k Q = \frac{y_k^*}{P_c} \quad (10b)$$

$$\rightarrow t_k = \frac{y_k^*}{Q P_c} \quad (10c)$$

$$t_k Q \hat{P}_c = \frac{y_k^*}{P_c} \cdot \hat{P}_c = \frac{\hat{P}_c}{P_c} y_k^* \quad (10d)$$

From Equation (10b–d), Equation (9) becomes the following:

$$\frac{y_k^*}{Q P_c} = y_k - y_k \left(1 - \frac{\hat{P}_c}{P_c}\right) \quad (11)$$

By arranging Equation (11) with $y_k^*$, the difference between the original filter output $y_k$ and the IMC compensated filter output $y_k^*$ can be obtained as follows.

$$\frac{y_k^*}{y_k} = \frac{1}{1 - \frac{\hat{P}_c}{P_c} + \frac{1}{Q P_c}} \quad (12)$$

If an exact model of the secondary path dynamics can be obtained, $\hat{P}_c = P_c$, and Equation (12) becomes the following:

$$\frac{y_k^*}{y_k} = Q P_c = \frac{1}{(\lambda s + 1)^r} \quad (13)$$

$y_k$ and $y_k^*$ would be very close to each other after applying the IMC if the value $\lambda$ can be selected properly, and the system instability that is caused by the secondary path dynamics would be decreased.
4.1.2. Numerical Validation

The proposed technique was implemented in numerical simulations and was validated by comparison with the conventional LMS algorithm. An adaptive digital filter with a FIR filter structure has been defined with two coefficients. The target disturbance plant is assumed to be a second order system with a natural frequency of \( \omega_n = 50 \text{ Hz} \) and a damping ratio of \( \zeta = 0.1 \). A sinusoidal input signal \( x(t) = A_1 \sin(\omega_1 t + \theta_1) \) with one frequency component at \( \omega_1 / 2\pi = 100 \text{ Hz} \) is used as both the input reference and the disturbance plant input \( (A_1 = 1, \theta_1 = 0) \). The \( \mu \) value was chosen as 0.4 for both cases.

In the first case, suppose that the input filter is not used in an adaptive filtering system when the secondary path dynamics \( P_s(z) \) cannot be neglected. The secondary path is presumed to be a first-order system, with a time constant 0.01, as in Equation (14b), and the exact model is assumed to be available. The internal model controller \( Q(z) \) can be designed as Equation (14c), with the model of the target plant \( \hat{P}_s(z) \) following the procedure in Section 3. The value of \( \lambda \) is chosen as 0.002.

\[
P_s(z) = \frac{1}{0.01s + 1} \quad \text{(14a)}
\]
\[
\hat{P}_s(z) = \frac{1}{0.01s + 1} \quad \text{(14b)}
\]
\[
Q(z) = \frac{0.01s + 1}{0.002s + 1} \quad \text{(14c)}
\]

Figure 4a compares the time domain tracking of the desired signal with a sinusoidal input under the control of the LMS and the internal model LMS method 1 (IM-LMS 1). Figure 4b shows the estimation error. The conventional system with LMS becomes unstable and diverges without the filtered reference signal, but IM-LMS 1 can manage this condition just as with the filtered-X LMS system, and the whole system can follow the reference signal with stability.

\[
P_s(z) = \frac{1}{0.01s + 1} \quad \text{(15a)}
\]
\[
\hat{P}_s(z) = \frac{1}{0.05s + 1} \quad \text{(15b)}
\]
\[
Q(z) = \frac{0.05s + 1}{0.002s + 1} \quad \text{(15c)}
\]

![Figure 4. Cont.](image-url)
Figure 4. Simulation results in time domain with a single sinusoid at 100 Hz. (a) Time domain tracking with LMS and internal model LMS 1 methods; (b) estimation error; (c) predicted spectra.

Assuming the same conditions as the previous case, Figure 5a compares the time-domain tracking of the desired signal under the control of IM-LMS 1, with an exact model and with uncertainty. Figure 5b shows the estimation error. In the transient state, up to around 0.1 s, uncertainty in the model induces more error than the exact model. However, after that point, the error converges to zero in the steady state. Although a significantly mistuned plant model has been used in the control system, the IM-LMS 1 method made the system converge and showed an acceptable tracking performance. This suggests that the new algorithm has more self-adaptability.

Figure 5. Cont.
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Figure 5. Simulation results in the time domain (single sinusoid at 100 Hz) with LMS and internal model LMS 1 methods. (a) With exact model (top) and with uncertainty (bottom); (b) comparison of estimation error; (c) predicted spectra.

Next, to check the tracking performance of the algorithm, the IM-LMS 1 algorithm was evaluated for the amplitude-modulated (AM) signal \( x_d(t) \), which is defined as follows:

\[
x_d(t) = A_{0a}(1 + \gamma_{rand}) \cos(\omega_{ca}t + \theta_c) \cdot [1 + B_{0a} \cos(\omega_{oa}t + \theta_o)]
\]

\[
F[x_d(t)] = A_{0a} \pi [\delta(\omega - \omega_{ca}) + \delta(\omega + \omega_{ca})] + \frac{1}{2} A_{0a} B_{0a} \pi [\delta(\omega - \omega_{ca} + \omega_{oa}) + \delta(\omega + \omega_{ca} - \omega_{oa}) + \delta(\omega - \omega_{ca} - \omega_{oa}) + \delta(\omega + \omega_{ca} + \omega_{oa})]
\]

\( x_d(t) \) contains a sinusoid at \( \omega_{ca} \) at 12 Hz, which is modulated with a carrier signal at \( \omega_{oa} \) at 150 Hz and has a modulation depth of \( B_{0a} = 0.5 \). For convenience, \( A_{0a} \) is normalized as 1.0, and the phase angles \( \theta_c \) and \( \theta_o \) are ignored. A sinusoid at \( \omega_{ca} \) is used as a reference input. Equation (16b), \( F \) illustrates the Fourier transform, and \( \delta \) indicates the Dirac delta function that is located at frequency \( \omega \). The LMS parameter \( \mu \) is chosen as 0.5. For comparison, the same signal is also tracked by the conventional FX-LMS.

Figure 6a compares the time domain tracking of the desired signal with the filter output, for both FX-LMS and IM-LMS 1. Although IM-LMS 1 works, as well as the FX-LMS, with no need for a filtered reference, it has a much worse tracking performance. The estimation error of IM-LMS 1 shown in Figure 6b even grows over time. This indicates that IM-LMS 1 is merely helping the LMS method to accomplish a more stabilized control system and is not suitable for controlling multi-spectral signals.

4.2. Novel Adaptive Filtering Algorithm Based on the IMC 2: Recursive Method

4.2.1. Conceptual Explanation

IM-LMS 1 showed a better stability performance than the conventional LMS algorithm without filtered reference input signals, and no offline tuning of the secondary path dynamics was needed, which makes the proposed method convenient. However, the tracking performance of this adaptive filtering system is at the same level as the established method, so more efforts with a modified algorithm and system structures are needed. Mechanical systems that generate noise and vibration, such as vehicles, engineering structures, and electromechanical systems, have become more complicated, and the signals contain very rich frequency spectra. The selection of a reference input is important as it determines the tracking performance. An alternative technique based on IMC is thus needed to effectively deal with signals that have a complex frequency spectra.
important as it determines the tracking performance. An alternative technique based on IMC is thus needed to effectively deal with signals that have a complex frequency spectra.

![Time Domain Tracking](image1)

![Estimation Error](image2)

![Predicted Spectra](image3)

**Figure 6.** Control of an amplitude-modulated (AM) signal. (a) Time-domain tracking with LMS and internal model LMS methods; (b) estimation error; (c) predicted spectra.

Consequently, a recursive loop is proposed into the digital filter system. The schematic of the IMC-based adaptive digital filtering system with a ‘recursive’ LMS algorithm is shown in Figure 7.

![Schematic of digital filter system](image4)

**Figure 7.** Schematic of a novel digital filter system with ‘recursive’ LMS algorithm, based on internal model control (IM-LMS 2).
The fundamental concept of this system is to create or estimate a reference signal \( x^*_k \) for the LMS algorithm in real time, with an estimated output of the disturbance plant \( \hat{d}_k \). The error signal \( e_k \) is the difference between the output of the disturbance plant \( d_k \) and the output of the secondary path dynamics \( y_k^* \). The estimated output of \( \hat{d}_k \) can be obtained by adding \( e_k \) to the filtered output signal \( \hat{y}_k \) with the internal model of the secondary path dynamics \( \hat{P}_c \). Here, \( k \) indicates the sampling instant, and a time delay block \( z^{-\Delta} \) is placed as a result of the estimation process and the secondary path dynamics. In order to minimize the effect of this type of time delay, the internal model controller \( Q \) is again introduced and it is designed based on the secondary path dynamics \( \hat{P}_c \). It is basically a single-channel system with one reference signal and one error sensor, and it can be extended to cover multi-channel signals.

The filtered output signal \( y_{f,k} \) is defined by multiplying \( y_k \) with an internal model \( \hat{P}_c \), which estimates the impulse response of the secondary path dynamics:

\[
y_{f,k} = \hat{P}_c^T y_k
\]  

(17)

The estimated reference signal \( x^*_k \) in the recursive adaptive filtering system can then be obtained.

\[
x^*_k = \begin{bmatrix} \hat{d}_{k-\Delta} & \hat{d}_{k-\Delta-1} & \cdots & \hat{d}_{k-\Delta-L+1} \end{bmatrix}
\]  

(18)

\[
x^*_k = \hat{d}_{k-\Delta} = (e_k - \hat{y}_k \hat{P}_c) z^{-\Delta}
\]  

(19)

The output signal \( y_k \) of the adaptive filter \( w_k \) is calculated using Equation (20), where \( w_k \) is the weight vector of the filter and \( L \) is the length of the adaptive filter.

\[
y_k = w_k^T \cdot x^*_k
\]  

(20)

\[
w_k^T = \begin{bmatrix} w_{k,0} & w_{k,1} & \cdots & w_{k,L-1} \end{bmatrix}^T
\]  

(21)

The weight update algorithm is the same as the conventional digital filter system with the LMS. The adaptive weight vector \( w_k \) is updated with the following equation:

\[
w_{k+1} = w_k + \mu x_k^* e_k
\]  

(22)

where \( \mu \) is the step size. The error signal \( e_k \) is obtained, and the output of the filter that has been affected by the secondary path dynamics \( y_k^* \) is defined as follows:

\[
e_k = d_k - y_k^*
\]  

(23)

\[
y_k^* = \hat{P}_c \cdot y_k
\]  

(24)

The traditional feedback ANC system with the filtered-X LMS algorithm has filter before the reference signal. However, in this novel system, internal model control is introduced and it is used for compensating unavoidable time delay in the feedback loop. This kind of time delay is actually from the secondary path dynamics and the estimation process. At least, the effect from the secondary path dynamics can be managed and it does not need offline identification process for the secondary path again.

4.2.2. Numerical Validation

The internal model LMS method 2 (IM-LMS 2) was validated for two different kinds of multi-spectral signals, namely, AM and frequency-modulated (FM) signals. The same AM signal is used for evaluating the method. Figure 8 compares the tracking performance and estimation error of the conventional LMS and IM-LMS 2. In the transient region, up to around 0.05 s, the IM-LMS 2 method
shows a much better tracking performance, as shown in Figure 8a. However, in the steady-state region after 0.05 s, the IM-LMS 2 has a slower convergence than FX-LMS, for around 0.4 s ($0.05 \leq t \leq 0.45$), and finally, the estimation errors of both of the methods have similar peak-to-peak values, as shown in Figure 8b.

Since FX-LMS is targeted only to the 150 Hz frequency component $\omega_{ca}$, the time-domain tracking in steady state would have been superior to that of IM-LMS 2. This is clear in the frequency spectrum plot of Figure 9, which shows a difference of in magnitude of almost 30 dB at 150 Hz. This figure compares the predicted spectra of the uncontrolled AM signal and controlled AM signal with both of the methods. Although a broadband reduction cannot be achieved with either FX-LMS or IM-LMS 2, they have shown significant reductions at primary peaks ($\omega_{ca}, \omega_{ca} = \omega_{oa} + \omega_{oa}$). The amplitude reduction levels of FX-LMS at the primary peaks are higher than those of IM-LMS 2, while FX-LMS shows a severe spillover at higher frequency, from around 180 Hz to 270 Hz. This indicates that the conventional LMS algorithm with a feedforward control structure is insufficient to control the multi-spectral signals, without full knowledge of the original signal.

![Time Domain Tracking (FX-LMS vs. IM-LMS 2)](image)

Figure 8. Control of an amplitude-modulated (AM) signal. (a) Time-domain tracking with LMS and internal model LMS 2 methods; (b) estimation error.

![Predicted Spectra (FX-LMS vs. IM-LMS 2)](image)

Figure 9. Predicted spectra for an amplitude-modulated (AM) signal with LMS and internal model LMS 2 methods.
In addition, the IM-LMS 2 method shows considerable attenuation at around 50 Hz, which is the natural frequency of the target plant, whereas the FX-LMS case demonstrates similar amplitude levels around this frequency. This condition comes from the benefit of the recursive structure of the adaptive control system, where untargeted peaks could be directly handled by feeding the estimated plant output \( \hat{d}_k \) back to the reference input of the LMS algorithm. Therefore, the whole control system identifies the frequency components other than \( \omega_{ca} \). In contrast, the conventional FX-LMS still recognizes only the \( \omega_{ca} \) component of \( x(t) \). Overall, IM-LMS 2 uses recursive control techniques and exploits both the conventional LMS algorithm and IMC simultaneously. However, there is some trade-off in the tracking performance with the conventional FX-LMS.

The FM signal was investigated similarly, as shown in Equation (25a,b).

\[
x_f(t) = A_{0f} \cos(\omega_{cf}t + B_{0f} \sin(\omega_{of}t + \gamma_{rand}) + \theta_f)
\]

\[
F[x_f(t)] = A_{0f}J_0(B_{0f}) \pi [\delta(\omega - \omega_{cf}) + \delta(\omega + \omega_{cf})] \\
+ \frac{1}{2}A_{0f} \sum_{n=1}^{\infty} (-1)^n J_n(B_{0f}) \pi [\delta(\omega - \omega_{cf} + n\omega_{of}) + \delta(\omega + \omega_{cf} - n\omega_{of})] \\
+ \left( -1 \right)^n \delta(\omega - \omega_{cf} - n\omega_{of}) + \left( -1 \right)^n \delta(\omega + \omega_{cf} + n\omega_{of})
\]

(25b)

\( J_n \) indicates a Bessel function of order \( n \), and the modulation depths \( A_{0f}, B_{0f}, \) and \( \theta_f \) are selected as 1.0, 0.5, and 0, respectively. The reference input and other parameters that were used are the same as those for the AM case.

Figure 10 compares the tracking performance and estimation error of the conventional LMS and IM-LMS 2 methods. Similar trends to the AM signal case are observed for up to 0.45 s. In the transient region, for up to around 0.05 s, the IM-LMS 2 method shows a much better tracking performance but a slower convergence than the FX-LMS, for around 0.4 s (0.05 ≤ t ≤ 0.45) in the steady-state region. However, after that point, the peak-to-peak value of the estimation error with the IM-LMS 2 is about three times better than that of FX-LMS.

Figure 10. Control of a frequency-modulated (FM) signal. (a) Time-domain tracking with LMS and internal model LMS 2 methods; (b) estimation error.

Figure 11 compares the predicted spectral contents of the uncontrolled FM signal and controlled FM signal for both of the methods. Although a broadband reduction cannot be achieved with either FX-LMS or IM-LMS 2, they show significant reductions at primary peaks \( (\omega_{cf}, \omega_{cf} - n\omega_{of}, \omega_{cf} + n\omega_{of}) \). The amplitude reduction levels of IM-LMS 2 at primary peaks are higher than those of FX-LMS, except for at \( \omega_{cf} \) while FX-LMS shows a severe spillover at a higher frequency. In addition, the IM-LMS 2 method shows considerable attenuation at around 50 Hz, which is the natural frequency of the
target plant, whereas FX-LMS demonstrates similar amplitude levels around this frequency. Thus, the tracking performance of IM-LMS 2 is improved when increasing the complexity and frequency components that were to be controlled in the output of the disturbance plant, which should be tracked.

Figure 11. Predicted spectra for a frequency-modulated (FM) signal with least mean squares and internal model least mean squares 2 methods.

5. Conclusions and Future Work

Two enhanced LMS methods were introduced for an adaptive digital filtering system combined with IMC, in order to take advantage of having the process model inside the control system structure.

Major contributions of this research comprise the following. Firstly, the internal model LMS method 1 (IM-LMS 1) is introduced, which is a novel model-based algorithm. Internal mode control is applied in the traditional LMS algorithm, for assuring convergence of the control system without filtered inputs. It also showed acceptable tracking performance with a significantly mistuned plant model. Secondly, the internal model LMS method 2 (IM-LMS 2) is proposed. A new recursive digital filter system is proposed with an internal model controller. This control system enhances robustness, stability, and the ability to manage multi-spectral signals. Moreover, the tracking performance of IM-LMS 2 is improved with increasing complexity and frequency components to be controlled in the output of the disturbance plant, which should be tracked. Thirdly, with numerical analyses, their performances are validated. Proposed algorithms are numerically verified in several cases with single sine waves and multi-spectral signals. Time domain tracking performances and estimation errors in time and frequency domains are compared and their characteristics are discussed.

This research will be verified with large number of applications for active noise and vibration control, including vibration mitigation, vehicle noise, and vibration attenuation. This research could be used to improve the active control applications in vehicles and mechanical structures with effective management of an expansive range of multi-spectral signals.
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Nomenclature

- \( D(s) \) time-varying delay
- \( \frac{D(s)}{D(s)} \) denominator
- \( F[ \cdot ] \) Fourier transform
- \( J_n \) Bessel function of order \( n \)
- \( L \) length of filter
- \( N(s) \) polynomials of numerator
- \( P_c(z) \) secondary path dynamics
- \( T(s) \) arbitrary plant
- \( Q \) internal model controller
- \( a \) proportional gain
- \( d_k \) desired value
- \( e_k \) measured error
- \( k \) sampling instant
- \( p(s) \) process model
- \( q(s) \) internal model controller
- \( r \) relative order
- \( u_k \) reference input
- \( w_k \) weight vector of filter
- \( z^{-\Delta} \) time delay block
- \( x_a(t) \) amplitude-modulated
- \( x_f(t) \) frequency-modulated
- \( y_k \) adaptive filter output
- \( y_s \) set point
- \( \delta \) Dirac delta function
- \( \xi \) damping ratio
- \( \lambda \) filter time constant
- \( \mu \) convergence factor
- \( \tau \) time delay
- \( \omega_n \) natural frequency
- \( ^* \) parameters of FX LMS
- \( ^* \) after secondary path
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