Stabilization of Underactuated Surface Vessels: A Continuous Fractional Power Control Method
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Abstract: This paper investigates the problem of global asymptotic stabilization of underactuated surface vessels (USVs) whose dynamics features off-diagonal inertia and damping matrices. By using input and state transformations, the dynamic model of USV is converted into an equivalent system consisting of two cascade connected subsystems. For the transformed system, a continuous fractional power control framework is given to achieve global asymptotic stabilization of USVs. Then, the convergence under this framework is analyzed showing that the rate can be improved by adjusting the fractional power term. Finally, a continuous control algorithm is proposed to guarantee the global convergence rate of the USV system. Simulations are given to demonstrate the effectiveness of the presented method.
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1. Introduction

1.1. Background Material

Dynamic positioning of underactuated surface vessels (USVs) plays an important role in many offshore applications such as cable laying, mine sweeping, platform supplying, rock dumping and, especially, oil field operations like drilling, pipe-laying and diving support. Critical to the dynamic positioning problem of an USV is its capability for accurate and reliable control subject to environmental disturbances as well as to configuration related changes. It is an underactuated control problem, since the number of independent actuators of the system is less than that of the degree of freedom. In this paper, we consider the stabilization problem of an USV that has no side thruster but only two independent main thrusters to provide surge force and yaw moment. The challenging problem is how to design a feedback control law that stabilizes both the position and the orientation of the vessel using only two available control inputs.

1.2. Formulation of the Problem of Interest for This Investigation

It is shown in [1] that USVs cannot be asymptotically stabilized to a desired equilibrium point using time-invariant continuous feedback law, since the dynamic models of USVs result in systems with nonholonomic constraints that does not satisfy Brockett’s necessary condition in [2]. Moreover, the control methods developed for stabilizing nonholonomic systems cannot be directly used to stabilize USVs, since the dynamics of an USV are not drift-less [3]. For these reasons, the stabilization problem of USVs has been an active research topic for decades and various approaches can be found in the literature.
1.3. Literature Survey

To name some, in the reference [4], a discontinuous feedback stabilization control law with \( \sigma \) process was proposed. In the reference [1], Pettersen presented a discontinuous control law via homogeneous-transformation, which can stabilize the system into a neighborhood of the equilibrium point. Then in the reference [5] an improved scheme was given to increase the convergence rate of the method in the reference [1]. Although these results can stabilize underactuated surface vessels, they are limited by the singular point problem. To deal with this problem, in references [6,7], switching control methods that can avoid singularity by controlling the convergence rate were proposed. In the reference [8], Zhang also gave a switching control law that has no singular point problem.

The above research works have one thing in common, namely, the control laws are discontinuous and difficult for implementation in engineering systems. Therefore, considerable research attention has been paid to USV stabilization with a continuous control law. For example, in the reference [9], Pettersen proposed a continuous control law based on backstepping method that can guarantee semi-global asymptotic stability. In references [10,11], backstepping methods are investigated to ensure global asymptotic stability of USVs. In the reference [12], a simpler backstepping control law is proposed with the aid of a state transformation first presented in the reference [13]. In references [14–16], backstepping methods are given to asymptotically stabilize the USV system with off-diagonal dynamics and unknown model parameters respectively. Although the methods in references [10–12,14–16] asymptotically stabilize USVs with continuous control laws, backstepping-based control laws are difficult to guarantee convergence rates (especially near the origin). In fact, the second and third methods in the reference [12] can achieve global exponential convergence to the origin; however, they cannot guarantee even local asymptotic stability of the origin. Therefore, it is necessary to asymptotically stabilize the system by a continuous method with a faster rate.

As is well known, fractional power control can improve convergence performance and robustness near the origin [17–19]. However, most methods of fractional power control cannot be directly used to stabilize USVs, since the dynamics of USVs are strongly nonlinear and coupled. Although in [8], a finite-time switching scheme for stabilizing USVs based on fractional power control was provided, the method is discontinuous. To the best of the authors’ knowledge, the stabilization of USVs by continuous fractional power control law has not been solved.

1.4. Scope and Contribution of This Study

Motivated by the above observations, this paper aims to address the stabilization problem of USVs with off-diagonal dynamics using a continuous fractional power control method. A transformation is introduced from references [8,20] to transform the system model to a simple pure cascade form, which is realized by a sequence of coordinate transformations including input transformation and diffeomorphism state transformation. The main contributions of this paper are twofold:

1. For the transformed system, a novel continuous fractional power control framework is derived by combining the fractional power control scheme with the Lyapunov method and Barbalat Lemma, which can globally asymptotically stabilize the USVs. What makes the framework interesting is that, compared with the backstepping method, there is no need for the above controller to track any smooth state trajectories, so that the fractional power term can be used to improve the convergence rate (especially near the origin).

2. Then for the aforementioned controller, the effects of parameters on the convergence rate are analyzed, which shows that we can improve the rate both near and far from the origin by adjusting the fractional power term. On this basis, we construct a continuous control algorithm of the USVs and prove that the control algorithm can improve the overall convergence rate. The presented fractional power control method is simpler and faster near the origin than methods in references [10–12].
1.5. Organization of the Paper

This paper is organized as follows. Section 2 is the modeling of underactuated surface vessels and the objective. Section 3 contains the input and state transformations by which the underactuated USV model is transformed into two cascade subsystems. Section 4 gives the continuous fractional power control framework and the analysis of convergence. Also in this section, proofs of global asymptotic stability are also given. Numerical simulations and discussions are given in Section 5.

2. System Modeling and the Objective

2.1. Modeling

The complete configuration of an USV (the position and orientation) can be described by six independent coordinates, or six degree of freedom (DOF), i.e., surge, sway, heave, roll, pitch and yaw. It is common to reduce the six-DOF model to a three-DOF one with surge, sway and yaw, since the other three states (heave, roll and pitch) are open loop stable for most ships and hence are neglected. Define the state vector as

\[ \eta = \begin{bmatrix} x \\ y \\ \psi \end{bmatrix}, \]

where \( x, y \in \mathbb{R}^2 \) is the position of the vessel in the inertial frame, and \( \psi \in [0, 2\pi) \) is the heading angle of the ship relative to the geographic north. Then model of the USV can be the same as that of [21–23]:

\[
\begin{align*}
\dot{x} &= u \cos \psi - v \sin \psi, \\
\dot{y} &= u \sin \psi + v \cos \psi, \\
\dot{\psi} &= r,
\end{align*}
\]

and

\[
\begin{align*}
\dot{u} &= -\frac{d_{11}}{m_{11}}u + \frac{m_{22}}{m_{11}}v + \frac{m_{23} + m_{32}}{2m_{11}}r^2 + \frac{\tau_u}{m_{11}}, \\
\dot{v} &= -\frac{d_{22}}{m_{22}}v - \frac{m_{11}}{m_{22}}ur - \frac{d_{23}}{m_{22}}r - \frac{m_{23}}{m_{22}} \dot{r}, \\
\dot{r} &= \frac{m_{22}}{m_{22}m_{33} - m_{32}m_{23}} \left\{ \frac{\tau_r + uv}{m_{22}} \right. \\
&\quad \left. + \frac{ur}{m_{22}} \left[ \frac{m_{11}m_{32} - m_{22}(m_{23} - m_{32})}{2} \right] \right. \\
&\quad \left. + \frac{m_{32}d_{22} - m_{22}d_{32}}{m_{22}} v \\
&\quad \left. - \frac{m_{22}d_{33} - m_{32}d_{23}}{m_{22}} r \right\},
\end{align*}
\]

where \( u, v, r \) are, respectively, the forward velocity, the transverse velocity and the angular velocity in yaw, \( m_{11}, m_{22}, m_{23}, m_{32} \) and \( m_{33} \) are the inherent and added mass of the vehicle, \( d_{11}, d_{22}, d_{23}, d_{32} \) and \( d_{33} \) are the hydrodynamic damping coefficients, \( \tau_u \) and \( \tau_r \) are the force in surge and the torque in yaw. The USV considered has bilateral asymmetry, so \( m_{23} = m_{32} \neq 0 \) and \( d_{23} \neq d_{32} \neq 0 \). The details are in Figure 1.

2.2. The Objective

The objective of this paper is to establish a control methodology that can globally asymptotically stabilize the USV system in (1), namely, the following holds true for any initial conditions

\[
\lim_{t \to +\infty} [x(t), y(t), \psi(t), u(t), v(t), r(t)] = 0.
\]
Since there is no direct input to transverse velocity $v$, i.e., (1) is underactuated, and the system model is off-diagonal, it is quite challenging to stabilize system (1) to the origin and no smooth static state feedback control law can asymptotically stabilize such a system.

2.3. Model Transformation

For reasons mentioned above, to design a stabilizing controller for an underactuated vessel with off-diagonal dynamics is rather difficult. A necessary step toward a feasible solution is to reduce the complexity of system model in a certain way. Here in this paper, we introduce the following coordinate transformation [24],

$$\tilde{x} = x + \epsilon (\cos \psi - 1), \quad \tilde{y} = y + \epsilon \sin \psi, \quad \tilde{v} = v + \epsilon r,$$

where $\epsilon = m_{23}m_{22}^{-1}$, and input transformation

$$\begin{align*}
\tau_1 &= \frac{1}{m_{11}} \left[ \tau_u + m_{22} \tau_r + \frac{(m_{23} + m_{32})}{2} r^2 - d_{11}u \right], \\
\tau_2 &= \frac{m_{22}}{m_{22}m_{33} - m_{32}m_{23}} \left[ \tau_r + \frac{u\nu}{m_{22}} (m_{11}m_{22} - m_{22}^2) \\
&+ \frac{ur}{m_{22}} (m_{11}m_{32} - 0.5m_{22}(m_{23} - m_{32})) \right] \\
&+ \frac{(m_{32}d_{22} - m_{22}d_{32})}{m_{22}} \frac{v}{r} \\
&- \frac{(m_{22}d_{33} - m_{32}d_{23})}{m_{22}} r.
\end{align*}$$

Hereinafter, we will consider $(\tilde{x}, \tilde{y}, \psi)$ as the output variables of the USV instead of $(x, y, \psi)$. Using the above change of coordinates, the USV dynamics in (1) can be written as

$$\begin{align*}
\dot{x} &= u \cos \psi - \tilde{v} \sin \psi, \\
\dot{y} &= u \sin \psi + \tilde{v} \cos \psi, \\
\dot{\psi} &= r, \\
\dot{\tilde{v}} &= -\gamma_1 \tilde{v} - \gamma_2 ur + \gamma_3 r, \\
\dot{u} &= \tau_1, \\
\dot{r} &= \tau_2.
\end{align*}$$

Figure 1. Earth-fixed and body-fixed coordinate systems.
where $\gamma_1 = \frac{d_{22}}{m_{22}}$, $\gamma_2 = \frac{m_{11}}{m_{22}}$ and $\gamma_3 = \frac{d_{22}m_{23}}{m_{22}^2} - \frac{d_{23}}{m_{22}}$.

To simplify the forthcoming analysis and design, we further introduce the following global diffeomorphism and input transformation [10],

$$
\begin{align*}
\varphi_1 &= \tilde{x}\cos\psi + \tilde{y}\sin\psi, \\
\varphi_2 &= -\tilde{x}\sin\psi + \tilde{y}\cos\psi + \frac{1}{\gamma_1} \varphi - \gamma_3 \varphi_3, \\
\varphi_3 &= \psi, \\
\varphi_4 &= \varphi_2, \\
\varphi_5 &= -\frac{\gamma_2}{\gamma_1} u - \varphi_1, \\
\varphi_6 &= r,
\end{align*}
$$

(6)

and

$$
\begin{align*}
\omega_1 &= \frac{\gamma_1}{\gamma_2} (\varphi_1 + \varphi_5) - \frac{\gamma_3}{\gamma_1} \varphi_3 \varphi_6 - \frac{\gamma_2}{\gamma_1} \varphi_1 + \frac{1}{\gamma_1} \varphi_4 \varphi_6 - \varphi_2 \varphi_6, \\
\omega_2 &= \varphi_2.
\end{align*}
$$

(7)

Then, combining the derivative of Equation (6) with Equations (5) and (7) yields that

$$
\begin{align*}
\dot{\varphi}_1 &= -\frac{\gamma_1}{\gamma_2} \varphi_1 - \frac{\gamma_1}{\gamma_2} \varphi_5 \varphi_6 - \frac{1}{\gamma_1} \varphi_4 \varphi_6 + \frac{\gamma_3}{\gamma_1} \varphi_3 \varphi_6, \\
\dot{\varphi}_4 &= -\gamma_1 \varphi_4 + \gamma_1 \varphi_6 (\varphi_1 + \varphi_5) + \gamma_3 \varphi_6, \\
\dot{\varphi}_2 &= \varphi_5 \varphi_6, \\
\dot{\varphi}_3 &= \varphi_6, \\
\dot{\varphi}_5 &= \omega_1, \\
\dot{\varphi}_6 &= \omega_2,
\end{align*}
$$

(8)

where $\varphi_1$, $\varphi_2$, $\varphi_3$, $\varphi_4$, $\varphi_5$ and $\varphi_6$ are transformed states, $\omega_1$ and $\omega_2$ are the inputs of transformed model.

Please note that with the above model transformations, the USV system is decomposed into a cascade system comprising (8) and (9). For the system (8) and (9), we introduced following results from [8].

**Lemma 1** (Ref. [8]). Stabilization of system (1) is equivalent to that of system (8) and (9).

**Lemma 2** (Ref. [8]). If subsystem (9) is globally asymptotically stable, then systems (8) and (9) are globally asymptotically stable.

According to Lemmas 1 and 2, for the system in (1) to be stabilized globally and asymptotically, we need only to design a controller that can globally asymptotically stabilize subsystem (9).  

3. Main Results

In this section, we first present a continuous fractional power control framework under which the states of system (9) globally asymptotically converge to zero. Then, the analysis of convergence for this framework shows that we can improve the rate both near and far from the origin by adjusting the fractional power term. On this basis, we establish a continuous fractional power control scheme with guaranteed overall convergence rate for the transformed chained system by designing the parameters. Finally, for convenience of application, we give a stabilizing control algorithm for the original USV system.

Before presenting the main results, we first introduce Barbalat Lemma:
whose derivative satisfies
\[
\dot{V} = -\kappa_2 \theta_5^2 \leq 0.
\] (13)

The Lyapunov function \( V_1 \) is monotonically decreasing for \( \theta_5 \neq 0 \) and bounded, there must be a minimum value of \( V_1 \). Since \( \theta_2 \) and \( \theta_5 \) are bounded, and the dynamics of \( \theta_3 \) and \( \theta_6 \),
\[
\begin{align*}
\dot{\theta}_3 &= \theta_6, \\
\dot{\theta}_6 &= -\kappa_3 \theta_3 - \kappa_4 \theta_6 + \lambda |\theta_2|^{\xi_2} \sin t.
\end{align*}
\] (14)

It is easy to know that states \( \theta_3 \) and \( \theta_6 \) are bounded. Take the derivative of \( \dot{V}_1 \),
\[
\dot{V}_1 = -2\kappa_2 \theta_5 (-\kappa_1 \text{sign}(\theta_2)|\theta_2|^{\xi_1} \theta_6 - \kappa_2 \theta_5).
\] (15)
Since states $\theta_2$ and $\theta_5$ are bounded, then $\dot{V}_1$ and $\dot{V}_\dot{1}$ are continuous and bounded. This implies that
$\dot{V}_1$ is uniformly continuous, according to the Lemma 3, we can have that $\lim_{t \to +\infty} \theta_5 = 0$. Define positive odd numbers $p_3$ and $q_3$ as $\frac{p_3}{q_3} - \zeta_1 > 2$. Since the state $\theta_2$ is bounded and $\lim_{t \to +\infty} \theta_5 = 0$, there must be a positive real number $K_1 = \zeta_1 + \frac{p_3}{q_3}$ satisfying that $\lim_{t \to +\infty} \theta_2^{K_1-\zeta_1} \theta_5 = 0$. Define $\Gamma_1 = \theta_2^{K_1-\zeta_1} \theta_5$, according to Appendix A, $\Gamma_1$ is uniformly continuous. Together with Lemma 3, we can have
\[
\lim_{t \to +\infty} \Gamma_1 = \lim_{t \to +\infty} \left[ \kappa_1 \theta_2^{K_1} \theta_6 - (K_1 - \zeta_1) \theta_2^{K_1-\zeta_1-1} \theta_5^2 \theta_6 + \kappa_2 \theta_5 \theta_2^{K_1-\zeta_1} \right] = 0. \tag{16}
\]
Since $\lim_{t \to +\infty} \theta_5 = 0$ and states $\theta_2$ and $\theta_6$ are bounded, Equation (16) indicates that
\[
\lim_{t \to +\infty} \theta_2^{K_1} \theta_6 = 0. \tag{17}
\]
Define even $p_4$ and odd $q_4$ as $\frac{p_4}{q_4} - \zeta_2 > K_1 > 2$. Due to $\theta_2$ is bounded, Equation (17) indicates that there must be a positive real number $K_2 = \zeta_2 + \frac{p_4}{q_4}$ satisfying that
\[
\lim_{t \to +\infty} \theta_2^{K_2-\zeta_2} \theta_6 = \lim_{t \to +\infty} \theta_2^{K_2-K_1-\zeta_2} \theta_2^{K_1} \theta_6 = 0. \tag{18}
\]
Define $\Gamma_2 = \theta_2^{K_1} \theta_6 = \ldots$, according to Appendix B, $\Gamma_2$ is uniformly continuous. We can then have
\[
\lim_{t \to +\infty} \Gamma_2 = \lim_{t \to +\infty} \left[ -\kappa_3 \theta_2 \theta_2^{K_2-\zeta_2} - \kappa_4 \theta_6 \theta_2^{K_2-\zeta_2} + \lambda \theta_2^{K_2} \sin t + (K_2 - \zeta_2) \theta_2^{K_2-\zeta_2-1} \theta_5 \theta_6^2 \right] = 0. \tag{19}
\]
Due to the fact that $\lim_{t \to +\infty} \theta_5 = 0$ and $\theta_3$, $\theta_2$, $\theta_6$ are bounded. The Equation (19) means that
\[
\lim_{t \to +\infty} \left[ \kappa_3 \theta_3 \theta_2^{K_2-\zeta_2} - \lambda \theta_2^{K_2} \sin t \right] = 0. \tag{20}
\]
Define $\Gamma = [\kappa_3 \theta_3 \theta_2^{K_2-\zeta_2} - \lambda \theta_2^{K_2} \sin t]$, according to the Appendix C, we can have that $\ddot{\Gamma}$ is uniformly continuous, and hence
\[
\lim_{t \to +\infty} \ddot{\Gamma}(t) = \lim_{t \to +\infty} \left[ \kappa_3 \theta_6 \theta_2^{K_2-\zeta_2} + \kappa_3 (K_2 - \zeta_2) \theta_3 \theta_2^{K_2-\zeta_2-1} \theta_6 + \lambda K_2 \theta_2^{K_2-1} \theta_5 \theta_6 \sin t - \lambda \theta_2^{K_2} \cos t \right] = 0. \tag{21}
\]
Together with the fact that $\lim_{t \to +\infty} \theta_2^{K_2-\zeta_2} = 0$, $\lim_{t \to +\infty} \theta_5 = 0$ and states $\theta_2$, $\theta_3$ and $\theta_6$ are bounded, we can have
\[
\lim_{t \to +\infty} \lambda \theta_2^{K_2} \cos t = 0. \tag{22}
\]
Obviously, the state $\theta_2$ converges to zero, according to (11), we know that $\theta_3$ and $\theta_6$ can all converge to zero globally and asymptotically. The proof is completed.

**Remark 1.** The presented continuous control law can globally asymptotically stabilize USVs with off-diagonal dynamics, which is the first of its kind. In comparison with the backstepping method in [10,12], the new controller also has a simpler structure. Please note that there exists a trade-off in selecting parameters like $\kappa_3$ and $\kappa_4$. Generally, larger positive values of these parameters can result in faster convergence of the system state. However, too large $\kappa_3$ and $\kappa_4$ may lead to slowdown of the convergence of $\theta_2$, while too small $\kappa_3$ and $\kappa_4$ may result in slowdown of the convergence
of $\vartheta_3$ and $\vartheta_6$. Moreover, a large ratio of $\kappa_1$ and $\kappa_2$ is good for quick convergence of $\vartheta_2$. Similarly, a large ratio of $\kappa_3$, $\kappa_4$ and $\lambda$ is also preferable.

### 3.2. Convergence Analysis

Compared with the methods in [10,12], the presented control law can improve the system performance by designing the order of $\vartheta_2$. In this subsection, the roles what parameters $\xi_1$ and $\xi_2$ play on improving the convergence rate.

As we know, in the system (11), if we define

$$V_2 = \frac{\kappa_1}{1 + \xi_1} |\vartheta_2|^1 + \frac{1}{2} \vartheta_2^2,$$  

we can then have

$$\dot{V}_2 = -\kappa_2 \vartheta_2^2.$$  

Define $\beta$ as $\sin \beta = \vartheta_5 \sqrt{V_2}$, $\sin \beta = \frac{\vartheta_2}{\sqrt{V_2}}$, Equation (24) can be written as

$$\dot{V}_2 = -\kappa_2 \sin^2 \beta V_2.$$  

Obviously, when $V_2 > 0$, a larger $\sin^2 \beta(t)$ implies a faster convergence rate of $V_2$. Therefore, we can improve the convergence rate by increasing $\sin^2 \beta = \frac{\theta_5^2}{V_2}$. For this matter, define $\Theta_3 = \frac{\vartheta_3}{V_2^\frac{1}{1+\xi_1}}$

$$\Theta_6 = \frac{\vartheta_6}{V_2^\frac{1}{1+\xi_1}}.$$  

Since the effects of the parameters are different in each cases, the analysis is divided into two cases: $V_2$ near and far from the origin.

When $V_2$ converge to zero, the dynamics of $\beta$, $\Theta_3$ and $\Theta_6$ can be

$$\begin{cases} 
\frac{d\sin \beta}{dt} = -\kappa_2 \cos^2 \beta \sin \beta + \frac{\kappa_3}{2} \cdot \Theta_6 \left( \cos \beta \right)^{\frac{2\xi_1}{1+\xi_1}}, \\
\dot{\Theta}_3 = \Theta_6 - \kappa_2 e_1 \Theta_3 \sin^2 \beta, \\
\dot{\Theta}_6 = -\kappa_3 \Theta_3 - e_2 \Theta_6 + e_3 \sin t.
\end{cases}$$  

where

$$e_1 = \frac{1}{2} - \frac{\xi_1}{1+\xi_1}, \quad e_2 = \kappa_4 - \kappa_2 e_1 \sin^2 \beta, \quad e_3 = \lambda V_2(0)^{\xi_1+\xi_2} e^{(1-\xi_1-\xi_2)e_\epsilon}, \quad e_\epsilon = \int_0^t [\sin \beta(s)]^2 ds.$$  

Since $V_2$ converges to zero and $V_2 = V_2(0)e^{\epsilon_\epsilon}$, $\epsilon_\epsilon$ must be infinite. Define the Lyapunov function $V_3$ as

$$V_3 = \frac{\kappa_3}{2} \Theta_3^2 + \frac{1}{2} \Theta_6^2 + \Theta_6 \Theta_3.$$  

We can then have

$$\dot{V}_3 = - (\kappa_3 + \kappa_2 \kappa_3 e_1 \Theta_3^2) \Theta_3^2 - (e_2 - 1) \Theta_6^2 - (\kappa_4 + \kappa_2 e_1 \Theta_3^2) \Theta_3 \Theta_6 + (\Theta_6 + \Theta_3) e_3 \sin t$$

$$\leq - \epsilon_6 V_3 + \epsilon_3 e_5 \sqrt{V_3}.$$  

where
\[ e_4 = k_4 - k_2 - 1 - \frac{(k_2 + k_4)^2}{2k_3}, \quad e_5 = \sqrt{2} \left( \min \left\{ \frac{k_2 - 2}{4}, \frac{k_2 - 2}{2} \right\} \right)^{-\frac{1}{2}}, \quad e_6 = \min \left\{ \frac{k_2}{k_3 - 2}, 4e_4 \right\}. \tag{31} \]

Since \( k_4 > k_2 + 1 \) and \( k_3 > \max \left\{ 2, \frac{(k_2 + k_4)^2}{2(k_4 - k_2 - 1)} \right\} \), \( e_4, e_5 \) and \( e_6 \) are positive.

If \( \xi_1 + \xi_2 > 1 \), we can have \( \lim_{t \to \infty} e_3 \sin t = 0 \), which implies that
\[ V_3 \leq -\epsilon_6 V_3 + o_1 \cdot \sqrt{V_3} \tag{32} \]
where \( \lim_{t \to \infty} o_1(t) = 0 \). This means that \( \lim_{t \to \infty} \Theta_6 = 0 \), hence the dynamics of \( \beta \) can be
\[ \frac{d \sin \beta}{dt} = -k_2 \cos^2 \beta \sin \beta + \frac{k_1}{2} \left( \cos \beta \right)^{2\xi_1 + \xi_2} \cdot o_2. \tag{33} \]

where \( \lim_{t \to \infty} o_2(t) = 0 \). Therefore, \( \beta \) converges to zero implying a slow convergence rate of \( V_2 \).

If \( \xi_1 + \xi_2 < 1 \), we can have \( \lim_{t \to \infty} e_3(t) = +\infty \). This means that
\[ \frac{d \sin \beta}{dt} = -k_2 \cos^2 \beta \sin \beta + \frac{k_1}{2} \left( \cos \beta \right)^{2\xi_1 + \xi_2} \cdot f(t), \tag{34} \]
which \( f(t) \) is periodically oscillating between \((-\infty, +\infty)\). Hence \( \beta \) will also be periodically oscillating between \((-\frac{\pi}{2}, \frac{\pi}{2})\), which means a faster rate than the case that \( \lim_{t \to \infty} \beta(t) = 0 \). In addition, the smaller \( \xi_1 + \xi_2 \) means the larger \( f(t) \) implying a better convergence rate. Therefore, when \( V_2 \) near the origin, smaller parameters \( \xi_1 \) and \( \xi_2 \) indicate the better convergence rate.

When \( V_2 \) far from zero, the dynamics of \( \beta, \Theta_3 \) and \( \Theta_6 \) can be
\[ \begin{aligned}
\frac{d \sin \beta}{dt} &= -k_2 \cos^2 \beta \sin \beta + \frac{k_1}{2} \left( \cos \beta \right)^{2\xi_1 + \xi_2}, \\
\dot{\Theta}_3 &= \Theta_6 - k_2 e_1 \Theta_3 \sin^2 \beta, \\
\dot{\Theta}_6 &= -k_3 \Theta_3 - e_2 \Theta_6 + V_2^{\xi_1 + \xi_2 - 1} \sin t.
\end{aligned} \tag{35} \]

Due to \( V_2 \) far from the origin, we consider the case \( V_2 > 1 \). According to above statements, we know that the larger \( V_2 \) means the better convergence rate. Obviously, a larger \( \xi_1 + \xi_2 \) implies a larger \( V_2^{\xi_1 + \xi_2 - 1} \) since that \( V_2 > 1 \). Therefore when \( V_2 \) far from the origin, larger parameters \( \xi_1 \) and \( \xi_2 \) indicate the better convergence rate.

Obviously, the fractional power control law can improve the convergence rate both far from and near the origin by adjusting the parameters \( \xi_1 \) and \( \xi_2 \). More specifically, when \( V_2 \) far from the origin, larger \( \xi_1 \) and \( \xi_2 \) have a better convergence rate. When \( V_2 \) near the origin, smaller \( \xi_1 \) and \( \xi_2 \) have a better convergence rate.

**Remark 2.** The fractional power control law can increase the convergence rate of \( \Theta_2 \) near the origin by introducing fractional power state feedback. While the backstepping control method in \([10,12]\) can only track a smooth trajectory of \( \Theta_2 \) but cannot increase its convergence rate.
3.3. Fast Convergence Control Law

To improve the convergence rate both near and far from the origin, we give the following continuous control law for stabilization of the USV,

\[
\begin{align*}
\omega_1 &= -\kappa_1 \text{sign}(\vartheta_2) |\vartheta_2|^{\phi_1} \vartheta_6 - \kappa_2 \vartheta_5, \\
\omega_2 &= -\kappa_3 \vartheta_3 - \kappa_4 \vartheta_6 + \lambda |\vartheta_2|^{\phi_2} \sin t,
\end{align*}
\]

where \( \kappa_1 > 0, \kappa_2 > 0, \kappa_3 > 0, \kappa_4 > 0 \) and \( \lambda \neq 0 \) are constants to be chosen, and

\[
\begin{align*}
\phi_1 &= 0.5(1 + \xi_1) + 0.5(1 - \xi_1) \cdot \text{sign}(|\vartheta_2| - 1), \\
\phi_2 &= 0.5(1 + \xi_2) + 0.5(1 - \xi_2) \cdot \text{sign}(|\vartheta_2| - 1),
\end{align*}
\]

with \( \xi_1 > 0 \) and \( \xi_2 > 0 \) are such that \( \xi_1 + \xi_2 \leq 1 \).

Please note that the above control law gives a controller with \( \phi_1 \) and \( \phi_2 \) being the parameters, which take values in accordance with the magnitude of \( \vartheta_2 \), namely

\[
\begin{align*}
\phi_1 &= 1, \phi_2 = 1 \quad |\vartheta_2| \geq 1, \\
\phi_1 &= \xi_1, \phi_2 = \xi_2 \quad |\vartheta_2| < 1.
\end{align*}
\]

should satisfy that \( \xi_1 + \xi_2 < 1 \). Specifically, when \( |\vartheta_2| > 1, \phi_1 = 1, \phi_2 = 1 \). When the system state enters the region of \( |\vartheta_2| < 1, \phi_1 = \xi_1, \phi_2 = \xi_2 \). By such a continuous control law, a satisfactory convergence rate can be guaranteed.

In what follows, we show that the control law in (36) and (37) is continuous when \( \vartheta_2 \) approaches 1 and \(-1\) from both sides. Around \( \vartheta_2 = 1 \), we have

\[
\begin{align*}
\lim_{\vartheta_2 \to 1^-} \omega_1 &= -\kappa_1 \vartheta_6 - \kappa_2 \vartheta_5 = \lim_{\vartheta_2 \to 1^+} \omega_1, \\
\lim_{\vartheta_2 \to 1^-} \omega_2 &= -\kappa_3 \vartheta_3 - \kappa_4 \vartheta_6 + \lambda \sin t = \lim_{\vartheta_2 \to 1^+} \omega_2,
\end{align*}
\]

which means that \( \omega_1 \) and \( \omega_2 \) are continuous around \( \vartheta_2 = 1 \). Similar arguments apply to \( \vartheta_2 = -1 \). Therefore, the control law is continuous at \( |\vartheta_2| = 1 \).

**Remark 3.** Compared with continuous method in [10–12,14,16], the presented control method has a faster convergence rate. Although [6–8] gave a discontinuous control method to increase the convergence rate, the control law here is superior as it is a continuous control method.

3.4. The Control Algorithm for USVs

Based on the above discussions, we are now in a position to come back to the USV system in (1) and give the following controller,

\[
\tau_u = \eta_1, \quad \tau_r = \eta_2,
\]

where

\[
\begin{align*}
\eta_1 &= m_{11} \left[ d_{22} m_{11}^{-1} \left( \vartheta_1 + \vartheta_5 \right) + m_{22} d_{22}^{-1} \vartheta_4 \vartheta_6 - \left( d_{22} m_{33} - m_{22} d_{23} \right) d_{22}^{-1} m_{22}^{-1} \vartheta_3 \vartheta_6 - \vartheta_2 \vartheta_6 \\
&\quad - \left( -\kappa_1 \text{sign}(\vartheta_2) |\vartheta_2|^{\phi_1} \vartheta_6 - \kappa_2 \vartheta_5 \right) \right] - m_{22} \varrho r - 0.5 \left( m_{23} + m_{32} \right) \varrho^2 + d_{11}u, \\
\eta_2 &= m_{22}^{-1} \left[ \left( m_{11} m_{33} - m_{22} m_{32} \right) \left[ -\kappa_3 \vartheta_3 - \kappa_4 \vartheta_6 + \lambda |\vartheta_2|^{\phi_2} \sin t \right] - \left( m_{11} m_{22} - m_{22}^2 \right) \varrho v
\end{align*}
\]
with $\bar{\xi}_1 > 0$ and $\bar{\xi}_2 > 0$ are such that $\bar{\xi}_1 + \bar{\xi}_2 \leq 1$.

We now have the following theorem, whose proof can be made along similar lines of Lemmas 1 and 2 and Theorem 1.

**Theorem 2.** For off-diagonal underactuated surface vessels (1) with the continuous controller in (40), the states $x, y, \psi, u, v, r$ can be globally asymptotically converged to zero.

To sum up with the main results, we give the following algorithm for implementation of the presented method and results in USVs.

**Algorithm 1:** The continuous control algorithm of USVs.

1. **Step 1.** Choose parameters $\kappa_1, \kappa_2, \kappa_3, \kappa_4, \lambda, \bar{\xi}_1, \bar{\xi}_2$ and initial values of $x, y, \psi, u, v, r$.
2. **Step 2.** Let $e = m_{12}m_{22}^{-1}, \gamma_1 = d_{22}m_{22}^{-1}, \gamma_2 = m_{11}m_{22}^{-1}$ and $\gamma_3 = d_{22}m_{22}^{-2} - d_{23}m_{22}^{-1}$.
3. **Step 3.** Make state transformation $\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6$ as
   
   $\begin{align*}
   \theta_1 &= \left[ x + e(\cos \psi - 1) \right] \cos \psi + (y + e \sin \psi) \sin \psi, \\
   \theta_2 &= -\left[ x + e(\cos \psi - 1) \right] \sin \psi + (y + e \sin \psi) \cos \psi \\
   \gamma_3 \gamma_1^{-1} \psi + \gamma_1^{-1} (v + er), \\
   \theta_3 &= \psi, \\
   \theta_4 &= v, \\
   \theta_5 &= -\gamma_2 \gamma_1^{-1} u - x + e(\cos \psi - 1) \right] \cos \psi - (y + e \sin \psi) \sin \psi, \\
   \theta_6 &= r.
   \end{align*}$

4. **Step 4.** Calculate the parameters $\phi_1$ and $\phi_2$
   
   $\begin{align*}
   \phi_1 &= 0.5(1 + \bar{\xi}_1) + 0.5(1 - \bar{\xi}_1) \cdot sign(\theta_2 | -1), \\
   \phi_2 &= 0.5(1 + \bar{\xi}_2) + 0.5(1 - \bar{\xi}_2) \cdot sign(\theta_2 | -1).
   \end{align*}$

5. **Step 5.** Compute virtual control inputs $\omega_1$ and $\omega_2$
   
   $\begin{align*}
   \omega_1 &= -\kappa_5 sign(\theta_2) | \theta_2 | \phi_1 \theta_6 - \kappa_2 \theta_3 \\
   \omega_2 &= -\kappa_3 \theta_3 - \kappa_4 \theta_6 + \lambda | \theta_2 | \phi_2 \sin t.
   \end{align*}$

6. **Step 6.** Take measurements $m_{11}, m_{22}, m_{23}, m_{33}, d_{11}, d_{22}, d_{23}, d_{32}, d_{33}$ of the USV.
7. **Step 7.** Compute virtual control inputs $\tau_1$ and $\tau_2$
   
   $\begin{align*}
   \tau_1 &= d_{22}m_{11}^{-1} \left[ m_{11}d_{22}^{-1}(\theta_1 + \theta_3) + m_{22}d_{22}^{-1} \psi \theta_6 - \theta_2 \theta_6 - \omega_1 \\
   &\quad - (d_{22}m_{33} - m_{22}d_{23})d_{22}^{-1} \theta_3 \theta_6 \right], \\
   \tau_2 &= \omega_2.
   \end{align*}$
8. **Step 8.** Compute real control inputs $\tau_u$ and $\tau_r$
   
   $\begin{align*}
   \tau_u &= m_{11}\tau_1 - m_{22}uv - 0.5(m_{23} + m_{32})r^2 + d_{11}u, \\
   \tau_r &= m_{22} \left\{ m_{11}m_{33} - m_{22}m_{32} \right\} \tau_2 - \left( m_{11}m_{22} - m_{22}^2 \right) uv - \left( m_{32}d_{23} - m_{22}d_{32} \right) r \\
   &\quad - \left[ m_{11}m_{32} - 0.5 m_{22} \left( m_{23} + m_{32} \right) \right] ur.
   \end{align*}$

4. **Numerical Simulations**

Numerical simulations are given to illustrate the effectiveness of the presented method. In Section 4.1, let the USV have the following initial conditions: $[x(0), y(0), \psi(0), u(0), v(0), r(0)]^T = [3, -3, 0, 0, 0, 0]^T$. In Sections 4.2 and 4.3, the initial conditions are chosen as: $[x(0), y(0), \psi(0), u(0), v(0), r(0)]^T =...
The damping and inertial coefficients of the USV model cited from [26] and the parameters in controller (40) are as shown in Table 1:

![Table 1](image)

### 4.1. Stability

We first show the stability performance of the USV system in (1) with controller (40). From Figure 2, it is clear that states $x, y, \psi, u, v$ and $r$ converge to zero.

![Figure 2](image)

**Figure 2.** Trajectories of states $x, y, \psi, u, v$ and $r$.

### 4.2. Comparison of Convergence Rate

To demonstrate that the control scheme in this paper has the faster convergence rate than that of first method in [12], especially near the origin, in the comparisons, we choose the initial value as $[x(0), y(0), \psi(0), u(0), v(0), r(0)]^T = [0.3, -0.3, 0, 0, 0, 0]^T$.

Figure 3 shows that the trajectory of a key stabilizing variable $\vartheta_2$, which converges to zero in 10 s, is much faster than the method in [12]. The convergence is especially much faster near the origin due to the fractional power control law that overcomes the effect of high order nonlinear dynamics. Figures 3 and 4 give three simulation results to further demonstrate the advantage of the proposed controller, wherein the positions and angle $x, y$ and $\psi$ converge to zero in 30 s in our case, while oscillations and slower convergence are seen in the case of [12].

To emphasize the quality of the method and the results obtained in the paper, we define a quantitative metric $E$ as speed performance index:

$$E = (u^2 + v^2 + r^2)^{\frac{1}{4}}.$$

and a quantitative metric $W$ as states error performance index:

$$W = (x^2 + y^2 + \psi^2 + u^2 + v^2 + r^2)^{\frac{1}{4}}.$$
Figure 5 shows that the convergence rates of both speed performance $E$ and states error performance $W$ are faster with our method. It is worth mentioning that the reason we choose the order as $\frac{1}{4}$ is to show the effects of our method near the origin.

Figure 3. Comparison of the state $\theta_2$ and $x$-coordinate position of this paper and [12].

Figure 4. Comparison of the $y$-coordinate position and heading angel $\psi$ of this paper and [12].

Figure 5. Comparison of the speed performance $E$ and states convergence performance $W$ of this paper and [12].
4.3. Comparison of Performance and Control Energy

We now look at the difference in the surge force and yaw torque of the present method and [12], shown in Figure 6. It is clearly seen that the maximum values of $|\tau_u|$ and $|\tau_r|$ in our method are smaller than [12]. It means that we can achieve a better performance with smaller control effort or energy cost. To be specific, consider the following energy cost, $J = \int_0^t ||\tau_u(s), \tau_r(s)||_2 ds$, and the accumulated error performance index, $Q = \int_0^t ||x(s), y(s), \psi(s), u(s), v(s), r(s)||_2 ds$. We show the energy cost and performance index respectively in Figure 7, from which we can see that both the energy consumption and the accumulated error in our case are less than one third of that of [12].

![Figure 6. Comparison of surge force $\tau_u$ and yaw torque $\tau_r$ of this paper and [12].](image)

![Figure 7. Comparison of energy consumption $J$ and performance $Q$ of this paper and [12].](image)

5. Conclusions and Future Work

In this paper, a continuous control method is proposed for stabilization of USVs with off-diagonal inertia and damping matrices. Based on a global diffeomorphism transformation, a continuous control law is presented, which is then extended to yield a fractional power control law to increase the convergence rate of the system near the origin. Then, combining the two control laws, a switching control method is proposed to guarantee global asymptotic stabilization of USVs with faster convergence rate.

Actuator saturation due to mechanical constraints may have important impact on the system transient behavior and even stability. Stabilization of USVs subject to actuator saturation is still an open problem. Energy consumption optimized stabilization control of USVs is another interesting
problem to be studied in future. Moreover, applying the theory of mechanical system \cite{27-32} to USVs control is another problem.
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**Appendix A. Uniform Continuity of \( \dot{\Gamma}_1 \)**

Take the 1st and 2nd derivative of \( \dot{\Gamma}_1 \), we can have

\[
\dot{\Gamma}_1 = -\kappa_1 \dot{\theta}_2^k \dot{\theta}_6 - \kappa_2 \dot{\theta}_3 \dot{\theta}_2^{k-1} \dot{\theta}_1 + (K_1 - \dot{\xi}_1) \dot{\theta}_2^{k-1} \dot{\theta}_6, \tag{A1}
\]

and

\[
\ddot{\Gamma}_1 = -\kappa_1 \dot{\theta}_2^k \dot{\theta}_6 - \kappa_1 \dot{\theta}_2^k (-\kappa_3 \dot{\theta}_3 - \kappa_4 \theta_6) - \kappa_1 \lambda |\dot{\theta}_2| \dot{\theta}_2^k \sin t - \kappa_2 (K_1 - \dot{\xi}_1) \dot{\theta}_6 \dot{\theta}_2^{k-1} \dot{\theta}_1
+ \kappa_2 (\kappa_4 |\dot{\theta}_2^2|) \dot{\theta}_2 \dot{\theta}_6 \dot{\theta}_2^{k-1} \dot{\theta}_1 + (K_1 - \dot{\xi}_1) \dot{\theta}_2^{k-1} \dot{\theta}_6 \dot{\theta}_2^{k-1} \dot{\theta}_1
- 2(K_1 - \dot{\xi}_1) \dot{\theta}_2^{k-1} \dot{\theta}_6 (\dot{\theta}_2 |\dot{\theta}_2^2| \dot{\theta}_6 + \kappa_2 \theta_3) - (K_1 - \dot{\xi}_1) \dot{\theta}_2^{k-1} \dot{\theta}_6 (\kappa_3 \dot{\theta}_3 + \kappa_4 \theta_6)
+ (K_1 - \dot{\xi}_1) \lambda |\dot{\theta}_2| \dot{\theta}_2^{k-1} \dot{\theta}_6 \dot{\theta}_2^{k-1} \dot{\theta}_1 \sin t. \tag{A2}
\]

Due to the fact that states \( \theta_2, \theta_3, \theta_5 \) and \( \theta_6 \) are bounded, according to (A1) and (A2), \( \dot{\Gamma}_1 \) and \( \ddot{\Gamma}_1 \) are continuous and bounded. This implies \( \dot{\Gamma}_1 \) is uniformly continuous.

**Appendix B. Uniform Continuity of \( \dot{\Gamma}_2 \)**

Take the 1st and 2nd derivative of \( \dot{\Gamma}_2 \), we can have

\[
\dot{\Gamma}_2 = -\kappa_3 \dot{\theta}_3 \dot{\theta}_2^{k-1} \dot{\theta}_6 - \kappa_4 \dot{\theta}_6 \dot{\theta}_2^{k-1} \dot{\theta}_1 + \lambda \dot{\theta}_2^{k-1} \sin t + (K_2 - \dot{\xi}_2) \dot{\theta}_2^{k-1} \dot{\theta}_5 \dot{\theta}_6, \tag{A3}
\]

and

\[
\ddot{\Gamma}_2 = -\kappa_3 (K_2 - \dot{\xi}_2) \dot{\theta}_3 \dot{\theta}_2^{k-1} \dot{\theta}_6 + \kappa_4 (K_3 \dot{\theta}_3 - \lambda |\dot{\theta}_2| \dot{\theta}_2^{k-1} \sin t) \dot{\theta}_2^{k-1} \\
+ k_3 \dot{\theta}_6 \dot{\theta}_2^{k-1} \dot{\theta}_5 \dot{\theta}_6 + \kappa_4 (K_2 - \dot{\xi}_2) \dot{\theta}_2^{k-1} \dot{\theta}_6 + \lambda \dot{\theta}_2^{k-1} \cos t + \lambda K_2 \dot{\theta}_2^{k-1} \sin t \\
- \kappa_4 (K_2 - \dot{\xi}_2) \dot{\theta}_6 (\kappa_4 |\dot{\theta}_2| \dot{\theta}_6 + \kappa_2 (K_2 - \dot{\xi}_2 - 1)(K_2 - \dot{\xi}_2) \dot{\theta}_2^{k-1} \dot{\theta}_6 \dot{\theta}_2^{k-1} \dot{\theta}_1 \\
+ 2(K_2 - \dot{\xi}_2) \dot{\theta}_2^{k-1} \dot{\theta}_6 (\kappa_4 \dot{\theta}_3 - \kappa_4 \theta_6) - \kappa_3 \dot{\theta}_5 \dot{\theta}_6 \dot{\theta}_2^{k-1} \dot{\theta}_1 + 2 \lambda \dot{\theta}_2^{k-1} \sin t. \tag{A4}
\]

Due to states \( \theta_2, \theta_3, \theta_5 \) and \( \theta_6 \) are bounded, \( \dot{\Gamma}_2 \) and \( \ddot{\Gamma}_2 \) are bounded and continuous. Hence \( \ddot{\Gamma}_2 \) is uniformly continuous.

**Appendix C. Uniform Continuity of \( \dot{\Gamma}_3 \)**

Take the 1st and 2nd derivative of \( \dot{\Gamma}_3 \), we can have

\[
\dot{\Gamma}_3 = \kappa_3 \dot{\theta}_6 \dot{\theta}_2^{k-1} + \kappa_3 (K_2 - \dot{\xi}_2) \dot{\theta}_3 \dot{\theta}_2^{k-1} \dot{\theta}_5 \dot{\theta}_6 - \lambda K_2 \dot{\theta}_2^{k-1} \dot{\theta}_5 \dot{\theta}_6 \sin t - \lambda \dot{\theta}_2^{k-1} \cos t, \tag{A5}
\]
and
\[
\dot{T}_3 = k_3 ( -k_3 \dot{\theta}_3 - k_4 \dot{\theta}_6 + \lambda |\dot{\theta}_3|^3 \sin t ) \dot{\theta}_2^{K_2-\zeta_2} + k_3 (K_2 - \zeta_2) \dot{\theta}_3 \dot{\theta}_6^2 \dot{\theta}_2^{K_2-\zeta_2} - 1 \\
+ k_3 (K_2 - \zeta_2) \dot{\theta}_3 \dot{\theta}_6^2 + k_3 (K_2 - \zeta_2) \dot{\theta}_3 \dot{\theta}_6^2 \dot{\theta}_2^{K_2-\zeta_2} - 1 \\
+ \lambda k_3 (K_2 - \zeta_2) \dot{\theta}_3 \dot{\theta}_6^2 \dot{\theta}_2^{K_2-\zeta_2} - 1 |\dot{\theta}_3| |\dot{\theta}_2| \sin t - k_3 (K_2 - \zeta_2) \dot{\theta}_3 \dot{\theta}_6^2 \dot{\theta}_2^{K_2-\zeta_2} - 1 |\dot{\theta}_3| |\dot{\theta}_2| \\
- k_2 \lambda k_3 (K_2 - \zeta_2) \dot{\theta}_3 \dot{\theta}_6^2 \dot{\theta}_2^{K_2-\zeta_2} - 1 |\dot{\theta}_3| |\dot{\theta}_2| \\
- k_2 \lambda k_3 (K_2 - \zeta_2) \dot{\theta}_3 \dot{\theta}_6^2 \dot{\theta}_2^{K_2-\zeta_2} - 1 |\dot{\theta}_3| |\dot{\theta}_2| \\
- k_2 \lambda k_3 (K_2 - \zeta_2) \dot{\theta}_3 \dot{\theta}_6^2 \dot{\theta}_2^{K_2-\zeta_2} - 1 |\dot{\theta}_3| |\dot{\theta}_2|
\] (A6)

According to Equations (A5) and (A6), \( \Gamma \) and \( \Gamma_3 \) are continuous and bounded meaning \( \Gamma_3 \) is uniformly continuous.
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