Aerodynamic Performance of Wind Turbine Airfoil DU 91-W2-250 under Dynamic Stall
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Abstract: Airfoils are subjected to the ‘dynamic stall’ phenomenon in significant pitch oscillations during the actual operation process of wind turbines. Dynamic stall will result in aerodynamic fatigue loads and further cause a discrepancy in the aerodynamic performance between design and operation. In this paper, a typical wind turbine airfoil, DU 91-W2-250, is examined numerically using the transition shear stress transport (SST) model under a Reynolds number of $3 \times 10^5$. The influence of a reduced frequency on the unsteady dynamic performance of the airfoil model is examined by analyzing aerodynamic coefficients, pressure contours and separation point positions. It is concluded that an increasingly-reduced frequency leads to lower aerodynamic efficiency during the upstroke process of pitching motions. The results show the movement of the separation point and the variation of flow structures in a hysteresis loop. Additionally, the spectrum of pressure signals on the suction surface is analyzed, exploring the level of dependence of pressure fluctuation on the shedding vortex and oscillation process. It provides a theoretical basis for the understanding of the dynamic stall of the wind turbine airfoil.
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1. Introduction

Wind turbines operate in diverse environments under complex control strategies, suffering unsteady loads including aerodynamic forces. An important source of these forces comes from the blades when the relative velocity with respect to blade sections varies in magnitude and direction. Generally, the airfoils on the blades are considered as operating in dynamic stall [1]. The unsteady factors that cause dynamic stall are, e.g., wind shear and yaw, and the angles of attack of airfoils periodically vary with the rotation of blades [2–4]. Then, the stall characteristics are dynamically dependent on the operating route of airfoils with dramatically different lift and drag forces from those in static operations. The main disadvantage of dynamic stall for the safety of blades is that it causes fatigue loads and a deviation between design and actual running conditions. With the trend of the large-scale development of wind turbines, dynamic stall will have increasingly greater influence on the unsteady aerodynamic characteristics of wind turbine blades.

Dynamic stall has been one of the major interesting research subjects and has been studied over the latest few decades. The dynamic stall phenomenon was first observed in the 1930s [5]. It was first systematically studied in the aerospace field and was studied in a wider field later, such as for maneuverable jets wings, gas turbines and wind turbines [6]. Previous studies primarily concentrating on dynamic stall consist of experimental and numerical simulation. Experiments are important because
experimental data provide a verification basis for the numerical simulation. However, due to the limitation of experimental conditions and other reasons, it is necessary to employ numerical simulation to grasp a broader and more general conclusion. With the gradual maturity of the theory, there are many analytical models to predict the effects of dynamic stall and analyze the load of power machines nowadays; such as the Boeing–Vertol model [7], the ONERA model [8], the Beddoes–Leishman (B–L) semi-empirical model [9], etc. The B-L model has been adopted most widely to analyze dynamic stall. It has been modified and improved with the increasing attention on unsteady aerodynamics [10–13]. The modified model shows better agreement than the original one. Although the semi-empirical models have the advantage of using less computational resources, they depend on the accuracy of the empirical factors greatly, and it is not possible to obtain detailed and accurate flow field information. With the development of computer technology, the computational fluid dynamics (CFD) method is used to study dynamic stall for the purpose of obtaining detailed information of dynamic stall. Some researchers have been dedicated to finding more accurate turbulence models. For example, Martinat et al. [14] used three turbulence models to investigate the dynamic stall of a NACA 0012 airfoil, and the unsteady Reynolds-averaged Navier–Stokes (URANS) \( k-\varepsilon \) Chien model provided the best results. Wang et al. [15] compared the renormalization-group (RNG) \( k-\varepsilon \) model and transition shear stress transport (SST) \( k-\omega \) model used to simulate dynamic stall of an oscillating NACA 0012 airfoil at a relatively low Reynolds number. It was found that the SST \( k-\omega \)-based detached eddy simulation (DES) approach was superior. Some other researchers have focused on how typical factors affecting dynamic stall. These factors include the Reynolds number, mean angle of pitch oscillation, amplitude of pitch oscillation, reduced frequency, the position of pitch axis, turbulence intensity, etc. For instance, Akbari et al. [16] studied the effects of reduced frequency, mean angle of attack, pitch axis location and Reynolds number on the dynamic stall of a NACA 0012. It was shown that the reduced frequency was the most influential parameter on dynamic stall. Gharali et al. [17] investigated the effects of the oscillations of the free-stream velocity on pitch oscillation by the SST \( k-\omega \) model; Kim et al. [18] studied the effects of free-stream turbulence on the aerodynamic characteristics of pitching airfoils by large eddy simulations. Gandhi et al. [19] investigated the influence of reduced frequency on the dynamic stall characteristics of a NACA 0012 airfoil pitching in a turbulent wake with direct numerical simulations. In addition, McCroskey and his partners made two efforts for decades to investigate the details of the dynamic stall phenomena [20–22]. The above results are extensive and continuous. However, the problem is that most of the research objects are wings or symmetrical airfoils. The literature lacks observations of specific asymmetric and blunt tail edge wind turbine airfoils, such as Delft University of Technology (DU) series airfoils. On the other hand, the flow field contour is a general method to explain the phenomenon of dynamic stall used by many previous researchers. It is summarized that a typical dynamic stall process consists of four major stages: attached flow at low angles of attack, the development of the leading edge vortex (LEV), the shedding of the LEV from the suction surface and reattachment of the flow to the suction surface [23]. However, there is a little attention given to the relationship between the frequency of shedding vortices and the frequency of airfoil pitching motion. The interpretation of the “delay” is always analyzed by the lift and drag coefficients or the qualitative expression of the flow field contours. The quantitative expression of the separation of the airfoil boundary layer is not obviously given.

In order to avoid flow separation and reduce the dynamic stall effects, various devices have been proposed for flow control. Depending on the operating principle, they can be classified as active or passive [24]. Passive control includes vortex generators, microtabs, serrated trailing edges, and so on. Active control includes trailing-edge flaps, synthetic jets, and so on. Johnson et al. [25] overviewed 15 different devices for wind turbine control. Lei Zhang et al. [26,27] made long-term efforts to investigate the effects of vortex generators. Some other researchers focused on microtabs [28,29] and obtained some good results. T.K. Barlas et al. [30] and Unai Fernandez-Gamiz et al. [31] reviewed some devices and discussed their effects. The flow control devices have good effects on avoiding flow separation, but the blades have a higher cost for their production. Based on the above, cases with different reduced
frequencies (the most important influential factor) are compared regarding the aerodynamic forces and lift-to-drag ratio. In addition, the delay effect of dynamic stall is deeply analyzed from the perspective of two aspects: the pressure field and spectrum analysis.

2. Method

2.1. Numerical Method

The airfoil DU 91-W2-250 was developed by TU Delft, which has a relative thickness of 25% with a trailing edge gap of 0.65% chord [32]. The present study is based on a 2D simulation with ceiling and bottom boundary similarity in a wind tunnel. With this kind of set, the numerical method is easily validated by the authors’ previous measurements [33]. In order to simulate the dynamic stall phenomenon, a rotational zone whose radius is three-times that of the model chord is placed at the pitching center, as shown in Figure 1. The rotational zone and airfoil model oscillate like a rigid body, and the movement is defined with a user-defined function (UDF) in ANSYS Fluent [22]. The rest of grid is connected to the rotational grid by interfaces. The block interfaces between the dynamic and static zones are non-conformal because, as the airfoil moves, the O-grid attached to the airfoil rotates rigidly (as a solid body) together with the airfoil.

The Reynolds number is $3 \times 10^5$, which confirmed the turbulence that appeared in the previous study. Flows under such a relatively low Reynolds number are highly non-linear [34]. Therefore, turbulence should be considered in the simulation. There are three main turbulence simulation methods, i.e., direct numerical simulation (DNS), Reynolds-averaged Navier–Stokes (RANS) and large eddy simulation (LES). A turbulence model should present a satisfactory representation of an important phenomenon while introducing the least amount of complexity [35]. In the present study, considering numerical simulation cost and acceptable accuracy, the unsteady Reynolds-averaged Navier–Stokes (URANS) method is seem to be the most suitable one to simulate the dynamic stall phenomenon [15]. Consequently, in the CFD software ANSYS Fluent, the transition SST $k − \omega$ model, which is capable of capturing the transition process, was chosen. Some researchers have also discussed that the accuracy of this model is satisfactory [15,17,36–40].

![Figure 1.](image-url)
2.2. Oscillation of the Airfoil

The movement of the airfoil model is described as Equation (1) in a sinusoidal mode, as shown in Figure 2.

\[ \alpha_t = \alpha_0 + \alpha_{amp} \sin(\omega t), \]  
\[ \text{(1)} \]

where,

- \( \alpha_t \) is the angle of attack at flow time \( t \),
- \( \alpha_0 \) is the mean angle of attack,
- \( \alpha_{amp} \) is the pitch oscillation amplitude,
- \( \omega \) is the oscillation angular frequency.

The angular frequency \( \omega \) is related to the reduced frequency \( k \), which is an important parameter used to describe the ‘degree of unsteadiness’, as defined by Equation (2).

\[ k = \frac{\omega c}{2U_\infty} \]  
\[ \text{(2)} \]

where \( U_\infty \) is the free-stream velocity and \( c \) is the chord length of the airfoil. It can be obtained from dimensionless Navier-Stokes (N-S) equations. J. G. Leishman has the empirical view that when \( 0 \leq k \leq 0.5 \), the flow can be considered as quasi-steady flow, which means for some cases that the unsteady effects may be neglected completely [1]. Therefore, \( k = 0.026, 0.502 \) and \( 0.106 \) are set to be computed to find out whether the previous empirical view applies to the pitching motion of the DU 91-W2-250 airfoil. They correspond to the oscillating period \( T = 0.6 \) s, \( 0.3 \) s and \( 0.15 \) s, respectively.

![Figure 2. Schematic of the pitching movement of the airfoil model.](image)

2.3. Grid Sensitivity

The independence of the solution from the grid is examined by different grid densities in Table 1. Only the circumferential grid densities are changed, but the radial grid densities are the same. The growth rate of grid is set as 1.05, and the maximum grid is \( 0.3c \). It is important that the mesh near the wall be properly sized to ensure accurate simulation and no wall functions are used [41]. The height of the first mesh cell off the wall is \( 10^{-5} \) m, so that the non-dimensional wall-distance \( y^+ \) [42] is less than 1.0 at a Reynolds number of \( 3 \times 10^5 \). It is computed by using flat-plate boundary layer theory [43]. The lift and drag coefficients during the 4th cycle of pitching motion are shown in Figure 3. The comparison shows that the numerical results for grid cases G3 and G4 do not differ considerably from other grid densities. In order to observe more detailed characteristics on the suction surface of the airfoil, the grid nodes on the suction side are increased to 200 and keep the same set of grids as G3 on the pressure side of the airfoil.
Table 1. Cases for grid sensitivity examination.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Suction Surface</th>
<th>Pressure Surface</th>
<th>Trailing Edge</th>
<th>Total Grids</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>50 1</td>
<td>50</td>
<td>11</td>
<td>25,753</td>
</tr>
<tr>
<td>G2</td>
<td>100</td>
<td>100</td>
<td>11</td>
<td>45,387</td>
</tr>
<tr>
<td>G3</td>
<td>150</td>
<td>150</td>
<td>11</td>
<td>67,238</td>
</tr>
<tr>
<td>G4</td>
<td>200</td>
<td>200</td>
<td>11</td>
<td>89,070</td>
</tr>
</tbody>
</table>

1 The number of cells on the indicated surfaces.

Figure 3. Comparison of computed (a) $C_l$ and (b) $C_d$ with different grid densities during the 4th cycle of pitching motion.

2.4. Time Step and Periodic Repeatability

To specify the optimum time step in the unsteady simulations, a series case with different time steps was simulated. A characteristic time $T_c$ defined by Equation (3) is employed as base of the time step:

$$T_c = \frac{c}{U_\infty}$$

It has the same significance as the Courant, Friedrichs and Levy criterion (CFL) number in numerical simulations. The time steps of $0.1T_c$, $0.05T_c$, $0.025T_c$, $0.0125T_c$ and $0.00625T_c$ (denoted as $dt_1$ to $dt_5$, respectively) are used to examine the time step sensitivity.

As shown in Figure 4, when the time step $dt_4 = 6.25 \times 10^{-5}$ s, the time cost and accuracy are acceptable for the present study. This is consistent with dynamic stall cases applied by other researchers [17,38].

Figure 4. Comparison of computed $C_l$ with different time steps.
Periodic repeatability is also examined, as shown in Figure 5. It shows that values tend to be well reproducible from the third cycle. That is why the other cases are computed only for 4 periods.

![Figure 5](image)

**Figure 5.** (a) history of the lift coefficient $C_l$; (b) the repeatability of the lift coefficient $C_l$ with $k = 0.052$, $\alpha_0 = 10^\circ$, $\alpha_{\text{amp}} = 10^\circ$.

2.5. Comparison of the Static Result with Experiment and Vortex Panel Method

Due to the lack of experimental data for the dynamic stall of the DU 91-W2-250 airfoil at present, the static experimental data, which have been obtained from Jingyan Bai et al. [33], are used to examine the accuracy of the numerical method. The data computed by the software Xfoil and Rfoil, which are currently widely accepted, are also compared to each other, as shown in Figure 6.

![Figure 6](image)

**Figure 6.** Comparison between the numerical results, Rfoil, Xfoil and experimental data [25].

Generally, Xfoil and Rfoil predict acceptable lift and drag coefficients for thin airfoils in attached flow. It is shown that the numerical simulation is more consistent with the data obtained by Xfoil. Because of the constraints of the experimental equipment and conditions in 2014, a large discrepancy appears between the experimental and CFD results. The accuracy of the zero angle of attack and the stiffness of the support structure may be the main factors, which usually cause the shift of the lift curve along the angle-axis and the variation of the slope of the linear section on the lift curve, respectively. Moreover, CFD greatly overestimates the lift coefficient at 18 and 20 with respect to that of Xfoil, Rfoil and the experiment. This is because the airfoil goes into a deep stall and the flow becomes fully separated at high angles of attack. Raffel et al. [44] showed that the 3D effects of separation flows should be more significant than those without separations at smaller angles of attack. Therefore, in the following analysis, static data calculated by Xfoil are considered as baseline data in the static condition.
3. Results and Discussions

In this part, the results of the cases defined in Section 2.2 are analyzed. The performance of airfoil DU 91-W2-250 under dynamic stall is illustrated with respect to three aspects, i.e.: (a) the influence of reduced frequency; (b) flow structures and separation points; and (c) spectrum characteristics.

3.1. Effects of Reduced Frequency on Aerodynamic Coefficients

Three cases when \( k = 0.026, 0.502 \) and 0.106 were simulated, and the results are shown in Figure 7. The dynamic characteristics of the airfoil undergoing pitch oscillation were strongly dependent on the reduced frequency. The hysteresis loop increased with the increasingly-reduced frequency. In a loop, as can be seen, the maximum lift coefficient in upstroke and the corresponding angle of attack were much higher than those in the static condition. Previous researchers have observed this phenomenon already as mentioned in Section 1. Contrarily, the lift coefficient in downstroke was smaller than that in upstroke and sometimes even smaller than that in the static condition. On the lift curves, the intersection point in a loop was named the “reunion point” by the authors. An increase in the reduced frequency made the angle of reunion point smaller. This also means that the effect of delay was more significant when the frequency reduction was greater. On the other hand, the increasingly-reduced frequency would cause the increase of the drag coefficient. This effect is clearly revealed in the lift-drag-ratio curve in Figure 7c.

![Figure 7. Comparison of the different reduced frequencies \( k = 0.105, 0.052, 0.026 \) of the computed (a) lift coefficient \( C_l \), (b) drag coefficient \( C_d \) and (c) lift-to-drag ratio \( C_l/C_d \) with \( \alpha_0 = 10^\circ, \alpha_{amp} = 10^\circ \).](image)

The lift-to-drag ratio is an important parameter that indicates the aerodynamic efficiency of the airfoils. The aerodynamic performance of the airfoils is better with a larger lift-to-drag ratio. The angle of attack corresponding to the maximum lift-to-drag ratio is called a favorable angle of attack. In general, from the minimum angle to the favorable angle of attack, lift increases fast, but
drag increases slowly. Therefore, the lift-to-drag ratio increases. Then, from the favorable angle to a critical stall angle of attack, the increase of lift is slow, and the drag increases rapidly. This makes the lift-to-drag ratio relatively small. After the critical stall angle of attack, the lift-to-drag ratio sharply decreases with the sharply increasing pressure drag. The lift-to-drag ratio of the airfoil during a complete hysteresis loop was quite different with a regular pattern. The peak of the lift-to-drag ratio curve in upstroke decreased and even disappeared with the increasingly-reduced frequency because of the faster increase of the drag coefficient. This effect was amplified in the lift-to-drag ratio and showed the tremendous difference between static and dynamic stall. Instead, the lift-to-drag ratio in the downstroke process showed a different form. Its shape was closer to the static form, which also had a peak. The angle of attack corresponding to the peak was smaller with increasingly-reduced frequency. This also shows the degree of the delay effect. Therefore, the aerodynamic efficiency was lower in dynamic stall process though the lift in upstroke was higher than that in the static condition.

3.2. Flow Development and Separation Points on the Suction Surface of the Airfoil

The reason for the variation of forces and lift-to-drag ratio can be found in flow field contours. One case was selected to investigate the characteristics as an example. The pressure fields and corresponding streamlines at different angles of attack through a full pitching cycle in the case with $k = 0.052$, $\alpha_0 = 10^\circ$, $\alpha_{amp} = 10^\circ$ are demonstrated in Figure 8. It was observed that the development trend of flow field structures of the DU 91-W2-250 was qualitatively in good agreement with the conclusions of other papers with different shapes of airfoils [15,45,46]. The flow was fully attached to the airfoil from the angles of attack $\alpha_i = 0^\circ\sim10.31^\circ$. The hysteresis of stall angles of attack in lift curves, which is the most obvious feature of dynamic stall, is observed clearly here. The lift dropped suddenly at about 14° in the hysteresis loop, while the static stall angle was 12° in the experiment. It was manifested as reversed flow generated near the trailing edge, as shown in Figure 8c. The reverse flow was due to the adverse pressure gradient caused by the rapid movement of the airfoil surface. As the angle of attack increased, the clockwise-rotating vortex on the suction surface moved forward to the leading edge, and the strength of the recirculation increased. There was a small counterclockwise-rotating vortex behind the trailing edge vortex in Figure 8c, implying that the vortex near the trailing edge started to move downstream slowly. This would lead to a decrease in the lift coefficient compared with the lift coefficient curves in Figure 7a. The effects of vortices rotating in two opposite directions on the lift coefficient are shown in Figure 9 in more detail. At Point A in Figure 9a, the clockwise-rotating vortex appeared. With the growth of the vortex, the lift coefficient was still increasing. The growing vortex increased the slope of the lift curves until the maximum value of $C_l$ when the angle of attack was 14.07° at Point B; see Figure 9b. The reason that $C_l$ decreased was the generation of the counterclockwise-rotating vortex, as shown in Figure 9c. $C_l$ decreased with the growth of the counterclockwise-rotating vortex until the counterclockwise-rotating vortex traveled into the wake and the clockwise-rotating vortex appeared again; see Figure 9e. This process would repeat until the trend of the lift coefficient curve became flat when $\alpha_i = 10.31^\circ$ in the downstroke process. The counterclockwise-rotating vortex did not appear from this moment. In other words, the growth and shedding of vortices in opposite directions led to the fluctuations of the lift coefficient curve. The lift coefficient $C_l$ increased with the growth of the vortex, and it decreased with the shedding of the vortex. What needs to be noted here is that the range of the angles of attack in this case was from $0^\circ\sim20^\circ$, so the airfoil did not experience a deep stall. Vortices on the suction surface of airfoil did not develop to reach the leading edge, but only reached 30% of the chord from the leading edge. Therefore, in this case with $k = 0.052$, $\alpha_0 = 10^\circ$, $\alpha_{amp} = 10^\circ$, the LEV observed in other papers [15] did not appear, but it appeared when $k = 0.052$, $\alpha_0 = 15^\circ$, $\alpha_{amp} = 10^\circ$. After the maximum angle of 20°, the airfoil was performing the downstroke motion. It is known that the lift coefficient of the downstroke process was much smaller than the upstroke process from Section 3.1. This is because the vortex still existed near the trailing edge and the pressure of pressure surface was lower at the same angle of attack by comparing Figure 8b,h and Figure 8c,g. As the airfoil attack angle became smaller, vortices eventually
moved into the wake. The last vortex left the trailing edge at $\alpha_t = 6.61^\circ$, and the flow completely reattached to the airfoil at $\alpha_t = 4.73^\circ$. They were smaller than the angles respectively in upstroke with a similar structure. Therefore, the hysteresis of flow attachment during the downstroke process was considerable.

**Figure 8.** Pressure fields and streamlines for different angles of attack in the pitching cycle with $k = 0.052$, $\alpha_0 = 10^\circ$, $\alpha_{amp} = 10^\circ$.

**Figure 9.** Cont.
Figure 9. (a-i) Vorticity fields and streamlines for different points of angles of attack corresponding to (j) the lift coefficient curve.

It is not convenient to show separation situations at every angle of attack with contours. In order to examine dynamic stall delay quantitatively, the pressure coefficient and the wall shear stress around the airfoil were recorded at each time step. The separation points appeared when the wall shear stress abruptly became zero or the pressure signal showed a plateau. Figure 10 shows the position, i.e., $x/c$, from the leading edge of the separation point at each angle of attack. The delay to stall angle is observed clearly here, as well.
3.3. Frequency Spectrum Analysis of the Pressure Coefficient

The above pressure contours and streamlines can only be observed from a qualitative point of view. This requires multiple consecutive figures to obtain the characteristics of multiple cycles. Instead, spectrum analysis can capture the features of shedding vortices around the airfoil quickly and quantitatively. Spectrum analysis is a technique that converts a complex signal into a set of simple signals with different frequencies. It is a way to find the information (e.g., amplitude, power, intensity or phase, etc.) of a signal at different frequencies. In this paper, nine points are set on the suction surface of the airfoil to collect time series of pressure signals. The positions of the points are shown in Figure 11.

The fast fourier transform (FFT) of the pressure signals was performed with the software MATLAB under different calculations. The spectra of pressure signals were generated by two continuous period signals. Figure 12 shows an example of the time series signals and energy spectrum at Point 6. Figure 12b is the result of Figure 12a after FFT. It shows that the grid in the boundary layer was able to capture small-scale vortices properly, with the turbulence model in the present study.
Figure 12. (a) time series signals and (b) energy spectrum of the pressure coefficient of Point 9 for two periods with $k = 0.052$, $\alpha = 10^\circ$, $\alpha_{amp} = 10^\circ$.

In order to show the differences between each frequency more clearly, the spectra of surface pressure at all nine points on one airfoil are shown in Figure 13 with the semi-log-x function. The abscissa value at the first peak corresponds to the pitch oscillation frequency $f = 3.3333$, which can be computed by Equation (4):

$$f = \frac{1}{T} = \frac{1}{2\pi/\omega} = \frac{\omega}{2\pi} = \frac{2U_\infty k}{2\pi c} = \frac{U_\infty k}{\pi c}$$  \hspace{1cm} (4)$$

The abscissa value at the second peak corresponds to the vortices’ shedding mode. The flow field around the pitching airfoil consists of large-scale motions and small-scale turbulence motions. The large-scale one has the same time scale as the unsteady pitch oscillations.

By observing the spectra of pressure at the different points on the airfoil in the same case, i.e., $k = 0.052$, $\alpha_0 = 10^\circ$, $\alpha_{amp} = 10^\circ$, it can be seen that most of the energy of the leading edge point, Pt, is concentrated in the first order frequency pitch oscillation. This is because that the pressure signals of the leading edge point basically were affected by the airfoil pitch oscillation and unaffected by shedding vortices. With the position of the points moving backward, the energy of pressure at the second order frequency became higher. This means that the pressure signals begin to be affected not only by the airfoil pitch oscillation, but also by the shedding of vortices. Due to the proximity of the location, the features of Pt 4 and Pt 5 were similar. This was the same for Pt 6 and Pt 7. It is worth noting that the energy of pressure at high frequency $f_v = 163.333$ at the trailing edge point Pt 9 was much higher than that of other points. This means that there were severe high-frequency fluctuations in the pressure signal at the trailing edge during pitching motion cycles.

Figure 13. Cont.
Figure 13. (a–i) Energy spectra of the pressure coefficient at different points on the suction surface of the airfoil in the semi-log-x coordinate system with $k = 0.052$, $\alpha_0 = 10^\circ$, $\alpha_{amp} = 10^\circ$.

By comparing the pressure spectra of the cases with different reduced frequencies, as shown in Figure 14, it can clearly be seen that the vortex shedding frequency increased with the increase of the reduced frequency. At the same time, pressure fluctuations at each point on the airfoil showed different characteristics dependent on reduced frequencies. At the leading edge of the airfoil, the proportion of energy for pressure at the first order of frequency became lower with the increasingly-reduced frequency. This shows that the proportion of pressure variation affected by pitch oscillation and shedding vortex changed. This implies that the increasingly-reduced frequency intensified the unsteady effects. Instead, the change of this proportion was reversed at the trailing edge point. Pitch oscillation played a dominant role in pressure fluctuations with increasingly-reduced frequency at the trailing edge point. The pitch oscillation dominated the fluctuations of pressure signals with $k = 0.1$, but did not with $k = 0.05$. This phenomenon provides new evidence of J.G. Leishman’s conclusion that when $k$ is smaller than 0.5, the flow can be considered as quasi-steady [1]. Besides the high-frequency fluctuations in the pressure signal, at the trailing edge during pitching motion, cycles had higher energy, but lower frequency with increasingly-reduced frequency; see Figure 14i.

Figure 14. Cont.
4. Conclusions

In this paper, in order to better understand the effects of dynamic stall on the aerodynamic characteristics, a CFD method was employed to investigate the influence of the pitch oscillations of the DU 91-W2-250 airfoil. Cases with different reduced frequency were studied by comparing aerodynamic forces and the lift-to-drag ratio. In addition, the hysteresis effect of dynamic stall was analyzed from the perspective of two aspects: the pressure field and spectrum analysis.

The effects of reduced frequency on dynamic stall were analyzed qualitatively and quantitatively. Aerodynamic forces and the lift-to-drag ratio during pitching motion were compared. During the hysteresis loop, the aerodynamic efficiency of the upstroke was lower than that of the downstroke. The effect of delay was more significant with the increased reduction of the frequency. Increasingly-reduced frequency led to lower aerodynamic efficiency during the upstroke process of pitching motions. The result that increasingly-reduced frequency aggravates dynamic stall effects was the same as the conclusions of other observations. Flow field structures and positions of separation points were used to explain the delay of lift stall from other aspects. There were a clockwise-rotating vortex and a counterclockwise-rotating vortex near the trailing edge of airfoil during pitching motions. The growth of the clockwise-rotating vortex increased the value of the lift coefficient, while the growth of the counterclockwise-rotating vortex decreased the value of the lift coefficient.

Frequency spectrum analysis of the pressure coefficient was used as a new method to find the relationship of shedding vortices and pitching motion. The vortex shedding frequency increased with the increase of the reduced frequency. The fluctuations of the pressure signals were the results of pitching motion and vortex shedding. The dominant factor of the pressure signal fluctuations was different at the leading edge and trailing edge. It was also different with different reduced frequencies. Pitch oscillation played a dominant role in pressure fluctuations with increasingly-reduced frequency at the trailing edge point.

In this paper, the dynamic stall characteristics of the DU 91-W2-250 airfoil at \( Re = 3 \times 10^5 \) were analyzed systematically. However, due to the large amount of computing resources and time cost, many problems need to be further studied in the project. For example, a conclusion of this paper was that increasingly-reduced frequency caused angles of attack of stall to increase. However, it is not known...
yet when will this trend would stop, i.e., what is the biggest reduced frequency to maintain this trend. In addition, dynamic experiments of the DU series airfoil should be carried out as soon as possible to obtain dynamic data for the purpose of verification.
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**Nomenclature/Abbreviations**

- **c**: chord of airfoil (m)
- **$C_f$**: skin friction coefficient, $\tau_w/0.5pU_\infty^2$
- **$C_l$**: lift coefficient, $L/0.5pU_\infty^2c$
- **$C_p$**: pressure coefficient, $(p - p_\infty)/0.5pU_\infty^2$
- **$f$**: pitch oscillation frequency (Hz)
- **$f_v$**: frequency of shedding vortices
- **$k$**: reduced frequency, $\omega c/2U_\infty$
- **$L$**: lift force (N)
- **$p$**: pressure at one point (Pa)
- **$t$**: time (s)
- **$T$**: time period (s)
- **$T_c$**: characteristic time (s)
- **$U$**: velocity (m/s)
- **$U_\infty$**: free-stream velocity (m/s)
- **$y$**: height of the first grid in the boundary layer of the airfoil (m)
- **$y^+$**: dimensionless wall distance
- **$\alpha$**: angle of attack (deg)
- **$\alpha_t$**: angle of attack at flow time $t$ (deg)
- **$\alpha_0$**: mean angle of attack (deg)
- **$\alpha_{amp}$**: amplitude of angle of attack (deg)
- **$\Delta t$**: time step (s)
- **$\rho$**: density (kg/m$^3$)
- **$\tau_wx$**: wall shear stress in the x direction (Pa)
- **$\omega$**: angular frequency (rad/s)
- **2D**: two-dimensional
- **CFD**: computational fluid dynamics
- **CFL**: Courant, Friedrichs and Levy criterion
- **DES**: detached eddy simulation
- **DNS**: direct numerical simulation
- **dt1, dt2 . . .**: time step size 1, time step size 2 . . .
- **DU**: Delft University of Technology
- **FFT**: fast fourier transform
- **G1, G2 . . .**: grid case 1, grid case 2 . . .
- **LEV**: leading edge vortex
- **N-S**: Navier-Stokes
- **Pt1, Pt2 . . .**: point1, point2 . . .
- **RANS**: Reynolds-averaged Navier–Stokes
- **RNG**: renormalization-group
- **SST**: shear stress transport
- **UDF**: user-defined function
- **URANS**: unsteady Reynolds-averaged Navier–Stokes
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