A High-Efficiency Super-Resolution Reconstruction Method for Ultrasound Microvascular Imaging
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Featured Application: This work makes real-time imaging of tumor microvessels more realistic.

Abstract: The emergence of super-resolution imaging makes it possible to display the microvasculatures clearly using ultrasound imaging, which is of great importance in the early diagnosis of cancer. At present, the super-resolution performance can only be achieved when the sampling signal is long enough (usually more than 10,000 frames). Thus, the imaging time resolution is not suitable for clinical use. In this paper, we proposed a novel super-resolution reconstruction method, which is proved to have a satisfactory resolution using shorter sampling signal sequences. In the microbubble localization step, the integrated form of the 2D Gaussian function is innovatively adopted for image deconvolution in our method, which enhances the accuracy of microbubble positioning. In the trajectory tracking step, for the first time the averaged shifted histogram technique is presented for the visualization, which greatly improves the precision of reconstruction. In vivo experiments on rabbits were conducted to verify the effectiveness of the proposed method. Compared to the conventional reconstruction method, our method significantly reduces the Full-Width-at-Half-Maximum (FWHM) by 50% using only 400-frame signals. Besides, there is no significant increase in the running time using the proposed method. Considering its imaging performance and used frame number, the conclusion can be drawn that the proposed method advances the application of super-resolution imaging to the clinical use with a much higher time resolution.
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1. Introduction

Ultrasound has become a commonly used method of medical examination because of its fast, non-destructive and inexpensive characteristics. However, the main problem of ultrasound imaging lies in its low image quality. Compared to other modalities, such as the computed tomography (CT) and the magnetic resonance imaging (MRI), ultrasound imaging has a lower resolution. The reason is that the resolution of ultrasound imaging is limited by the emission wavelength [1]. Usually, the center frequency of the ultrasound is at the megahertz order, resulting in the wavelengths at the order of a hundred microns. With a resolution of this magnitude, it is not possible to observe the microvessels in microns, which are of great importance in the early diagnosis of cancer [2].

In 2016, M. Tanter et al. [3] proposed the epoch-making ultrasound imaging method called super-resolution ultrasound imaging. This method uses microbubbles as the resolution units and
breaks through the resolution limitations of traditional ultrasound imaging. Through continuous plane wave transmissions, the complete trajectory of microbubbles can be recorded. After trajectory tracking, tiny blood vessels can be observed. This technique was tested on rat cerebral vascular and has been proved to be effective [3].

The concept of ultrasound super-resolution imaging originates from optical imaging [4–6], and both processes are very similar [7–9]. In ultrasound super-resolution imaging, the beamformed images corresponding to the plane wave transmissions are preprocessed firstly by the wall filter [10,11]. Then following are the two most important steps of the reconstruction, the microbubble localization and the trajectory tracking [7].

The sub-pixel localization of a single microbubble with an accuracy below the diffraction limit is the basis of super-resolution reconstruction methods [12]. Because a single microbubble can be treated as an incoherent point source in the beamformed image sequence, the result of fitting a point-spread-function (PSF) model to an image of a point-like emitter is an estimate of the microbubble position, its imaged size and intensity. It has been shown that the Gaussian function provides a very good approximation of the real PSF of an ultrasound scanner [13]. The advantages of Gaussian PSF models are their simplicity, robustness, and computational efficiency. However, due to the lack of adaptability, the original Gaussian PSF has a limited accuracy for positioning.

As for the trajectory tracking, the scatter plot is the simplest and most common visualization method [14], and does not always provide high-quality results. A simple binary image is created with the pixel intensity value set to one at locations corresponding to microbubble positions. All other pixel intensity values are set to zero. This method is fast but does not reflect the density of microbubbles.

Due to the above problems, the existing reconstruction methods can only get good super-resolution results when the collected signals are long enough (usually up to 10,000 frames) [15]. In this paper, we propose a novel super-resolution reconstruction method, in which brand-new microbubble localization and trajectory tracking techniques were presented for better reconstruction results with fewer sampling frames. Taking the characteristics of ultrasound images and the microbubble density into consideration, we innovatively adopted the integrated form of the 2D Gaussian function [16] and the averaged shifted histograms (ASH) [17] for the two steps respectively. The introduction of the methods helps enhance the quality of the reconstructed images significantly, and in turn improves the imaging time resolution. In order to prove the validity of the proposed method, we conducted in vivo experiments on the kidney of a rabbit.

The structure of the paper is arranged as follows: Materials and Methods section introduces the mathematical background of our proposed method. The setup of in vivo experiments is also given in this section. The corresponding results are shown in the Experimental Results section. Analysis and discussion of the resulting data are given in the Discussion section. Finally, we draw our short conclusion in the Conclusion section.

2. Materials and Methods

2.1. Super-Resolution Imaging Process

The process of super-resolution ultrasound imaging is quite like that of the single-molecule localization microscopy (SMLM) in optics [4,6], which is usually decomposed into four steps as shown in Figure 1.

In the SMLM, the first step is imaging light-activated fluorescent molecules that act as tiny, randomly distributed pinpricks of light. The use of low light intensities and the fact that the molecules’ activation is inherently random ensures that only a sparse subset is turned on at any one time. Thus, these point-like light sources are separated by more than half a wavelength, so the image of each one (a blurred spot called the PSF) does not overlap with that of its neighbors. In ultrasound super-resolution imaging, the flowing microbubbles excited by the acoustic waves are similar to those molecules excited by the fluorescence. By controlling the injection concentration and injection volume,
2.2. Microbubble Localization

2.2.1. PSF Models

The impulse response of an ultrasound scanner to a point-like source is described by the PSF. A common approximation of the real PSF is a symmetric two-dimensional Gaussian function given by the formula [13]:

$$PSF_{G}(x, y|\theta) = \frac{\theta_N}{2\pi\theta_b^2} \exp\left(-\frac{(x - \theta_x)^2 + (y - \theta_y)^2}{2\theta_b^2}\right) + \theta_b,$$  (1)

where $PSF_{G}(x, y|\theta)$ gives the expected microbubble count at the integer pixel position $(x, y)$ for the parameters $\theta = [\theta_x; \theta_y; \theta_b; \theta_N; \theta_N]$. The entries of the vector $\theta$ are as follows: $\theta_x$ and $\theta_y$ are the sub-pixel microbubble (group) coordinates, $\theta_b$ is the imaged size of the microbubble (group), $\theta_N$ corresponds to the total number of the microbubbles at this position, and $\theta_b$ corresponds to the background noise level.
Though being simple, the original two-dimensional Gaussian function omits the prior knowledge about the imaging priori knowledge. The integrated form of a symmetric two-dimensional Gaussian function \cite{21} is used in our method to help take into account the discrete nature of pixels presented in ultrasound images. Assuming a uniform distribution of pixels with the unit size, a single microbubble intensity profile can be expressed as:

\[ PSF(x, y|\theta) = \theta_b E_x E_y + \theta_b, \]  

where \( PSF(x, y|\theta) \) gives the expected microbubble count at the integer pixel position \((x, y)\) for the parameters \( \theta = [\theta_x; \theta_y; \theta_p; \theta_b] \) and

\[
E_x = \frac{1}{2} \text{erf} \left( \frac{x - \theta_x + \frac{1}{2}}{\sqrt{2}\theta_p} \right) - \frac{1}{2} \text{erf} \left( \frac{x - \theta_x - \frac{1}{2}}{\sqrt{2}\theta_p} \right),
\]

\[
E_y = \frac{1}{2} \text{erf} \left( \frac{y - \theta_y + \frac{1}{2}}{\sqrt{2}\theta_p} \right) - \frac{1}{2} \text{erf} \left( \frac{y - \theta_y - \frac{1}{2}}{\sqrt{2}\theta_p} \right).
\]

2.2.2. Data Approximation

Given the approximate position of a microbubble (group) \((\tilde{x}_p, \tilde{y}_p)\) and a user-specified fitting radius \(r > 0\), we define \(D = \{-r, \ldots, r\} \times \{-r, \ldots, r\}\) as a set of integer \((x, y)\) coordinates, and \(\tilde{l}(x, y) = l(x + \tilde{x}_p, y + \tilde{y}_p)\) as intensity values of an \(l \times l\) sub-image centered at the point \((\tilde{x}_p, \tilde{y}_p)\) of the raw input image \(l\), where \(l = 2r + 1\) is the size of the subimage. The desired sub-pixel coordinates of the microbubbles are obtained as \(\tilde{x}_p = \hat{x}_0 + \tilde{x}_p\) and \(\tilde{y}_p = \hat{y}_0 + \tilde{y}_p\), where \(\hat{x}_0\) and \(\hat{y}_0\) define the sub-pixel refinements of the coordinates obtained by the data approximation.

To approximate the data with a PSF, least-squares methods are employed to minimize the sum of (weighted) squared residuals defined by the data approximation method \cite{22}

\[
X^2(\theta|D) = \sum_{x,y \in D} w \left( \tilde{l}(x, y) - PSF(x, y|\theta) \right)^2.
\]

Here the residual value for the \((x, y)\) data point is defined as the difference between the observed image intensity \(\tilde{l}(x, y)\) and the value approximated by the PSF \(PSF(x, y|\theta)\), where \(\theta\) are the PSF parameters. The residual value can be further weighted by \(w = 1\), making all measurements equally significant, or weighted by \(w = 1/\tilde{l}(x, y)\), which takes into account the uncertainty in the number of detected microbubbles \cite{23}.

The search for parameters \(\theta\) which minimize \(X^2(\theta|D)\), leads to an optimization problem formulated as \cite{24}

\[
\hat{\theta} = \arg\min_{\theta} X^2(\theta|D),
\]

which we solve by the Levenberg-Marquardt algorithm as implemented in the Apache Commons Math library \cite{25}. The starting point for the optimization process is computed from the data as the difference between the maximum and the minimum intensity values for the microbubble intensity \(\theta_b\), and as the minimum intensity value for the background offset \(\theta_b\). Users have to choose the starting point for the approximate microbubble (group) width \(\theta_p\). The sub-pixel refinement of the coordinates is obtained as \(\hat{x}_0 = \tilde{x}_0\) and \(\hat{y}_0 = \tilde{y}_0\), where \(\theta = [\tilde{x}_0, \tilde{y}_0, \ldots]\).

For constraining parameters of PSF models, the Levenberg-Marquardt algorithm used above searches for values of the parameters \(\theta\) over an infinite interval. The optimization process can therefore converge to a solution with negative values which is impossible for variables corresponding to the image intensity or to the standard deviation of a Gaussian PSF. We therefore limit the interval of possible values by transforming the relevant parameters and using PSF \((x, y|\tilde{\theta})\) in Equation (2) instead of PSF \((x, y|\theta)\). The transformation for a 2D Gaussian PSF model is \(\theta = [\tilde{x}_0, \tilde{y}_0, \tilde{\sigma}_x^2, \tilde{\sigma}_y^2, \tilde{\sigma}_b^2]\).
The optimization process is still unconstrained but will result in positive PSF parameters. Such a transformation also improves the stability of the fit.

2.2.3. Localization Uncertainty

Localization uncertainty works as an evaluation metric measuring the accuracy of microbubble positioning. Let \( \sigma \) be the standard deviation of a fitted Gaussian PSF, \( a \) is the super-resolution reconstructed pixel size, \( N \) is the number of microbubbles detected for a given location, and \( b \) is the background signal level in microbubbles calculated as the standard deviation of the residuals between the raw data and our fitted PSF model [26]. The uncertainty in the lateral position of a microbubble can be approximated by the following formula [27]

\[
\langle (\Delta x)^2 \rangle = \frac{\sigma^2 + a^2/12}{N} + \frac{8\pi \sigma^4 b^2}{a^2 N^2}.
\]  

(7)

As for the integrated Gaussian function, this formula still holds. Meanwhile, the \( \sigma \) is reduced and the localization accuracy increased.

2.3. Trajectory Tracking

Visualization (rendering) of the processed sequence data involves the creation of a new super-resolution image based on the coordinates of the localized microbubbles. The original scatter plot method [14] is a typical all-or-none tracking method. When a microbubble appears at a certain place, it is simply recorded and reflected with the constant gray level in the reconstruction result. It cannot display the density of microbubbles and the exact shape of the blood flow vessels. Thus, it has a negative impact on the imaging resolution. We solved this problem based on the histograms. Histograms are often used to estimate the density of data by counting the number of observations that fall into each bin [14]. In our case, a two-dimensional histogram of microbubble positions can be created with the bin size corresponding to the pixel size of the final super-resolution image. Thus, for every localized microbubble (group), the bin value (i.e., the image brightness) at the corresponding microbubble positions is incremented by one. For a random sample of size \( h \), the classic histogram takes the value

\[
\hat{f}(x) = \frac{\text{bin count}}{h}.
\]  

(8)

The histogram visualization optionally supports “jittering” of the microbubbles between frames. When enabled, a random number drawn from the normal distribution, with a standard deviation equal to the computed (or user-specified) localization uncertainty, is added to the coordinates of every microbubble position before creating the histogram. This step is applied several times and all generated histograms are averaged together. As the number of jitters increases, the final image approaches the result of the Gaussian rendering, whose result is often considered as the golden standard in the SMLM. It can reflect the density of microbubbles and depict an accurate vascular boundary. For a small number of jitters, the histogram visualization is much faster than the Gaussian rendering but the resulting images may appear noisy. To solve this problem, we introduced an improved visualization algorithm.

This visualization algorithm uses a density estimation approach based on ASH [16]. The averaged shifted histogram or ASH is a nonparametric probability density estimator derived from a collection of histograms [28], as shown in Figure 2. In the one-dimensional case, this method works by averaging \( n \) histograms with the same bin width \( \bar{w} \), but with the origin of each histogram shifted by \( \frac{\bar{w}}{n} \) from the previous histogram. In the multidimensional case, there are \( n^d \) multidimensional histograms averaged in total, i.e., for \( n \) shifts in each of \( d \) dimensions. In our implementation, the width of the histogram bin is determined as \( w = na \), where \( a \) is the pixel size of the super-resolution image. The number of shifts \( n \)
in the lateral and axial directions can be specified independently. A simple calculation shows that the ordinary ASH is given by

\[
\hat{f}(x) = \frac{1}{N} \sum_{i=1}^{n-1} \frac{(n - |i|) \text{bin count}_i}{h}.
\]  

(9)

The proposed method was evaluated using a New Zealand white rabbit model. Normal vasculature was imaged in the kidney of a healthy rabbit using the pulse inversion (PI) technique. The rabbits weighed 3.5–4.5 kg. Before the experiment, we carried out depilation on the rabbit’s abdomen. The in vivo scans were performed using the Verasonics ultrasound system (Verasonics, Kirkland, WA, USA) with channel-domain data acquisition capabilities. A 6.3 MHz, 128-element linear array transducer (L11-4v) (Verasonics, Kirkland, WA, USA) with a pitch of 0.30 mm was used and the sampling frequency was set to 36 MHz. One and a half cycle Gaussian envelope-modulated pulses with a carrier frequency of 4.5 MHz were used in order to capture the harmonic components. Entire images were acquired using plane-wave acquisitions at a frame rate of 750 Hz (pulse repetition frequency of 1500 Hz) and low mechanical index of 0.05. Short cine loop of 400 frames were acquired for the rabbit model. Sonovue (Bracco, Milan, Italy), a clinically approved commercial ultrasound contrast agent [29], was used in our experiment. The microbubbles were injected via the ear vein of the rabbit in bolus injections of 1 mL with concentration of 10 $\mu$L/Kg and flushed with an additional 1 mL of saline. All experimental protocols were under the approval of the ethics and academic committee with the number (FD-ZS2016-082).

2.4. In Vivo Experiment Setups

2.4.1. In Vivo Ultrafast Imaging

The proposed method was evaluated using a New Zealand white rabbit model. Normal vasculature was imaged in the kidney of a healthy rabbit using the pulse inversion (PI) technique. The rabbits weighed 3.5–4.5 kg. Before the experiment, we carried out depilation on the rabbit’s abdomen. The in vivo scans were performed using the Verasonics ultrasound system (Verasonics, Kirkland, WA, USA) with channel-domain data acquisition capabilities. A 6.3 MHz, 128-element linear array transducer (L11-4v) (Verasonics, Kirkland, WA, USA) with a pitch of 0.30 mm was used and the sampling frequency was set to 36 MHz. One and a half cycle Gaussian envelope-modulated pulses with a carrier frequency of 4.5 MHz were used in order to capture the harmonic components. Entire images were acquired using plane-wave acquisitions at a frame rate of 750 Hz (pulse repetition frequency of 1500 Hz) and low mechanical index of 0.05. Short cine loop of 400 frames were acquired for the rabbit model. Sonovue (Bracco, Milan, Italy), a clinically approved commercial ultrasound contrast agent [29], was used in our experiment. The microbubbles were injected via the ear vein of the rabbit in bolus injections of 1 mL with concentration of 10 $\mu$L/Kg and flushed with an additional 1 mL of saline. All experimental protocols were under the approval of the ethics and academic committee with the number (FD-ZS2016-082).

2.4.2. Radio-Frequency (RF) Data Processing and Wall Filtering

The RF echoes were first summed in order to separate the signal nonlinear component from the linear clutter. Then the second harmonics were filtered by a finite impulse response (FIR) bandpass filter with a 4 to 11 MHz passband and then beamformed with a delay-and-sum (DAS) beamformer. A wall filter based on the eigen-decomposition [30] was then used to separate the echoes of flowing microbubbles from the weak harmonic tissue clutter and stationary microbubbles.
Following References [10,30], the cut-off eigen-value was chosen as 0.2·max_eigen value. This is the lowest cut-off possible in order to include slow flowing microbubbles while removing clutter artifacts.

2.4.3. Methods for Comparison

Apart from the method in Reference [3] (Gaussian PSF deconvolution + scatter plot) and our proposed reconstruction method, a method based on super-resolution optical fluctuation imaging (SOFI) [31] is included for comparison too. This method calculates high-order moments for the microbubble localization and uses the power Doppler integral for the trajectory tracking. Generally, the SOFI method requires a short sampling sequence and short reconstruction time. In the meantime, the accuracy of its reconstruction results is not so good. In this method, the 4th order central moments of the RF signal were calculated for a single frame time-lag. In our method, \( a \) is set to 2 \( \mu m \) and \( n \) is set to 10. The super-resolution reconstruction algorithms are implemented in Matlab® and Image J® [32] with the Thunderstorm® plugin (version 1.3) [33] on a standard desktop PC with an Intel® Xeon® CPU E5-2637 v2 3.50 GHz with 64 GB of RAM.

2.4.4. Parameters Measurement

We use the Full-Width at Half-Maximum (FWHM), defined as the \(-6\) dB bandwidth for the mainlobe, and Peak Sidelobe Level (PSL), defined as the peak value of the first sidelobe, to quantify the performance of different methods for imaging microvasculars. The former corresponds to the lateral resolution and the latter corresponds to the sidelobe level. To compare the efficiency of different methods, we also record their runtime in seconds.

3. Experimental Results

In this section, the results of three different super-resolution imaging schemes are shown for comparison using the same ultrafast plane wave dataset.

3.1. Preprocess

In order to demonstrate the whole process of super-resolution imaging more clearly, we show the results of each step from the start in Figure 3. Figure 3a shows the imaging result after the DAS. As seen, the echoes of the background tissues are strong, and the microbubbles cannot be observed. After the wall filtering, the signal of the contrast agents has been highlighted in Figure 3b, but the structure of the microvessels still cannot be seen at this time. After super-resolution reconstruction using the Gaussian PSF deconvolution and scatter plot is taken, the microvascular structure is finally clearly displayed, as shown in Figure 3c.

![Figure 3](image_url)

*Figure 3.* The imaging results of rabbit kidney using: (a) DAS, (b) DAS + wall filter, and (c) DAS + wall filter + Gaussian PSF deconvolution + scatter plot respectively. All images are shown with a dynamic range of 50 dB.
3.2. Results of Different Methods

Figure 4 shows the super-resolution imaging results of three reconstruction algorithms for the same dataset. Because only the echoes of 400 sampling frames are used in the imaging process, the resolution of the image reconstructed by Gaussian PSF deconvolution and scatter plot is limited. The high-order moment calculation and power Doppler integration method performs better in suppressing the background noise but the resolution of the reconstructed image is worse and not satisfactory. As for the vessels in the right bottom corner pointed by the blue arrows, this method fails to figure them out. The proposed method presents the finest microvascular structure and also has a certain inhibitory effect on the artefacts. For the artefacts in the left bottom corner pointed by the yellow arrows, the proposed method has the best suppressing performance. In order to observe the details of the image more clearly, we selected and enlarged a specific area of the image, and the results are shown in Figure 5. The analysis object is the vessels at the top right corner marked by the orange rectangles in Figure 4. As the results show, the proposed method is the only one that can clearly display the microvascular structure, which suggests that our method obtains the best resolution.

![Figure 4. The super-resolution construction imaging results of rabbit kidney using: (a) Gaussian PSF deconvolution + scatter plot, (b) High-order moment calculation + power Doppler integration, and (c) Integral form of Gaussian PSF deconvolution + ASH respectively. All images are shown with a dynamic range of 50 dB. The orange, yellow and blue arrows point to the point target, artefact and the vascular details respectively. The orange box marks the area we choose to enlarge.](image1)

![Figure 5. Locally magnified (10 times) microvascular images of rabbit kidney using: (a) Gaussian PSF deconvolution + scatter plot, (b) High-order moment calculation + power Doppler integration, and (c) Integral form of Gaussian PSF deconvolution + ASH respectively. All images are shown with a dynamic range of 50 dB.](image2)
To further compare the resolution performance, Figure 6 shows the lateral variation of the point target on the right top corner in Figure 4, which is pointed by the orange arrows. As seen, our proposed method performs best in the lateral resolution while the moment calculation method performs worst.

![Figure 6. The lateral variation of different reconstruction methods for the point target at the right top corner.](image)

Table 1 gives the statistical results for the resolution and running time of different methods. The result is the same as that of qualitative observation. The best FWHM and PSL indices are obtained by the proposed method. In terms of FWHM, the value of the proposed method is reduced by half in comparison to the original Gaussian PSF method. Meanwhile, the reduction of the PSL exceeds 5 dB. Though our method is not the fastest, its running time is still in the acceptable range. Considering the short sequence that was used, the improvement in the time resolution by our method is obvious.

<table>
<thead>
<tr>
<th>Method</th>
<th>FWHM (μm)</th>
<th>PSL (dB)</th>
<th>Run Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian PSF deconvolution + scatter plot</td>
<td>7.72</td>
<td>-37.22</td>
<td>14.20</td>
</tr>
<tr>
<td>High-order moment + power Doppler integration</td>
<td>13.44</td>
<td>-26.46</td>
<td>9.27</td>
</tr>
<tr>
<td>Integral form of Gaussian PSF deconvolution + ASH</td>
<td>3.88</td>
<td>-42.35</td>
<td>17.11</td>
</tr>
</tbody>
</table>

4. Discussion

In this paper, we propose a new super-resolution construction method for ultrasound imaging. Compared to the existing methods [3,31,34–36], the innovations of the proposed method lie in two aspects. In the microbubble localization step, we adopt a new Gaussian PSF to measure the accurate location of the microbubbles. This kind of Gaussian PSF takes the discreteness of the ultrasonic imaging coordinates into consideration and obtains more accurate positioning result. In the trajectory tracking step, we introduce the ASH method. The ASH enjoys several advantages compared with the conventional histogram method: better visual interpretation, better approximation, and nearly the same computational efficiency. According to the comparison of the methods in Results, our method has two main advantages over the other super-resolution construction methods:

First, the proposed method acquires the best resolution. This is because our method takes into account the characteristics of ultrasonic imaging when calculating the PSF. Besides, a more accurate visualization method is adopted.

Second, our approach has better real-time performance. Basically, the frames needed for the reconstruction are decreased in our method, which in turn increases the frame rate.
Besides, our algorithm still keeps a low amount of computation. Thus, our proposed method makes a step forward to the real-time super-resolution imaging.

At present, our improved method has achieved good results in displaying the rabbit kidney microvessels. In order to further verify the effectiveness of the proposed method, we need to carry out more in vivo animal experiments and clinical experiments in the future.

5. Conclusions

This paper aims to improve the original super-resolution ultrasound reconstruction imaging method, and achieve more accurate imaging results with shorter acquisition dataset. To this end, a novel super-resolution reconstruction method is put forward. The integrated form of a symmetric two-dimensional Gaussian function is introduced to locate the microbubble center after wall filtering. Then, the ASH is employed to visualize the microvessels in the reconstruction result. In vivo experimental results demonstrate that our proposed super-resolution ultrasound reconstruction method can obtain better performance in comparison with the original method in Reference [3] and other methods using a shorter dataset. Although our method shows certain potential in the existing experiments, a clinical experiment is needed in the future.
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