Indoor Building Reconstruction from Occluded Point Clouds Using Graph-Cut and Ray-Tracing

Mattia Previtali, Lucía Díaz-Vilariño and Marco Scaioni

1 Politecnico di Milano, Department of Architecture, Built Environment and Construction Engineering, Via Ponzio 31, 20133 Milano, Italy; mattia.previtali@polimi.it (M.P.); marco.scaioni@polimi.it (M.S.)
2 Department of Natural Resources and Environmental Engineering, University of Vigo, Campus Lagoas-Marcosende, CP 36310 Vigo, Spain
* Correspondence: lucia@uvigo.es; Tel.: +34-986-813-499

Received: 4 July 2018; Accepted: 16 August 2018; Published: 1 September 2018

Abstract: Despite the increasing demand of updated and detailed indoor models, indoor reconstruction from point clouds is still in an early stage in comparison with the reconstruction of outdoor scenes. Specific challenges are related to the complex building layouts and the high presence of elements such as pieces of furniture causing clutter and occlusions. This work proposes an automatic method for modelling Manhattan-World indoors acquired with a mobile laser scanner in the presence of highly occluded walls. The core of the methodology is the transformation of indoor reconstruction into a labelling problem of structural cells in a 2D floor plan. Assuming the prevalence of orthogonal intersections between walls, indoor completion is formulated as an energy minimization problem using graph cuts. Doors and windows are detected from occlusions by implementing a ray-tracing algorithm. The methodology is tested in a real case study. Except for one window partially covered by a curtain, all building elements were successfully reconstructed.
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1. Introduction

Up-to-date 3D indoor models are being increasingly requested for the management of existing buildings. The modelling of as-built constructions can range from mesh and computer-aided design (CAD) models to building information models (BIM). While the two first representations are enough for visualization purposes, the reconstruction of semantically-rich representations such as BIM is required for a variety of applications in which, apart from the detailed geometry, semantics and topology play an important role. These applications are mainly routing and navigation [1], crisis management [2], energy efficiency analysis [3], and structural health monitoring, inter alia.

In spite of the increasing demand for updated and detailed indoor models, the reconstruction of indoor scenes continues to be in an early stage in comparison with outdoor reconstruction [4]. Dense point clouds, provided by reality-capture technologies such as laser scanner [5] and photogrammetry [6], are typically processed manually or semi-automatically to create 3D models of buildings. Even if the automatic reconstruction of buildings outdoors shares many properties (and problems) with the issues associated with indoor modeling, there are some specific challenges due to complex building layouts and the high presence of objects like furniture and wall-hangings causing clutter and occlusions [7].

The ongoing advances in the reduction of size and weight of terrestrial laser scanning sensors, together with improvements in indoor positioning techniques, have led to the development of productive Indoor Mobile Mapping Systems (IMMS) [5]. These systems may be cart-based [8],
backpack-based [9] or handheld-based [10] depending on the platform in which they are carried. The dynamic nature of the acquisition process has as a consequence a higher availability of 3D point cloud data from indoors, especially in terms of data completeness. In addition, not only the point cloud but also the trajectory followed by the system during the acquisition is usually available. This is because most of these systems are based on simultaneous localization and mapping (SLAM), which is a technique consisting of the construction of an incremental map of the unknown environment and the simultaneous localization within it [11].

The goal of this research was to develop an automatic method for modelling Manhattan-World (MW) indoor scenes on the basis of laser scanner data. An MW assumes that most man-made structures may be approximated by planar surfaces that are parallel to one of the three principal planes of a common orthogonal coordinate system. The presented methodology specifically copes with the presence of significant amount of clutter and occlusions that may cause a significant lack of data. The main assumption is the consideration of planar surfaces bounding the rooms. The large majority of existing residential buildings in modern cities are in line with this assumption. Doors and windows are also reconstructed. A ray-tracing algorithm was used to identify those regions that are occluded from every viewpoint and to distinguish these regions from openings in the surface.

The paper is organized as follows. Section 2 reviews the state-of-the-art techniques proposed in the recent literature for indoor modelling. Section 3 describes the methodology to be adopted for indoor reconstruction. Section 4 explains the conducted experiments and respective results and Section 5 is devoted to the conclusion of this work.

2. State-Of-The-Art

Most of the applications requiring indoor models need semantically-rich representations including not only geometry, but also semantics and topology. Although BIM is the traditional domain encoding all the relevant information of individual buildings, Geographic Information Systems (GIS) have become increasingly detailed and have begun to model 3D cities including indoors. In spite of the fact that GIS and BIM domains overlap in terms of building modelling, each domain still has its own focus and characteristics. BIM considers very detailed and semantically rich information on all the physical elements comprising individual buildings as they are designed or built. On the other hand, 3D GIS representations mainly supported by the CityGML data model are more focused on describing the information about the environment that is captured at different points in time. In this case, representations of indoor scenes are less detailed but included into the broad context of a city. Apart from CityGML, the Open Geospatial Consortium (OGC) published IndoorGML, an application schema of the Geography Markup Language (GML), focusing also on semantics, geometry, and topology of indoor environments. Nevertheless, this scheme does not extensively cover geometric and semantic properties to prevent overlap with other indoor building modelling standards such Industry Foundation Classes (IFC) data model and CityGML.

Several methods have been proposed in the recent literature for generation of indoor models. Their performance can hardly be compared since it mostly depends on the level of clutter and occlusions of the input point cloud and on the geometric, topological, and semantic detail of the output model. From this requirement, the ISPRS Benchmark on Indoor Modelling proposes the creation of a common framework for the evaluation and comparison of indoor modelling methods but it is still under development [12].

Recent methods dealing with indoor modelling can be classified into three categories according to the primitives they are reconstructing: linear-primitive, planar-primitive, and volumetric-primitive based [7].

In the first category, indoor modelling is based on floor plan extraction followed by extrusion, assuming walls as planar and vertical surfaces. These methods are generally performed on isolated floor levels and in the absence of clutter. Oesau et al. [13] develop a methodology for modelling floor plans by applying cell decomposition after line fitting followed by a graph cut optimization. Ref [14]
reconstructing buildings indoors from point clouds already distributed into separate rooms. In this case, the labelling step is also solved as an energy minimization problem. Both works apply to MW and non-MW structures. However, they deal neither with occluded wall surfaces nor with door and window reconstruction.

The planar-primitive approach consists of submitting point clouds to a planar primitive detection followed by a classification. Sanchez et al. [15] use Random Sample Consensus (RANSAC) to plane fitting and calculate their extents by using alpha shapes. Similarly a plane-sweep approach is used in [16,17] to find planar regions. However, even if these algorithms work well for extracting planar patches from the laser data, they do not consider the complete occlusion problem. These approaches are generally using ‘contextual-based’ reasoning to distinguish between building elements prior to plane fitting and intersection. Such approaches generate semantic labels of geometric primitives, and test the validities of these labels with a spatial relationship knowledge base [18]. The rule-coding process is generally quite complex and missing data may cause an incorrect application of rules.

The volumetric-primitive detection generally imposes a stronger regularity and the developed methods are so far restricted to MW structures. Furukawa et al. [19] introduced an inverse constructive solid geometry algorithm based on detecting wall segments in 2D sections which are combined to generate cuboids. Khoshelham and Díaz-Vilariño [20] developed a grammar-based methodology to reconstruct MW indoor spaces by iteratively placing, connecting, and merging cuboids. This methodology was further extended to extract the topological relations between indoor spaces for indoor navigation [21]. These approaches are productive in large-building reconstruction but they have been tested in the absence of clutter.

Apart from building bounding modelling, doors and windows are also permanent structures in indoor scenes and several methods have been proposed in recent years. A voxel-based labelling approach based on a visibility analysis [22] was proposed by [23,24]. The Generalized Hough Transform is used on wall orthoimages generated from colored point clouds to detect closed doors [25]. The methodology was further extended to classify door candidates into open and closed doors by studying the point-to-plane distribution of points close to the door candidate [26]. Another approach based on orthoimages is the one presented by [27], in which doors are detected by finding horizontal and vertical lines. Trajectories are also used to detect doors crossed during data acquisition with an IMMS [7]. Assuming doors as typically lower in height than the walls they are contained, doors are extracted from searching peaks in a vertical profile of the point cloud extracted along the trajectory. Another approach based on a ray-tracing algorithm to detect openings from occluded areas in a voxelized point cloud was implemented by [28].

3. Indoor Reconstruction Methodology

3.1. Overview

As previously anticipated, in this paper we present a technique for automatic indoor modelling (AIR) of buildings starting from point cloud data acquired with a mobile laser scanner (MLS). One of the key-points of the methodology is the capability to cope with a large amount of clutter and missing data.

The developed methodology takes as input a point cloud from indoor MLS (x-y-z coordinates), its trajectory, and a defined vertical direction (that generally coincides with the Z axis). From a formal point of view, the point cloud can be represented as a set of points \( P = \{ p_i \mid i \in [1, \ldots, N] \} \) in \( \mathbb{R}^3 \) while the continuous trajectory of the mobile laser scanner can be discretized into a set of points \( TR = \{ tr_k \mid k \in [1, \ldots, M] \} \) representing the scanner position during the acquisition process.

These prerequisites can be easily obtained in practice. Indeed, commercial and scientific MLS generally provide both point clouds of the crossed rooms and the scanner trajectory as an output of the acquisition step. In addition, the point clouds are provided with the z axis aligned to the vertical direction.
The presented methodology uses the previously listed inputs to reconstruct the indoor scene through a planar primitive detection and an indoor component reconstruction process. The adopted workflow is summarized in Figure 1.

![Workflow diagram]

**Figure 1.** Workflow of the developed methods for automatic indoor modeling (AIR) of building rooms. MLS = mobile laser scanner

In particular, since point clouds recorded with MLS are often corrupted with noise and outliers a first smoothing is carried out by using some statistical analysis and morphological operators (removal of isolated points). The consolidation of the raw point cloud reduces noise and increases the accuracy of the subsequent reconstruction steps. The normal for each point is then estimated using local plane fitting.

The core of the presented methodology is the transformation of the indoor reconstruction into the labelling problem of structural cells in the 2D floor plan. More precisely, the first step is the detection and estimation of the surfaces to be modelled (i.e., walls, ceilings, and floors). In particular, the extraction of the potential indoor primitives is detected by using a modified RANSAC implementation for extraction of planar surfaces. The extracted primitives are then refined to reduce under- and over-segmentation issues. The refined primitives are then considered as the input for the subsequent indoor component reconstruction.

However, due to occlusions and clutters, some walls may be missing in the data set. For this reason, an automated procedure is implemented to look for pending elements in a plausible way. To achieve this, the developed algorithm incorporates some architectural priors on indoor scenes, notably the prevalence of orthogonal intersection between walls—the Legolan building assumption [29]. In particular, the indoor reconstruction is formulated as an energy minimization problem using graph cuts to finalize the creation of walls.

Once the wall elements are defined, the remaining steps operate on each surface individually. In this phase, each planar surface is analyzed to identify and to distinguish between occluded regions and openings by using a ray-tracing algorithm [30]. This enables the identification and labeling of doors and windows, so that finally the occluded regions may be reconstructed in a realistic way.

The output of the methodology consists of a set of labeled planar patches (walls, floor, and ceiling), adjacency maps indicating connection between planes, and a set of openings detected within each planar patch. These patches are intersected one with another to form a simple surface-based model of the room. The transformation of a surface-based model into a volumetric based one is carried out by means of the commercial software Rhinoceros©. The geometric nodes of the room, along with any semantic information may be combined together to derive a semantically enriched model in CityGML and/or IFC format [31]. Indeed, both formats provide the description of building features not only as a simple geometry but also as the class of the feature it belongs to (i.e., its semantic). However, the semantic classification of the two formats is quite different both in terms of Level of Information (LoI) and in terms of class definition. In such a way, the reconstructed 3D model can be used to start the population of the BIM with further information (e.g., materials, etc.).
3.2. Point Cloud Consolidation

Raw indoor MLS point clouds often contain noise, and outliers especially near the openings (e.g., opened doors) and transparent regions (e.g., windows). This is mainly due to the fact that the laser scanner beam can pass through such regions causing sparse 3D points. In addition, MLS data presents generally much more noise than traditional static Terrestrial Laser Scanning (TLS) data that may arise in the wrong segmentation of the point cloud causing the generation of artifacts. To reduce the interference of subsequent planar primitive extraction the point cloud is first preprocessed with consolidated through noise smoothing and outlier removal. The noise smoothing is carried out by a statistical analysis of the point cloud. Since the raw data may contain outliers due to random measurement errors, for each point \( p_i \) the average distance \( d_i \) to its nearest \( k \) neighbors is computed.

Assuming that the result of average distances has a Gauss distribution, points falling outside a confidence interval \([\mu d_i - 2\delta d_i, \mu d_i + 2\delta d_i]\) are discarded. Parameters \( \mu d_i \) and \( \delta d_i \), represent the mean value and the standard deviation of the distances, respectively. A second removal filter is applied to remove isolated points. This filter uses both mathematical morphological opening operations and connected component analysis. In particular, stating from the point cloud, a volumetric voxel representation is created with a grid resolution \( V_R \). Then, the occupancy of each voxel is evaluated.

In particular, a binary representation of the space is provided:

\[
B(x, y) = \begin{cases} 
0, & n_c = 0 \\
1, & n_c > 0 
\end{cases}
\]

where \( n_c \) is the number of points in each voxel. Morphological opening operations are then employed to filter out isolated points. Indeed, a connected component analysis is used to detect the connected component in the voxel space. Making again the assumption that the size of the different connected component features a Gaussian distribution, the components whose size falls outside the interval \([\mu S_i - 2\delta S_i, \mu S_i + 2\delta S_i]\) are filtered out as isolated elements, while points belonging to those voxels are discarded. Parameters \( \mu S_i \) and \( \delta S_i \), represent the mean value and the standard deviation of the size of connected components, respectively. This voxel space is also used for the ray-tracing algorithm (see also Section 2).

Finally, starting from the point cloud after preliminary filtering, the local normal is estimated for each point. This task is operated by using the method proposed in [32]. For each point a plan is locally fitted considering a certain number of neighboring points, the number of considered points is iteratively increased until the estimated normal and the eigenvalues of the weighted covariance matrix \( C(\mathcal{N}_k(p)) \) reach stabilization:

\[
C(\mathcal{N}_k(p)) = \sum_{j \in \mathcal{N}_k(p)} (p_j - \mu_k)(p_j - \mu_k)^T \phi(\|p_j - p\|/h_k)
\]

where \( \mu_k \) is the weighted average of all points in \( \mathcal{N}_k(p) \), \( h_k \) is the radius of the smallest sphere containing \( \mathcal{N}_k(p) \) centered at \( p \), and \( \phi \) is a positive monotonously decreasing weighting function.

3.3. Planar Primitive Extraction

Once the point cloud is consolidated and for each point \( p_i \) its local normal \( n_i \) is computed, a planar primitive detection is carried out to identify potential planar room surfaces (walls, roofs, and ceilings). This stage is accomplished by using the segmentation strategy described in [33] (see also Figure 2, part a). In particular, the planar primitive detection is carried out by using a hybrid technique combining RANSAC algorithm [34] and region growing. In this implementation, major attention is paid to the reduction of so called ‘bad segmentation’ problems. Indeed, spurious results may be due to the fact that points constituting the maximum consensus to RANSAC planes are derived from different
objects. To reduce the effect of outliers and fine structures such as bumps and craters, the consensus to the RANSAC score function $F$ takes into account the following aspects:

- the number of points that fall within the $\varepsilon$-band around the plane; and
- to ensure that the points inside the band roughly follow the direction of a given plane, only those points inside the band whose normal do not deviate from the normal of the plane more than the defined angle $\alpha$ are considered as inliers for the guessed plane.

More formally, given a candidate shape $C$ whose fidelity is to be evaluated, $F$ is defined as follows:

$$F(C) = |P_\psi|$$ (3)

i.e., $F(C)$ counts the number of points in $P_\psi$. which is defined as:

$$P_\psi = \{p \mid p \in P \land |d(\psi, p)| < \varepsilon \land \arccos [n(p) \cdot n(\psi, p)] < \alpha\}$$ (4)

where $d(\psi, p)$ is the signed distance of point $p$ to the plane $\psi$, $n(p)$ is the normal in $p$ and $n(\psi, p)$ is the normal of $\psi$ in $p$’s projection on $\psi$. In particular, the signed distance function for a plane is given by:

$$d(x) = n, x - p > = < n, x > - < n, p >$$ (5)

where $n$, $|n| = 1$ is the normal to the plane and $p$ is an arbitrary point in the plane. The intuitive threshold value $\varepsilon$ for the Euclidean distance between a point and an estimated plane can be easily found.
by the user according to the instrumental noise and minimum point density for the acquired point clouds. All plane primitives whose supporting points are less than a threshold \( n_r \) are directly discarded.

The developed strategy tries to minimize spurious objects by refining the detected elements including topology information into the process. Indeed, points belonging to the same object should be sufficiently close while groups of points belonging to different objects should have a gap area. For this reason, a topology measure is introduced in the segmentation process by identifying objects supported by a connected component point data set. Similarly, once all objects are detected, over-segmented parts are combined together considering the topology properties of the extracted planes (i.e., similarity of normal vectors, perpendicular distance between planes and planes’ intersection). Clustering of detected elements is performed by using mean shift clustering [35].

Once the point cloud segments have been detected, a first semantic classification is operated to detect surfaces which constitute the ‘room box’ including walls, floor, and ceiling, see also Figure 2, part b. Indeed, detected segments may also include planar pieces of furniture (e.g., tables) that have to be excluded from the indoor modelling. In Figure 3 some steps related to the contour extraction for one room of the dataset used in the paper (see also Section 3) are shown. In particular, roof and ceiling surfaces can be easily detected looking for horizontal elements. Indeed, the floor can be designed as the horizontal plane having the lower height (Figure 3a,b). Conversely the ceiling is detected as the horizontal plane located at the highest level. In this way, the distance from floor to ceiling can be also worked out.

To determine the floorplan, first the walls of the room need to be detected (Figure 3c). This problem can be difficult due to possible clutter and occlusions, resulting in the fact that walls may have not been scanned and thus are pending in the point cloud. For this reason a proper completion is necessary in order to reconstruct these walls in a plausible way (Figure 3d). A first rough floorplan can be obtained by projecting the points belonging to the ceiling onto a horizontal plane. Indeed, the acquisition of the ceiling surface, due to its location, is generally less influenced by clutter and occlusions than other surfaces of the room.

![Figure 3](image_url)

**Figure 3.** Detection of room surface: (a) localization of the room addressed in this example; (b) planar elements classified as ceiling (purple) and floor (sand); (c) possible wall surfaces; (d) a wall portion is missing (red circle) due to occlusions, (e) occupancy map of the ceiling with real walls (green segments) and spurious boundaries (red segments) for Room 1, (f) detected primitives (green) and guessed ‘pending’ walls.
Usually, indoor environments with a standard usage feature most of the floor surface free for walking and moving around. The horizontal plane is discretized into cells of size $\beta_1 \times \beta_1$ where $\beta_1$ is set equal to the mean sampling resolution in the point cloud. Then an occupancy map is generated where one pixel represents elements where MLS data are available, and zero pixels are grid elements with no data. Starting from this binary rate map it is possible to derive pixels representing the boundary of ‘occupied’ cells which represent a first rough floorplan. Due to possible occlusions the obtained planes may contain some spurious boundaries, i.e., the ones not associated to a wall (Figure 3e). To validate the obtained boundaries, a check is done against the segmentation results. In particular, only vertical segments falling inside the cells labelled as boundary are considered as real wall surfaces. In indoor modeling applications, a single pending small wall may jeopardize the entire reconstruction of the floor plan. In the developed strategy, such gaps are filled by incorporating additional, unseen ‘pending’ walls [36]. In the indoor environment it is possible to observe that walls generally intersect orthogonally. For this reason ‘pending’ walls are guessed as orthogonal to the already detected and are added from the boundary of the recognized walls (Figure 3f).

3.4. Indoor Component Reconstruction

Starting from the detected and the guessed ‘pending’ wall derived from the planar primitive extraction phase (Figure 4a), the indoor building model is derived by applying a decomposition and labelling procedure based on cell complex labelling. To this end, the floorplan is decomposed into adjacent cells creating a 2D arrangement [37] which is set up by using both ‘detected’ and ‘pending’ walls. The cells are then labelled as ‘indoor’ and ‘outdoor’ by solving an energy minimization problem by using graph cut optimization [38]. The cell decomposition technique has been widely used in building ground plane generalization [39]. In particular, starting from the detected and ‘pending’ walls identified in the previous step the ground plan is partitioned into a set of cells generating a partitioning of the original space domain into convex polygonal cells (Figure 4b). After the cell decomposition, we obtain a 2D arrangement composed of a set of cells $T = \{T_k | K = 1, \ldots, k\}$, which are labelled as ‘occupied’ (within the room) and ‘empty’ (outside the room) cells.

![Figure 4](image_url). Example of cell complex construction: (a) detected and ‘pending’ walls and (b) induced cell complex.

Once having derived the cell complex, the floor plan reconstruction problem may be formulated as an optimal binary labelling of cells in the complex. Each cell is labelled as ‘empty’ or ‘occupied’ and the floor plan can be extracted as the union of all facets separating an ‘occupied’ cell from an ‘empty’ one. In this way an intersection-free boundary may be obtained. Graph cut is an optimization method for solving this type of binary labelling problem through a minimum cost cut on a graph [40]. An energy minimization score function is defined and the minimization problem can be handled using global graph cut optimization.

A unidirectional graph $G = (V,E)$ is defined as a set of nodes and a set of unidirectional edges to encode the set of cells $T$ and the label set $L = \{L_{empty} \text{ and } L_{occupied}\}$. The set of decomposition cells $T =$
\( \{T_k | K = 1, \ldots, k \} \) can be assigned to a set of vertices \( V = \{V_k | K = 1, \ldots, k \} \) connected with weighted edges. Each edge in the graph is assigned with a non-negative weight \( W_{uv} \). The set of edges \( E \) is composed of two parts: \( n \)-links (neighborhood links) and \( t \)-links (terminal links). Therefore, the set of edges may be expressed as \( E = N \cup T \subseteq V \times \{(S), (T)\} \) where \( N \) is the set of neighborhood links, while \( S \) and \( T \) represent the “source” and the “sink” model expressing foreground and background in the graph cut respectively. In particular, the source node is labelled as the empty space \( L_{\text{empty}} \) while the sink is the occupied space \( L_{\text{occupied}} \). In other words, the vertices \( V \) are the cells of the polygonal cell complex and the edges \( E \) link adjacent cells, i.e., they correspond to the facets of the complex augmented with two additional seeds, a source \( s \) and a sink \( t \), with edges from \( s \) to each cell and from each cell to \( t \). All edges have non-negative weights \( W \). A \( s - t \) cut \((S,T)\) is a partition of \( V \) into two disjoint sets \( S \) and \( T \) such that \( s \in S \) and \( t \in T \). The cost of an \( s - t \) cut is the sum of the weights of the edges from \( S \) to \( T \). An efficient algorithm with low-polynomial complexity exists to find the \( s - t \) cut with minimal cost, allowing a global minimization of the energy. The graph partitioning \((S,T)\) corresponds to a binary labelling of cells (Figure 5), where cells in \( S \) and \( T \) are respectively empty and occupied, and the cost of the cut corresponds to the energy of the associated surface. Weights of those edges joining the source or the sink penalize the associated cells, while weights of those edges between two cells penalize the associated facets. In particular, the energy function to be optimized is the following one:

\[
E = \lambda \sum_{i \in V} D_i(l_i) + (1 - \lambda) \sum_{(i,j) \in N} S_{ij}(l_i, l_j)
\]

where \( \sum_{i \in V} D_i(l_i) \) represents data term, i.e., the penalty of assigning every vertex to the \( t \)-link, while \( \sum_{(i,j) \in N} S_{ij}(l_i, l_j) \) is the smoothness term representing the cost of \( n \)-links between the adjacent vertices. \( S_{ij} \) is the pairwise cost for adjacent cells to ensure a smooth segmentation. Finally, \( \lambda \) is a weight in order to balance the data term and the smoothness term.

3.4.1. Data Term

The data term encloses the weights between the cells and the terminal nodes. Starting from the available data, some cells can be directly categorized as occupied (Figure 5a). In particular, all cells occupied by points belonging to the ceiling can be directly assigned to set \( T \). In a similar way, cells bordering an occupied cell and separated from it by a detected wall segment are set as empty. For this reason, weights of edges joining the sink to cells labelled as occupied are set to infinite and, in a similar way, edges joining the source to empty cells are set to infinite. The weights of the remaining edges between cells and terminal nodes are presented by using a method based on the ray casting method inspired by that found in [13,41]. This method essentially creates virtual rays connecting the scanner positions (which in the case of an MLS changes during the time) and a cell. If the rays intersect an edge detected as “real” in the previous step the tracing is stopped. On the other hand, in the case the ray traverses only “pending” walls the ray is cast. The rationale of this method is that the cells belonging to the interior space are more likely to intersect the rays than the exterior cells. In other words, the outer cells will have relatively low weights and the interior cells will have relatively large weights. More specifically, summarizing the previously listed cases we have:

If the cell is classified as occupied starting from ceiling occupancy:

\[
D_i(l_i) = \begin{cases} 
\infty & l_i \in \text{ext} \\
0 & l_i \in \text{int} 
\end{cases}
\]

(7)

If the cell is classified as empty starting from ceiling occupancy:

\[
D_i(l_i) = \begin{cases} 
0 & l_i \in \text{ext} \\
\infty & l_i \in \text{int} 
\end{cases}
\]

(8)
Otherwise:
\[
D_i(l_i) = \begin{ cases}
\frac{i_{\text{num}}}{\max_{\text{num}}} \cdot s_a \cdot l_{\text{ext}} & \text{if } l_i = \text{occupied AND } l_j = \text{occupied} \text{ OR } (l_i = \text{empty AND } l_j = \text{empty}) \\
\infty & \text{if } (l_i = \text{empty AND } l_j = \text{occupied}) \text{ OR } (l_i = \text{occupied AND } l_j = \text{empty}) \\
LE_{ij} & \text{other}
\end{ cases}
\] (9)
where \(i_{\text{num}}\) is the intersection number of each cell, \(\max_{\text{num}}\) is the maximum number of intersections in all cells and \(s_a\) is the reciprocal of each cell’s area.

To perform the \(s-t\) cut, the Kolmogorov’s max-flow algorithm is used [40]. Once having computed the \(S, T\) partitioning, the boundary of the occupied cells of the polygon partition gives the floor plan (Figure 5c,d).

3.4.2. Smoothing Term

A weight \(W_{ij}\) is defined to determine the weights of adjacent cells, denoting the shared edges between the connected cells. By using the previous classification between occupied and empty cells the weights of edges between two occupied cells and between two empty are set to infinite and the weights of edges connecting an empty and an occupied cell are set to zero. In this way, cells forming the inner part of the room are prevented from being erroneously labelled as empty or vice-versa. The weights of the remaining edges between cells are fixed equal to the length of the edge between the cells. This means that the \(s-t\) cut problem is aimed at minimizing the length of guessed walls segments (Figure 5b).

\[
W_{ij} = S_{ij}(l_i, l_j) = \begin{ cases}
0 & \text{if } (l_i = \text{occupied AND } l_j = \text{occupied}) \text{ OR } (l_i = \text{empty AND } l_j = \text{empty}) \\
\infty & \text{if } (l_i = \text{empty AND } l_j = \text{occupied}) \text{ OR } (l_i = \text{occupied AND } l_j = \text{empty}) \\
LE_{ij} & \text{other}
\end{ cases}
\] (10)

Figure 5. Example of indoor component reconstruction using ‘s–t cut’ for Room 1: (a) initial labelling considering ceiling occupancy; (b) graph construction and cost assignment; (c) final binary labeling with minimum cost; and (d) final complex labeling.
To perform the $s-t$ cut, the Kolmogorov’s max-flow algorithms is used [40]. Once having computed the $S,T$ partitioning, the boundary of the occupied cells of the polygon partition gives the floor plan (Figure 5c,d).

### 3.5. Element Classification and Opening Detection

Once all of the indoor structure is determined with wall elements the presence of the openings is investigated. Detecting the boundaries of openings, such as windows or doors in a wall is a complex task. While in façade reconstruction applications, windows are generally detected as holes in the facade point cloud [42], this does not generally hold for the indoor environment. Indeed, also occlusions and clutter produce significant holes in the point cloud which have to be distinguished from real openings. To this end ray-tracing labelling is performed and an occupancy map is generated [23].

In this step each room and more specifically each surface is separately processed. Once having previously defined the wall surface, points representing inliers for the defined plane can be easily recognized. The detected plane is then discretized into cells of size $\beta_2 \times \beta_2$ and then an occupancy map (denoted as OM) is generated on the basis of whether inlier points are detected at each pixel location or not. Without additional information, it is not possible to distinguish between a pixel that is truly empty and one that is merely occluded. This problem can be solved by using ray-tracing labelling to detect occlusion between the sensor and the analyzed surface. For this reason the scanning locations (position) should be known.

In particular, starting from the mobile scanner trajectory $TR = \{trk | k \in \{1, \ldots, M\} \}$ it is easily possible to identify the scanning points belonging to each room (Figure 6).

Let $P = \{P_1, P_2, \ldots, P_N\}$ be the set of scanned point for the room to be modelled. For each scan position $S_k$ a labelling $L_k$ is generated by tracing a ray from the scan location to each pixel $P_i(x,y,z)$ labeled as ‘empty’ in the occupancy map (OM).

Having defined cell location and the scan location it is possible to verify if the defined ray is traversing a voxel (generated in the point cloud consolidation step) that is labelled as occupied. If so this means that $P_i$ is occluded by some points in the scan and the cell is consequently labeled (Figure 7). On the other hand, if the ray is not traversing any occupied voxel the cell $P_i$ is recognized as a real empty area.
Figure 7. Ray-tracing labelling principle: point $P$ is marked as occluded because the ray connecting it to the scanner position $S$ traverses a voxel that is defined as occupied.

For the discretization of the voxel space a cylindrical buffer of three voxels is considered around the identified ray. After this ray-tracing labelling for all scan positions, $K$ labels for each pixel are obtained. Figure 8 presents an example of OM generation for a specific position $P_1$ in Room 1 (Figure 8a). As can be appreciated from Figure 8b, the door and another piece of furniture (pink segment) occlude a portion of the wall close to the entrance (Wall 1). In a similar way radiators (blue segment) occlude a portion of the wall under the windows (Wall 3). Starting from position $P_1$ OMs are generated for all the four detected walls of the room (Figure 8c–f). In particular, taking into consideration Wall 1 (Figure 8c) and Wall 3 (Figure 8e) it is possible to notice the classification of occluded areas (in red) and of openings (in green).

Finally, all the labels are combined in a final occupancy map (LF) adopting the following labeling rule:

\[
\text{If } L_0 = \text{empty and } L_j = \text{occluded}, \forall j = 1, 2, \ldots, K \implies L_F(i) = \text{occluded}
\]  

In other words, a cell is considered occluded if it is occluded from every scan-point.
In particular, the prevalence in building rooms of straight lines and orthogonal intersection is exploited to add additional constraints to enforce the modeling. Figure 8 presents an example of OM generation for a specific position in Room 1 (Figure 8a). As can be appreciated from Figure 8b, the door and another piece of furniture (pink segment) occlude a portion of the wall under the windows (Wall 3). Starting from position Wall 1 (Figure 8c) and Wall 3 (Figure 8e) it is possible to notice the classification of occluded areas (in red) and of openings (in green). In a similar way radiators (blue segment) occludes a portion of the wall close to the entrance (Wall 1). In a similar way radiators (blue segment) occlude a portion of the wall under the windows (Wall 3). Starting from position Wall 1 (Figure 8c) and Wall 3 (Figure 8e) it is possible to notice the classification of occluded areas (in red) and of openings (in green).

3.6. Element Classification and Model Generation

A procedure similar to the one described in [33] is used to classify openings into windows and doors as well as to recognize their shape. In particular, a hierarchical classification tree is used (Figure 9). Openings are classified as doors when they intersect with the ground floor. Once the raw shape of the openings is determined priors on indoor architecture are added to generate the room model. In particular, the prevalence in building rooms of straight lines and orthogonal intersection is exploited to add additional constraints to enforce the modeling.

![Hierarchical classification tree](image)

**Figure 9.** Hierarchical classification tree, orange diamonds are the conditions while blue rectangles represent room elements.
4. Applications and Accuracy Evaluation

This section presents the results of the adopted method on the data set used in this paper and discusses the parameter selection.

4.1. Data Sets

The methodology is tested in a real case study: an academic building indoors surveyed with the Indoor Modelling System Viametris IMS3D. The dataset is provided by the ISPRS Scientific Initiative on Indoor Modelling [12] and the technical characteristics of the laser device are summarized in Table 1.

**Table 1.** Technical characteristics of the Viametris IMS3D laser scanning device according to the manufacturer’s datasheet.

<table>
<thead>
<tr>
<th>Technical Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum measurement range</td>
<td>80 m</td>
</tr>
<tr>
<td>Data acquisition rate</td>
<td>600.10^3 points/s</td>
</tr>
<tr>
<td>Resolution</td>
<td>0.125° horizontal, 0.125° vertical</td>
</tr>
<tr>
<td>Angular Field of View (FoV)</td>
<td>360° x 360°</td>
</tr>
<tr>
<td>Relative accuracy</td>
<td>30 mm (0.1 to 10 m)</td>
</tr>
<tr>
<td>Absolute position accuracy</td>
<td>2 cm</td>
</tr>
</tbody>
</table>

The dataset corresponds to an acquisition carried out in a building of the Technische Universität Braunschweig (Germany) and it includes both the point cloud and the trajectory followed by the system during data acquisition (Figure 10). The complete indoor scene comprises 10 rooms belonging to the same floor although in this work just a set of seven rooms were processed.

![Figure 10. The data set provided by the ISPRS Scientific Initiative on Indoor modelling used as case study.](image)

4.2. Results

Figure 11 shows the reconstruction results for the data sets used. It is worth noting that all rooms were successfully reconstructed and all doors and windows detected except one window that was almost completely occluded by curtains, which is in conflict with the assumption of this method.

The list of parameters controlling the data processing are reported in Table 2. They may be categorized into four groups. The first one is mainly addresses point cloud smoothing and regularization. Indeed, even if the RANSAC extraction method is quite robust against noise and outliers the enhancement of the point cloud simplifies and speeds up the plan identification phase. In particular, the principal parameters in this step (and also of the element classification and occlusion labelling step) is the choice of the voxel grid spacing ($V_R$). The optimal $V_R$, as previously discussed, is a function of the mean sampling resolution of the point cloud and in particular, it should be slightly larger with respect to the average distance between points in the point cloud. Indeed, shorter spacing will produce computational overload and will determine the generation of a large set of disconnected components. On the other hand, larger spacing would result in a loss of the accuracy smoothing effect.
In particular, for the data set adopted in the experiments, $V_R$ was set 1.5 times the mean point spacing. A similar consideration can be formulated for parameters $\beta_1$ and $\beta_2$.

![Experimental results](image)

**Figure 11.** Experimental results: (a) the input point cloud and the analyzed area (green boundaries); (b) a detail of the analyzed area without the ceiling; (c) the reconstructed model without ceiling; and (d) a wireframe view of the model.

**Table 2.** Parameters adopted during data processing.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_R$</td>
<td>Voxel grid spacing</td>
</tr>
<tr>
<td>$K$</td>
<td>Neighbor size for estimation of normal</td>
</tr>
<tr>
<td>$n_c$</td>
<td>Number of points in each voxel</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Bandwidth for the RANSAC based plan extraction (i.e., maximum distance between inliers and the estimated plan in the RANSAC algorithm)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Maximum distance between local point normal and plan normal in the estimated plan during RANSAC processing</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>Cell size to generate binary image</td>
</tr>
<tr>
<td>$\tau_R$</td>
<td>Dominant line threshold</td>
</tr>
<tr>
<td>$n_R$</td>
<td>Minimum number of inlier points in RANSAC primitive</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Weight balancing the data term and the smoothness term</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>Cell size to generate the occupancy map</td>
</tr>
<tr>
<td>$V_R$</td>
<td>Voxel grid spacing</td>
</tr>
</tbody>
</table>
The second category of parameters is used to set point cloud processing and planar primitive extraction. Since the RANSAC plane detection is affected by noise and inaccuracy in normal estimation because of outliers and noise, parameters $\varepsilon$ and $\alpha$ are designed to compensate for these possible effects. The parameter $\tau_R$ governs the fusion of similar plans extracted by RANSAC and thus it is indeed designed to mitigate for over-segmentation problems. Indeed, an over-segmented point cloud is likely to be more prone to classification errors. In the presented example, $\tau_R = 2\varepsilon$ was selected for the plans distance and $\tau_R = \alpha$ for normal distances.

The parameter $\lambda$ weights the data term and the smoothness term in Equation (6). To test the contribution of these two terms in the final model, different values of $\lambda$ were tested. For lower values of $\lambda$, the smoothness term increased in favor of a smoother solution and consequently some details were filtered out (Figure 12). In the presented case, a value of $\lambda$ ranging between 0.5 and 0.8 provided the best reconstructed model.

![Figure 12](image_url)

**Figure 12.** ‘Cell complex’ reconstruction for the adopted data set: (a) detected primitives; (b) induced ‘cell complex’ with ‘pending walls’ (red); (c) initial labeling of the ‘cell complex’; (d) final labelling ($\lambda = 0.8$); and a detail of the complex with different values of $\lambda$ (e).
To evaluate the quality of the generated model the standard deviation of the unsigned distances between the original point cloud and the reconstructed objects (walls, floor, and ceiling) was used. Figure 13a,b presents point clouds colored with the absolute distance associated to the walls and ceiling, respectively. For the data set considered the RMS of the unsigned distance is slightly lower than 3.0 cm. This means that on average, the walls are reconstructed with a precision of about 3.0 cm (which can be considered comparable to the accuracy of the original point cloud). Figure 14a shows the histogram of residuals between the reconstructed model and point cloud for the walls, showing that more than 65% of the points has a distance from the reconstructed model smaller than 3.0 cm. The visualization of absolute distances (Figure 13a) thanks to a color-bar allows those walls or portions of walls having a larger discrepancy to the point cloud to be displayed rapidly. For example, a small portion of walls feature a standard deviation of 20 cm which is likely to mean that the reconstruction has been wrong or that the object is not really a portion of wall (e.g., it could be a piece of furniture). Indeed, assuming that there is no significant noise in the data, the factors that might influence the standard deviation of the models are the number of planes composing it and the amount of points which emerge from the wall (objects leaning against walls). Concerning the ceiling, a similar consideration can be adopted. However, the distribution of absolute distances follows an unusual path (Figure 14b). This is probably due to the fact that in the current implementation the case of a suspended ceiling (i.e., a ceiling with different heights in the same room) has not been considered. However, in the data set this situation occurred causing larger discrepancies in those areas, as in the yellow areas in Figure 13b.

![Figure 13. Point clouds colored with points-to-model unsigned distances for walls (a) and ceiling (b).](image_url)
Figure 14. Histogram of residuals between the reconstructed model and point cloud for walls (a) and ceiling (b).

A second test was performed on an extended area, including the central corridor, of the same dataset. The aim of this second test was to verify the robustness of the presented method in the case of a large amount of clutter. Indeed, due to the presence of moving people during the data acquisition phase the scene was characterized by significant clutter (Figure 15a). Also in this case results in terms of data completeness and data quality confirm the ones previously obtained. In particular, more than 81% of points has a discrepancy from the reconstructed model which is smaller than 4.0 cm.
The method was designed to extract watertight 2D floor plans and reconstruct in a plausible way occlusion both in 2D floor plans and in 3D walls. The obtained model can also include semantic information enhancing in this way the capacity of the adopted methodology to classify recognized component such as walls, doors, ceilings, and windows. The method proved to be robust against noise and occlusions. In the experiments carried out, the final models presented accuracies comparable with the quality of the input point cloud.

A major limitation to the full optimization of the method is due to the Manhattan-World domain assumption. Because of such an assumption, walls which build up the floor plan are assumed to be rectangular and intersect orthogonally. However, more complex room geometries such as the curved surfaces of triangular walls (as in the case of lofts) may occur in scanning indoor environments. In addition, also “pending walls” are assumed to rely on the Manhattan-World assumption. The methodology also relies on the assumption of horizontal and planar ceilings and floors. In order to reduce model assumptions, in our future work we are planning to reconstruct indoor scenes also taking into consideration cylindrical walls and spherical or freeform ceilings by using a hybrid indoor model representation combining mesh and geometrical primitives. Since the method is performed off-line, it cannot be used for real time localization.

5. Conclusions

This paper presented a method for indoor building modeling starting from MLS; the core of the methodology is the transformation of the indoor reconstruction into the labeling problem of structural cells in a 2D floor plan. The input data of the presented method are point cloud and scanner trajectory. The method was designed to extract watertight 2D floor plans and reconstruct in a plausible way occlusion both in 2D floor plans and in 3D walls. The obtained model can also include semantic information enhancing in this way the capacity of the adopted methodology to classify recognized component such as walls, doors, ceilings, and windows. The method proved to be robust against noise and occlusions. In the experiments carried out, the final models presented accuracies comparable with the quality of the input point cloud.

Figure 15. Corridor dataset: in the middle of the corridor due to the presence of people it presents a highly cluttered area (a), point clouds colored with points-to-model unsigned distances for walls (b), and histogram of residuals between the reconstructed model and point cloud for walls (c).
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