FOG De-Noising Algorithm Based on Augmented Nonlinear Differentiator and Singular Spectrum Analysis
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Abstract: A novel algorithm based on singular spectrum analysis (SSA) and augmented nonlinear differentiator (AND) for extracting the useful signal from a noisy measurement of fiber optic gyroscope (FOG) is proposed in this paper. As a novel type of tracking differentiator, augmented nonlinear differentiator (AND) has the advantages of dynamical performance and noise-attenuation ability. However, there is a contradiction in AND, i.e., selecting a larger acceleration factor may cause faster convergence but bad random noise reduction, whereas selecting a smaller acceleration factor may lead to signal delay but effective random noise reduction. To overcome the contradiction of AND, multi-scale transformation is introduced. Firstly, the noisy signal is decomposed into components by SSA, and the correlation coefficients between each component and original signal are calculated, then the component with biggest correlation coefficient is reserved and other components are filtered by AND with designed selection criterion of acceleration factor, finally the de-noising result is obtained after reconstruction process. There are mainly two prominent advantages of the proposed SSA-AND algorithm: (i) Compared to traditional tracking differentiators, better de-noising ability can be achieved without signal delay; and (ii) compared to other widely used hybrid de-noising methods based on multi-scale transformation, a parameter determination method is given based on the correlation coefficient of each decomposed component, which improves the reliability of the proposed algorithm.
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1. Introduction

Fiber optic gyroscopes (FOGs) are rotation sensors. By using optic wave information, FOGs can detect the phase shift induced by the so-called Sagnac effect [1]. FOGs have already been widely used in industrial and military applications due to the advantages of long life, simple structure, dynamic range and short start-up time.

The precision of FOGs output signal would be degraded due to errors. There are two types of error, which are deterministic error and stochastic error [2,3]. Deterministic errors are caused by bias, misalignment, and scale factors, which can be reduced by appropriate calibration methods. The stochastic errors are caused by environmental temperature variations, imperfect fabrication, and other electronic equipment interference, which mainly consisted by temperature drift and random noise. The drift can be compensated by establishing a temperature model. However, the temperature drift is submerged in noise, therefore it is necessary to reduce the noise at first. Many studies have
been explored to cancel out the random noise to improve the precision of temperature drift modeling and compensation. Multi-scale transformation method is a widely used technique for FOG de-noising, such as wavelet-based techniques [4,5], mode decomposition-based techniques [6–8], and singular spectrum analysis (SSA) [9,10]. By using multi-scale transformation methods, the signal can be decomposed from time-domain into frequency-domain, and then the high frequency noise can be extracted and eliminated, which are successfully applied for FOG de-noising especially for static signals, but fails in highly dynamic conditions. Optimal estimation method, such as Kalman filter, is another widely used technique for FOG de-noising [11,12]. To solve the divergent problem of Kalman filter, adaptive Kalman filters have been proposed [13–15], such as innovation based adaptive estimation, multiple models based adaptive estimation, and residual based adaptive estimation. Experimental results in literatures show that the Kalman filter based technique is promising for FOG de-noising both in static and dynamic conditions. However, the adjusting Kalman filter parameters for real-time filtering application still need to be improved. Moreover, many other de-noising methods have been reported for FOG in the literature, such as time-frequency peak filtering [16], forward linear predication [17], and hybrid de-noising algorithms [18]. These algorithms are available for FOG de-noising but still with the problems of complex model or time delay.

Recently, tracking differentiators have been widely used in signal tracking and differential estimation [19]. Additionally, the application of tracking differentiators on de-noising has attracted increasing attention from research community due to the excellent noise suppression ability. Many researchers have dedicated to developing various differentiators to achieve a satisfactory signal tracking and noise suppression result with good convergence property, such as sliding mode technique-based differentiator [20], finite-time-convergent differentiator [21], sigmoid tracking differentiator [22], and augmented nonlinear differentiator (AND) [23]. It is notable that the AND has the characteristics of global fast convergence and simple structure with promising noise-attenuation ability among the existed tracking differentiators, but the application of AND on gyroscope de-noising has never been reported. Compared to the widely used Kalman filter based de-noising method, tracking differentiators have the advantage of simple structure without pre-designed model.

Tracking differentiators have excellent advantages in signal de-noising. However, it must be pointed out that since the tradeoff always exists between the immunity to measurement noise and the speed of state recovery in observer theory, the differentiators must compromise between the noise filtering, and state reconstruction speed, i.e., better noise filtering property in signal differentiation is often achieved at the expense of noticeable time delay.

Motivated by above analysis, to develop a novel de-noising algorithm for FOG with advantages of strong noise suppression ability, simple structure, and delay-free, an SSA-AND algorithm is proposed. In addition, the superiority and effectiveness of the proposed de-noising algorithm in significantly reducing the noise is demonstrated through experiments. The main contributions of this article are summarized as follows:

- The idea of combining singular spectrum analysis (SSA) and augmented nonlinear differentiator (AND) for de-noising is firstly proposed, based on which the signal delay caused by AND is eliminated, and the de-noising ability is enhanced effectively.
- A parameter determination method for the proposed hybrid de-noising algorithm is proposed based on the correlation coefficient of each decomposed component.

The rest of paper is organized as follows: the description of proposed algorithm is given in Section 2; the simulation is shown in Section 3; Section 4 is experimental and verification; and at last the conclusion is given in Section 5.
2. Algorithm

2.1. Augmented Nonlinear Differentiator

In this section, some fundamental theorems on designing augmented nonlinear differentiator (AND) is introduced.

**Lemma 1 [23]:** Let \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \) be a locally Lipschitz continuous function with \( f(0,0) = 0 \), the following system is globally asymptotically stable with respect to the equilibrium point \((0,0)\):

\[
\begin{align*}
\dot{x}_1(t) &= x_2(t), x_1(0) = x_{10} \\
\dot{x}_2(t) &= f(x_1(t), x_2(t)), x_2(0) = x_{20}
\end{align*}
\]

(1)

provided that the solution of differential system (1) satisfies \((x_1(t), x_2(t)) \rightarrow 0 \) as \( t \rightarrow \infty \), where \((x_{10}, x_{20})\) is any given initial value. Then for any differential and bounded input signal \( v(t) \) with the condition of \( A = \sup_{t \in [0,\infty)} |v(t)| < \infty \), the solution of the following tracking differentiator:

\[
\begin{align*}
\dot{z}_{1R}(t) &= z_{2R}(t), z_{1R}(0) = z_{10} \\
\dot{z}_{2R}(t) &= R^2 f(z_{1R}(t)) - v(t), z_{2R}(0) = z_{20}
\end{align*}
\]

(2)

is convergent in the sense that: For every \( a > 0 \), \( z_{1R}, z_{2R} \) are uniformly convergent to the input signal \( v(t) \) and its derivative on \([a, \infty)\) as \( R \rightarrow \infty \), respectively. Additionally, \( R > 0 \) is referred as the acceleration factor.

**Lemma 2 [23]:** Suppose that there exist some positive constants \( \delta_1, \delta_2 > 0 \) such that \( \operatorname{sig}(x_1) \geq \delta_1 x_1, \operatorname{sig}(x_2) \geq \delta_2 x_2, 0 < \operatorname{sign2}(x_0) < \delta_1 \delta_2 \) for any \( x_0, x_1, x_2 \in \mathbb{R} \), then the following system is globally asymptotically stable with respect to the equilibrium point \((0,0,0)\) on the condition that \( a_0 > 0, a_1 > 0, a_2 > 0, b > 0 \):

\[
\begin{align*}
\dot{x}_0(t) &= x_1(t), x_0(0) = x_{00} \\
\dot{x}_1(t) &= x_2(t), x_1(0) = x_{10} \\
\dot{x}_2(t) &= -\operatorname{sig}(x_0(t); a_0, b) - \operatorname{sig}(x_1(t); a_1, b) - \operatorname{sig}(x_2(t); a_2, b), x_2(0) = x_{20}
\end{align*}
\]

(3)

where \( \operatorname{sig} \) denotes the sigmoid function. Then for any bounded input signal \( v(t) \), satisfying \( M = \sup_{t \in [0,\infty)} |v(t)| < \infty \), the solution of the following augmented nonlinear differentiator:

\[
\begin{align*}
\dot{z}_{0R}(t) &= z_{1R}(t), z_{0R}(0) = z_{00} \\
\dot{z}_{1R}(t) &= z_{2R}(t), z_{1R}(0) = z_{10} \\
\dot{z}_{2R}(t) &= -R^2 \left[ \operatorname{sig}(z_{0R}(t)) + \int v(\tau) d\tau; a_0, b \right] + \operatorname{sig}(z_{1R}(t)/R; a_1, b) + \operatorname{sig}(z_{2R}(t)/R^2; a_2, b), z_{2R}(0) = z_{20}
\end{align*}
\]

(4)

is convergent in the sense that: for every \( a > 0 \), \( z_{1R}, z_{2R} \) are uniformly convergent to the input signal \( v(t) \) and its derivative on \([a, \infty)\) as \( R \rightarrow \infty \), respectively. Additionally \( R > 0 \) is referred to as the acceleration factor.

It should be noted that in the absence of measurement noise, the estimation quality of the described tracking differentiator, such as the dynamic performance, is mainly dependent on the characteristic of acceleration function designed. Furthermore, Lemmas 1 and 2 also indicate that the approximation error can be made sufficiently small if acceleration factor is chosen as a high-gain than necessarily.

2.2. Singular Spectrum Analysis Algorithms

Singular spectrum analysis (SSA) algorithm consists of two complementary stages, which are decomposition and reconstruction, and both two steps contain two distinct steps. In this section, a brief description of SSA algorithm is presented. Let \( X = (x_1, \ldots, x_N) \) of length \( N \) denote an observed finite realization of a stochastic process. We assume that \( X \) has been corrupted by noise. It is noted that
only the decomposition process of SSA is used in our proposed method, therefore the description of reconstruction process is not given.

The decomposition stage starts with the embedding step, which maps the original times series to a sequence of multidimensional lagged vectors of size \( L \) by forming \( K = N - L + 1 \) lagged vectors \( X_i = (x_i, \ldots, x_{i+L-1})^T \), which have dimension \( L \) and \( 1 \leq i \leq K \). The matrix formed by these vectors is the trajectory matrix presented in Equation (5):

\[
X = [X_1 : \cdots : X_K] = (x_{ij})_{i=1}^{L,K} = \begin{pmatrix} x_1 & x_2 & x_3 & \cdots & x_K \\ x_2 & x_3 & x_4 & \cdots & x_{K+1} \\ x_3 & x_4 & x_5 & \cdots & x_{K+2} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ x_L & x_{L+1} & x_{L+2} & \cdots & x_N \end{pmatrix}
\]

The matrix \( X \) is a Hankel matrix, which means that the matrix has equal elements on the diagonals \( i + j = \text{constant} \).

The next step is the singular value decomposition (SVD) of the trajectory matrix \( X \) into a sum of biorthogonal elementary matrices of rank one. Take \( S = XX^T \) and the eigenvalues of \( S \) in the decreasing order of magnitude \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_L \geq 0 \), also the orthonormal system of the eigenvectors denoted by \( U_1, \ldots, U_L \) corresponding these eigenvalues. Let \( d = \max \{ i, \text{such } \lambda_i > 0 \} = \text{rank } X \), so if we denote \( V_i = X^T U_i / \sqrt{\lambda_i}U_iV_i^T \) and \( X_i = \sqrt{\lambda_i}U_iV_i^T \), where \( i = 1, \ldots, d \), then the SVD of the trajectory matrix \( X \) can be written as Equation (6):

\[
X = X_1 + X_2 + \cdots + X_d
\]

This work applies the useful property of Equation (6) to evaluate the contribution of each component \( X_i \) in the expansion of the original time series. It can be done as follows: Among all the matrices \( X_i \) of rank \( r < d \) (\( d \) id the number of \( \lambda_i > 0 \)), the matrix \( \sum_{i=1}^{d} X_i \) provides the best approximation to the trajectory matrix \( X \), which means that the Frobenius norm is minimum \( |X - X'|_F \). In practical terms, it means that the components contributing to form the original time series can be measured by Equation (7). Therefore, we can decide which components could be selected to perform the reconstruction stage by selecting the first values sorted in decreasing order of their contribution:

\[
\%\text{contrib} = \frac{\lambda_i}{\sum_{i=1}^{d} \lambda_i}
\]

2.3. Innovation Solutions

Inspired by the above problem analysis of AND, the question is focused on how to decompose the noisy signal into different components and filter the components with different appropriate acceleration factors. It is well known that singular spectrum analysis (SSA) is one of the representations of multi-scale transformation methods with good time-frequency analysis ability, which can adaptively decompose arbitrary signals into a set of components with different frequencies \([8,9]\). Moreover, experimental results have also shown that the SSA outperforms empirical mode decomposition (EMD) and WT in noise robustness. Therefore, SSA is selected for decomposing noisy signal before AND filtering. Another important issue needing to be resolved is how to determine the \( R \) of AND for each component obtained by SSA decomposition. If \( R \) is just determined by experience, the final de-noising result cannot be guaranteed. The correlation coefficient (CC) can be used to reflect the correlation degree between decomposed component and original signal. Therefore, CC is used here as a determination criterion for each \( R \) of AND. The steps of SSA combining AND is shown as follows:

Step 1: Decomposition. The signal \( X \) is decomposed into components by using SSA, which are \( u_1, u_2, \ldots, u_n \), respectively.

Step 2: Calculate CC for each component.
\[ CC_j = \frac{\sum_{i=1}^{m} (x_i - \bar{x})(u_{ji} - \bar{u}_j)}{\sqrt{\sum_{i=1}^{m} (x_i - \bar{x})^2 \sum_{i=1}^{m} (u_{ji} - \bar{u}_j)^2}} \quad i = 1, 2, \ldots m; \ j = 1, 2, \ldots n \] (8)

Step 3: Judge the biggest \( CC_j \) and select the corresponding \( u_j \), where \( u_j \) is the \( j \)th decomposed component by using SSA. Set an origin value of \( R \) which is the acceleration factor of AND, then AND is used to track \( u_j \) and \( d_u_j \) is obtained, where \( d_u_j \) is the tracking result output by AND. Calculate the difference between \( u_j \) and \( d_u_j \), if the difference is smaller than the defined threshold \( \theta \), then \( R \) is selected as \( R_j \), where \( R_j \) is acceleration factor of the \( j \)th AND for \( u_j \). If the difference is bigger than \( \theta \), adjusting the value of \( R \) until \( u_j - d_u_j \leq \theta \) is reached. The threshold \( \theta \) is defined as Equation (9) by experience, where \( q \) is the length of \( u_j \).

\[ \theta = \frac{\text{mean}\left\{\sum_{i=1}^{q} |u_j(i)|\right\}}{q \times 100} \] (9)

After \( R_j \) is determined, the other \( R_i \) can be calculated by Equation (10), where \( R_i \) is acceleration factor of the \( i \)th AND for \( u_i \), \( i = 1, 2, \ldots, n \), \( i \neq j \).

\[ R_i = \frac{CC_i}{CC_j} R_j \] (10)

Step 4: Design \( n \) ANDs for all the decomposed components by using the calculated \( R \) in Equation (10). Then each component is de-noised by the corresponding AND.

Step 5: Reconstruction. The last step is to get the final de-noising result by reconstruction. Note that \( u_j \) with the biggest \( CC_j \) is the most useful component of original signal according to the definition of correlation coefficient, therefore \( u_j \) will be reserved and this step can make sure that the time-delay would be avoid. The \( d_u_1, d_u_2, \ldots, u_j, \ldots, d_u_n \) are added together and the final de-noising result is obtained.

Since the proposed de-noising algorithm is the combination of AND and SSA, it is named as the SSA-AND algorithm.

3. Simulation

To present the superiority of the proposed SSA-AND de-noising algorithm, simulated noisy signal \( Z(t) = \cos(2\pi t/2700) + \cos(2\pi t/60) + \varphi(t) \) is employed for verification, where \( \varphi(t) \) is random white noise. Firstly, the noisy signal \( Z(t) \) is decomposed into components, as shown in Figure 1, we can see that the low frequency signal is extracted mainly in component 1 and high frequency noises are mainly in component 2, component 3, and component 4. Therefore, ANDs for each component should be designed separately. After decomposition, the next step is to calculate the CC of each component, as shown in Table 1, in which we can see that component 1 has the biggest CC. Then AND is applied on component1 to determine the first \( R \) of AND according to Step 3, then the other \( R \)s can be calculated by Equation (10), as shown in Table 1.
Next step is the application of ANDs on components with determined \( R_s \). It is of note that component 1 will be reserved directly without any processing, which can guarantee there is no signal delay or low frequency component. Figure 2 is the de-noising results of each component by using ANDs with determined \( R_s \). We can see that: The details of component 1 are reserved totally; component 2 is filtered by AND with \( R = 0.32 \) which makes part of the details is reserved, and signal delay is occurred compared to Figure 1b; and component 3 to component 4 are filtered by AND with bigger \( R_s \) which make a set of smooth de-noising results are obtained, and it goes without saying that the signal delays are occurred.

**Figure 1.** Decomposition results of \( Z(t) \): (a) component 1 of decomposition results; (b) component 2; (c) component 3; (d) component 4.

**Figure 2.** De-noising results of each component by using augmented nonlinear differentiator (AND) with determined \( R_s \): (a) component 1 without de-noising; (b) component 2 denoising result with \( R = 0.32 \); (c) component 3 denoising result with \( R = 0.22 \); (d) component 2 denoising result with \( R = 0.21 \).
The last step is reconstruction. All the filtered components in Figure 2 are added together and then the reconstruction result is obtained, which is shown as Figure 3c. Comparison between Figure 3a–c show that the noise is reduced effectively; comparison between Figure 3a–c show that there is almost no signal delay occurred after de-noising by the proposed SSA-AND algorithm due to the low frequency component1 is reserved totally; from Figure 3d it can be seen that the residual still exists, which means the noise-attenuation ability or signal distortion problem of AND still need to be considered which would be our future work.

Furthermore, to verify the robustness of the proposed SSA-AND de-noising algorithm, we added the corresponding noise with different signal-to-noise power ratios (SNRs) for simulation. Additionally, some other advanced de-noising methods, such as Adaptive Robust Kalman Filter (ARKF), Detrended Fluctuation Analysis-VMD (DFA-VMD), empirical mode decomposition-forward linear prediction (EMD-FLP) and traditional AND are employed for comparison. In ARKF algorithm, the measurement noise covariance matrix is adapted using the weighted covariance of the innovation sequence which improves its robustness [13]. In combination of DFA and VMD, the number of band-limited intrinsic mode functions (BLIMF) decomposed by VMD is determined by DFA, aiming to avoid the impact of over-binning or under-binning on the VMD de-noising [24]. EMD-FLP algorithm is a hybrid de-noising algorithm, by using which noisy signal is decomposed into intrinsic mode functions (IMFs) first, and then each IMF is de-noised by forward linear prediction (FLP) [18]. The comparison results are shown in Table 2, and we can see that the SNR can be improved by using SSA-AND algorithm effectively from SNR’s range from + 20 dB to −20 dB, which also proves the excellent robustness of the proposed method.

**Table 2.** Comparison of the singular spectrum analysis-augmented nonlinear differentiator (SSA-AND) to other de-noising methods with different signal-to-noise power ratios (SNRs). EMD-FLP: empirical mode decomposition-forward linear prediction; DFA-VMD: detrended fluctuation analysis-variational mode decomposition; ARKF: adaptive robust Kalman filter.

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>−20</th>
<th>−16</th>
<th>−9</th>
<th>−3</th>
<th>0</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>11</th>
<th>13</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMD-FLP</td>
<td>−14.51</td>
<td>−10.23</td>
<td>−3.63</td>
<td>1.76</td>
<td>3.29</td>
<td>7.85</td>
<td>9.67</td>
<td>11.96</td>
<td>15.79</td>
<td>18.34</td>
<td>21.15</td>
</tr>
<tr>
<td>DFA-VMD</td>
<td>−16.55</td>
<td>−12.35</td>
<td>−5.59</td>
<td>0.38</td>
<td>6.54</td>
<td>6.48</td>
<td>12.77</td>
<td>12.47</td>
<td>16.73</td>
<td>18.90</td>
<td>22.56</td>
</tr>
<tr>
<td>ARKF</td>
<td>−12.71</td>
<td>−9.21</td>
<td>−0.41</td>
<td>4.69</td>
<td>7.12</td>
<td>10.30</td>
<td>13.49</td>
<td>15.68</td>
<td>19.59</td>
<td>21.30</td>
<td>24.87</td>
</tr>
<tr>
<td>SSA-AND</td>
<td>−10.3</td>
<td>−4.78</td>
<td>0.75</td>
<td>4.33</td>
<td>9.02</td>
<td>11.87</td>
<td>12.93</td>
<td>16.75</td>
<td>17.33</td>
<td>19.90</td>
<td>21.88</td>
</tr>
</tbody>
</table>
4. Experimental and Verification

In this section, the output of FOG is employed for verifying the effectiveness of SSA-AND de-noising algorithm. Figure 4 is the experimental setup of FOG. The equipment is mainly including: Temperature control cabinet, a single axis FOG sensor, data acquisition system, computer, and (alternating current) AC-(direct current) DC converter. The diameter of the FOG is 11.5 cm, and the height is 2.5 cm.

![Experimental equipment arrangement of fiber optic gyroscope (FOG).](image)

In this work, two set of data are collected from two different FOGs with temperature changing from +10 °C to −10 °C to +10 °C, where the temperature change rate is less than 1 °C / min. The two FOGs are the same type but different production batch. Figure 5a is the collected data from FOG1, and Figure 6a is FOG2. From the two figures we can see that, during the temperature variation, there is an obvious drift trend which is submerged in large noises. To extract the precise drift, it is necessary to eliminate the noises effectively. The de-noising procedure by using SSA-AND algorithm for FOG output signal is the same as Section 2. The comparison results are shown in Figures 5 and 6.

![Comparison results of different de-noising methods for the signal of FOG1.](image)

**Figure 4.** Experimental equipment arrangement of fiber optic gyroscope (FOG).

**Figure 5.** Comparison results of different de-noising methods for the signal of FOG1: (a) original signal; (b) signal de-noised by AND with \( R = 0.5 \), the red circle shows the signal delay happens when using AND; (c) signal de-noised by DFA-VMD; (d) signal de-noised by EMD-FLP; (e) signal de-noised by ARKF; (f) signal de-noised by SSA-AND. AND: augmented nonlinear differentiator; DFA-VMD: detrended fluctuation analysis-variational mode decomposition; ARKF: adaptive robust Kalman filter; EMD-FLP: empirical mode decomposition-forward linear prediction; SSA-AND: singular spectrum analysis-augmented nonlinear differentiator.
white noise, and QN stands for the noise induced by A/D and D/A conversion. Therefore, ARW and QN are the most important parameters for the determination of noise. Figures 7 and 8 are the Allan standard deviation curves of de-noising results. Table 3 shows the quantitative de-noising results of different methods. Allan variance analysis has advantages in evaluating and identifying random noise coefficients. The random noise coefficients are Q (quantification noise, QN), N (angle random walk, ARW), B (bias instability, BI), K (rate random walk, RRW), and R (angular rate ramp, ARR), respectively. Among these parameters, ARW is the most widely used for representing the white noise, and QN stands for the noise induced by A/D and D/A conversion. Therefore, ARW and QN would be processed by AND except the component with the biggest correlation coefficient, and the remaining components will be reserved. While in the process of SSA-AND, almost all the components would be processed by AND except the component with the biggest correlation coefficient, and the smaller correlated components would be suppressed strictly, therefore the de-noising performance of SSA-AND algorithm is better. The principle of EMD-FLP algorithm decomposes the signal into IMFs by EMD and then filter each IMF by FLP, which is similar as our proposed SSA-AND algorithm. However, there is no selection criterion for the parameters of FLP for each IMF which means that it is hard to select the best parameters just by experience, therefore the de-noising result of EMD-FLP algorithm is not optimal. Compared to AND, DFA-VMD, and EMD-FLP, a better de-noising result can be obtained by using ARKF. But the de-noising result of ARKF is still not as smooth as SSA-AND algorithm, that is because ARKF is de-noising the signal in time-domain directly, while the SSA-AND algorithm is decomposing the time domain signal into different components firstly and then each component is de-noised independently which makes the de-noising process more specific. Besides, compared to ARKF, it does not need to pre-design any model in the application of SSA-AND, which makes the structure of the proposed algorithm simpler.

Moreover, Allan variance analysis is introduced to provide the quantitative comparison for de-noising results of different methods. Allan variance analysis has advantages in evaluating and identifying random noise coefficients. The random noise coefficients are Q (quantification noise, QN), N (angle random walk, ARW), B (bias instability, BI), K (rate random walk, RRW), and R (angular rate ramp, ARR), respectively. Among these parameters, ARW is the most widely used for representing the white noise, and QN stands for the noise induced by A/D and D/A conversion. Therefore, ARW and QN are the most widely used for representing the white noise, and QN stands for the noise induced by A/D and D/A conversion.
QN are the most important parameters for the determination of noise. Figures 7 and 8 are the Allan standard deviation curves of de-noising results. Table 3 shows the quantitative results. From Table 3 we can see that, after denoising, the ARW (N) and QN (Q) are reduced effectively. Take FOG1 as example, the ARW is reduced from 0.026 °/h\(^{1/2}\) to 0.0083 °/h\(^{1/2}\) by using the proposed SSA-AND algorithm, and the QN is reduced from 4.56 µ rad to 1.45 µ rad. Meanwhile, from Table 3 we can see that the SSA-AND algorithm performs better than other de-noising methods, which proves the superiority.

![Allan variances analysis for FOG1.](image1)

**Figure 7.** Allan variances analysis for FOG1.

![Allan variances analysis for FOG2.](image2)

**Figure 8.** Allan variances analysis for FOG2.

<table>
<thead>
<tr>
<th></th>
<th>Q (µ rad)</th>
<th>N (°/h(^{1/2}))</th>
<th>B (°/h)</th>
<th>K (°/h(^3/2))</th>
<th>R (°/h(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOG1</td>
<td>4.56</td>
<td>3.38</td>
<td>0.026</td>
<td>0.021</td>
<td>0.52</td>
</tr>
<tr>
<td>FOG2</td>
<td>3.38</td>
<td>0.026</td>
<td>0.021</td>
<td>0.52</td>
<td>0.63</td>
</tr>
<tr>
<td>AND</td>
<td>5.50</td>
<td>4.08</td>
<td>0.027</td>
<td>0.019</td>
<td>1.29</td>
</tr>
<tr>
<td></td>
<td>4.08</td>
<td>0.027</td>
<td>0.019</td>
<td>1.29</td>
<td>1.04</td>
</tr>
<tr>
<td></td>
<td>4.08</td>
<td>0.027</td>
<td>0.019</td>
<td>1.29</td>
<td>1.04</td>
</tr>
<tr>
<td>DFA-VMD</td>
<td>1.82</td>
<td>3.14</td>
<td>0.0091</td>
<td>0.020</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>3.14</td>
<td>0.0091</td>
<td>0.020</td>
<td>0.49</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>3.14</td>
<td>0.0091</td>
<td>0.020</td>
<td>0.49</td>
<td>0.63</td>
</tr>
<tr>
<td>EMD-FLP</td>
<td>3.51</td>
<td>3.34</td>
<td>0.019</td>
<td>0.020</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>3.34</td>
<td>0.019</td>
<td>0.020</td>
<td>0.52</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>3.34</td>
<td>0.019</td>
<td>0.020</td>
<td>0.52</td>
<td>0.63</td>
</tr>
<tr>
<td>ARKF</td>
<td>2.08</td>
<td>2.88</td>
<td>0.010</td>
<td>0.015</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>2.88</td>
<td>0.010</td>
<td>0.015</td>
<td>0.51</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>2.88</td>
<td>0.010</td>
<td>0.015</td>
<td>0.51</td>
<td>0.62</td>
</tr>
<tr>
<td>SSA-AND</td>
<td>1.45</td>
<td>2.70</td>
<td>0.0083</td>
<td>0.013</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>2.70</td>
<td>0.0083</td>
<td>0.013</td>
<td>0.48</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>2.70</td>
<td>0.0083</td>
<td>0.013</td>
<td>0.48</td>
<td>0.62</td>
</tr>
</tbody>
</table>

5. Conclusions

To minimize the random noise of FOG, an SSA-AND de-noising algorithm is proposed. Temperature experimental of FOG is carried out and the data are collected to verify the proposed SSA-AND algorithm. It can be concluded that the proposed SSA-AND algorithm has the best...
de-noising ability compared to other advanced de-noising algorithms, and the temperature drift of FOG can be extracted effectively without signal delay. The advantages of the proposed SSA-AND algorithm can be summarized as: (1) By combining SSA and AND together, the de-noising ability is enhanced effectively, and the signal delay caused by AND is eliminated; and (2) based on the correlation coefficient of each decomposed component, a parameter determination method for SSA-AND algorithm is proposed, which can be used as a reference for other similar hybrid de-noising methods based on multi-scale decomposition.
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