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Abstract: This paper investigates the cooperative anti-jamming distributed channel selection problem in UAV communication networks. Considering the existence of malicious jamming and co-channel interference, we design an interference-aware cooperative anti-jamming scheme for the purpose of maximizing users’ utilities. Moreover, the channel switching cost and cooperation cost are introduced, which have a great impact on users’ utilities. Users in the UAV group sense the co-channel interference signal energy to judge whether they are influenced by co-channel interference. When the received co-channel interference signal energy is lower than the co-channel interference threshold, users conduct channel selection strategies independently. Otherwise, users cooperate with each other and take joint actions with a cooperative anti-jamming pattern under the impact of co-channel interference. Aiming at the independent anti-jamming channel selection problem under no co-channel interference, a Markov decision process framework is introduced, whereas for the cooperative anti-jamming channel selection case under the influence of co-channel mutual interference, a Markov game framework is employed. Furthermore, motivated by Q-learning with a “cooperation-decision-feedback-adjustment” idea, we design an interference-aware cooperative anti-jamming distributed channel selection algorithm (ICADCSA) to obtain the optimal anti-jamming channel strategies for users in a distributed way. In addition, a discussion on the quick decision for UAVs is conducted. Finally, simulation results show that the proposed algorithm converges to a stable solution with which the UAV group can avoid malicious jamming, as well as co-channel interference effectively and can realize a quick decision in high mobility UAV communication networks.
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1. Introduction

Unmanned aerial vehicle (UAV) communication networks, as a kind of newly-developing wireless communication network, have become a hot research issue [1,2]. When important tasks are carried out, how to construct a reliable and robust UAV network is of great significance. In some cases, the existence of a malicious jammer will have a great impact on communications among UAVs, which motivates us to investigate the anti-jamming approach in UAV communication networks.

In the traditional anti-jamming research field, various techniques have been adopted, i.e., power control, uncoordinated frequency hopping (UFH) and frequency hopping spread spectrum (FHSS) [3]. However, there are some limitations using these techniques: (i) anti-jamming power control is ineffective under the circumstance of high jamming power; (ii) traditional UFH and FHSS consume a large amount of spectrum resources, and they are not able to work well under...
the dynamic spectrum environment [4–6]. As an example of the dynamic spectrum environment, the primary-secondary access scenario in cognitive radio networks has been investigated in [7]. In detail, the primary-secondary access scenario means the spectrum is owned by primary users and can be used by secondary users when it is idle. The spectrum holes, which can be accessed by secondary users, are time-varying, and the environment with spectrum holes is a kind of dynamic spectrum environment. Moreover, in [8], the authors investigated the distributed channel selection problem in an opportunistic spectrum access (OSA) system, in which the channel states are also time-varying. In [9], the authors studied the problem of distributed channel selection for interference mitigation in a time-varying environment, where the channels undergo block fading. This is also a kind of dynamic spectrum environment.

In addition, game theory [9–12], as a strong theoretical tool, is suitable to model the anti-jamming competitive scenario. Specifically, the Stackelberg game approach [12], as a kind of hierarchical game, has been widely used in the anti-jamming field. For example, in [13], the authors summarized the application of the Stackelberg game in anti-jamming dense networks and introduced several classical anti-jamming scenarios and system models. Moreover, an outlook on the application of the anti-jamming Stackelberg game was also made. In [14–16], the Stackelberg game approaches were adopted for the anti-jamming power control problem, where the user acted as the leader and the jammer acted as the follower of the game. Utility functions were designed, and Stackelberg equilibriums (SE) were also obtained via game approaches. Considering the channel selection problem under a malicious jamming environment, the authors proposed a hierarchical anti-jamming channel selection scheme using a Stackelberg game framework [17]. However, most existing studies under the Stackelberg game framework formulated the interactions between the user-side and jammer-side, which brought large deviation in information acquisition. In a word, studies focusing on anti-jamming channel selection under a dynamic jamming environment are of great importance. As an example of a dynamic jamming environment, in [14], the authors investigated the anti-jamming power strategies under the threat of a smart jammer. The jammer can adjust its jamming power adaptively according to the user’s transmission power. As the jamming power strategies are not fixed, we can call it the “dynamic jamming power environment”. Moreover, in [17], the authors investigated the anti-jamming channel selection problem, in which the channel selection strategies can be adjusted adaptively according to the users’ channel strategies, and we can call it the “dynamic jamming channel environment”. If the strategies of the jammer are not fixed, we view it as a kind of dynamic jamming environment.

In fact, the dynamic feature of the channel state, which means the channel states are time-varying, brings some challenges to anti-jamming channel selection. For example, the wireless canonical network, in which the channel states are time-varying and there is no information exchange among users, has been investigated in [18]. In addition, the mobility of UAVs also influences the receiver’s signal energy, causing the decline of communication quality [19]. In [20], the authors investigated the multi-stage spectrum access problem for a flying ad-hoc network (FANET). The Markov decision process (MDP) [21,22], as a decision framework under the dynamic channel environment, has been adopted widely. For the purpose of solving the MDP problem, Q-learning [23] methods are usually employed using a “decision-feedback-adjustment” structure to obtain the optimal strategy. For instance, in [21–23], the authors investigated the Markov decision process (MDP), Q-learning and the applications of MDP and Q-learning, but did not study the anti-jamming scenarios. In [4], the author formulated the anti-jamming decision problem as an MDP and obtained the best anti-jamming scheme via Q-learning. However, this work did not take the co-channel interference into consideration. In [24], the author dealt with the channel selection problem for cognitive networks via cooperative Q-learning, and in [25], a dynamic spectrum anti-jamming method in a fading environment was investigated. Furthermore, in [26], a deep Q network was built, and the anti-jamming channel selection problem was solved using a deep Q-learning method. These three works did not consider the multi-user case, which also ignored the existence of co-channel interference. In view of the multi-user scenarios in the anti-jamming field, the MDP problem has been extended to the Markov game [27], and several
learning algorithms were designed for multi-user scenarios. Nevertheless, [27] did not concern the UAV communication networks where malicious jamming and co-channel interference existed simultaneously. In [18], a multi-agent learning algorithm was proposed to obtain a stable solution for the dynamic spectrum access problem, while it did not concern the attack of a malicious jammer. In [28–30], some multi-user Q-learning methods were adopted, where users took actions independently. However, in those methods mentioned in [28–30], users’ states were influenced by each other, which led to unsteady learning environments and poor decision effects. In [31], the author studied the collaborative multi-agent reinforcement learning anti-jamming approach, with no concern about the feature of mobility in UAV communication networks.

Taking an overall consideration of the challenges and inspirations brought by the above studies, in this paper, we mainly focus on the anti-jamming channel selection problem under the dynamic environment, where the channel state and UAVs’ locations are time-varying. We also investigate two different threats to UAVs: malicious jamming and co-channel interference. The malicious jamming refers to the jamming attack launched by enemies or the opponent, and if the jamming signal occupies a channel, users are not able to communicate in this channel anymore. The co-channel interference refers to the interference signal caused by other users when they are communicating in the same channel. If there exists co-channel interference, users can still communicate via a CSMA or TDMA pattern. Malicious jamming has the purpose of destroying or degrading the communications of users subjectively, while co-channel interference does not have subjectivity.

Motivated by [14], we define the user’s utility as the trade-off between its throughput and cost. Considering the influence of co-channel interference and malicious jamming simultaneously, we firstly design the users’ throughput. While considering the cost of channel switching and the cooperation among users, which have a great impact on the users’ utilities, we introduce the channel switching cost unit and cooperation cost unit. Moreover, in our paper, a cooperative anti-jamming mechanism is constructed, in which users can realize information sharing and take actions jointly. Specifically, users in the UAV group sense the available channel state and co-channel interference signal energy and make a judgment whether they are influenced by co-channel interference. For the case where users are not influenced by co-channel interference, an MDP is formulated to model the anti-jamming problem for the users, and an independent Q-learning method is employed to obtain the users’ channel selection strategies. For the case where users are indeed influenced by co-channel interference, a Markov game is formulated, and a multi-agent Q-learning method is designed for UAV communication networks to obtain joint channel selections. Via using the learning experience, users can realize a quick anti-jamming channel selection decision in UAV communication networks. To sum up, the main contributions are summarized as follows:

- A cooperative anti-jamming mechanism is designed for UAV communication networks, where UAVs cooperate via joint Q table sharing. Considering the influence of co-channel interference, an MDP and a Markov game are formulated, respectively.
- An interference-aware cooperative anti-jamming distributed channel selection algorithm (ICADCSA) is designed for the anti-jamming selection problem. Without the influence of co-channel interference, an independent Q-learning method is adopted, while under the influence of co-channel interference, a multi-agent Q-learning method is employed.
- Simulation results exhibit the performance of the proposed ICADCSA, which can avoid the malicious jamming and co-channel interference effectively. Moreover, the influence of channel switching cost and cooperation cost are investigated.

Comparing this paper to our previous works [25,31], which studied the anti-jamming channel selection in wireless communication networks, and to our previous work [32], we summarize the main differences as: (i) The work in [31] investigated the multi-agent learning method for anti-jamming problem, and [25] considered the single reinforcement learning in a fading environment. However, neither of them took the mobility of UAVs into consideration; whereas in our paper, the anti-jamming channel selection approach in UAV communication networks is investigated, taking the mobility of
UAVs into consideration, which causes the variation of the co-channel interference level. Moreover, channel switching cost and cooperation cost are introduced, which influence the users’ utilities. (ii) In [32], we focused on the anti-jamming power control problem in UAV communication networks, whereas in this paper, the cooperative anti-jamming channel selection scheme is designed, and a cooperative anti-jamming algorithm based on multi-agent Q-learning is derived, which obtains strategies by interacting with the environment.

The rest of this paper is as follows. In Section 2, the system model and problem formulation are investigated. In Section 3, the interference-aware cooperative anti-jamming mechanism in the UAV group is designed. In Section 4, the proposed interference-aware cooperative anti-jamming distributed channel selection algorithm (ICADCAS) is shown, and the complexity is analyzed. Moreover, a discussion of the quick decision for UAVs is also presented. In Section 5, simulations and discussions are conducted. In the end, we make a conclusion and investigate future work in Section 6.

2. System Model and Problem Formulation

The system model is shown in Figure 1. We construct the UAV communication network, which is a kind of dynamic UAV canonical network. Moreover, we assume that there are \( N \) users and one malicious jammer in the system scenario. A user in the UAV canonical networks is a collection of multiple UAVs with intra-communications, and there is a heading UAV managing the whole cluster, transmitting command and control information or sharing some important messages. For simplicity, we assume that UAVs in the same cluster keep relatively static and denote one UAV cluster as one user. Examples of users in traditional canonical networks are given in [18,33]. Under these assumptions, we think when different users are close to each other, the existence of co-channel interference is a matter that influences the intra-communications of users. Moreover, in our system scenario, UAVs are under the threat of a malicious jammer and co-channel interference simultaneously. The locations of users in the UAV group are time-varying, and users can cooperate with each other via information exchange. The users’ set is denoted as \( \mathcal{N} = \{ 1, \ldots, n, \ldots, N \} \), and the available channel set for the user is \( \mathcal{M} = \{ 1, \ldots, m, \ldots, M \} \).

We consider two different cases of users’ transmissions: (i) When users are close to each other, and transmitting in the same channel, high received signal energy from other users causes them to be influenced by co-channel interference. (ii) When users are far away from each other, the received signal energy from other users is somehow low; thus, users are not influenced by co-channel interference. The mutual interference threshold \( \tau_0 \) is used to measure the influence of co-channel interference, that is: when the received co-channel interference signal energy is lower than \( \tau_0 \), the UAV communication network is not influenced by co-channel interference, and vice versa. The co-channel interference threshold \( \tau_0 \) is defined as the received signal energy threshold, which is transmitted from other users:

\[
\tau_0 = p_0 d_{lh}^{-a},
\]

where \( p_0 \) is the transmission power of users, \( d_{lh} \) is the co-channel interference distance threshold among users and \( a \) is the path-loss factor.

We assume that channel strategy \( a_n (t) \) means user \( n \) chooses channel \( c_n, c_n \in \mathcal{M} \), to transmit in time slot \( t \), \( a_{-n} (t) \) is the channel strategy combination of all users except user \( n \) and \( a_j (t) \) is the jamming channel. Note that in [31], the authors considered that if there existed co-channel interference in one channel, users were not able to transmit in this channel; while in our paper, we assume that if there exists co-channel interference, users can still transmit to their receivers via accessing the channel with a relatively fair pattern, which is more realistic. Then, the throughput of user \( n \) in slot \( t \) is expressed as:

\[
Tr_n (a_n (t), a_{-n} (t), a_j (t)) = \left( 1 - f (a_n (t), a_j (t)) \right) \frac{1}{I_{n} (c_n)} \log_2 \left( 1 + \frac{p_0 d_{lh}^{-a}}{N_0} \right),
\]
where $d_n$ denotes the distance between the transmitter and the receiver of user $n$, $P_n$ represents the user $n$’s transmission power and $N_{ox}$ represents the channel noise power. Moreover, $I_n(c_n, t)$ is the congestion degree of channel $c_n$ in the current slot, which is expressed as:

$$I_n(c_n, t) = \begin{cases} 1 + \sum_{x \in \mathcal{N} / n} f(a_n(t), a_x(t)), & P_xd_{x,n}^{-\alpha}(t) \geq \tau_0, \\ \ldots & \vdots \\ 1, & P_xd_{x,n}^{-\alpha}(t) < \tau_0. \end{cases}$$

(3)

where $P_x$ is the transmission power of user $x$, $x \in \mathcal{N} / n$ and $d_{x,n}^{-\alpha}(t)$ denotes the interference distance from user $x$ to user $n$, then $P_xd_{x,n}^{-\alpha}(t)$ can be viewed as the received signal energy from user $x$ to user $n$. $f(a_n(t), a_x(t))$ is an indicator function, which depicts the channel occupation of user $n$, shown as:

$$f(x, y) = \begin{cases} 1, & x = y, \\ 0, & x \neq y. \end{cases}$$

(4)

As is shown in Equation (2), $Tr_n(a_n(t), a_{-n}(t), a_j(t))$ depicts the user $n$’s throughput under the threat of malicious jamming and co-channel interference, and in Equation (3), the congestion degree $I_n(c_n, t)$ reflects the number of users who are influenced by co-channel interference.

![Figure 1](image-url). Cooperative anti-jamming UAV communication networks.

Different from [25,31], this work consider the channel switching of users and introduces the channel switching cost unit $W_s$ to evaluate the performance loss. Moreover, if users cooperate with each other and take actions jointly, a cooperation cost unit $W_c$ is also brought in. The introduction of channel switching cost makes it meaningful to investigate the variation of channel switching number, whereas the introduction of cooperation cost makes it interesting to decide whether to cooperate. Then, as a tradeoff between throughput and its cost, the utility of user $n$ in one time slot is defined as:

$$u_n(a_n(t), a_{-n}(t), a_j(t)) = Tr_n(a_n(t), a_{-n}(t), a_j(t)) - W_s\delta_s(a_n(t), a_n(t - 1)) - W_c\delta_c(I_n(c_n, t)),$$

(5)

where $\delta_s$ and $\delta_c$ are indicator functions for channel switching and cooperation and can be expressed as:
\[ \delta_s (a_n (t), a_n (t - 1)) = \begin{cases} 1, & a_n (t) \neq a_n (t - 1), \\ 0, & a_n (t) = a_n (t - 1). \end{cases} \]  

\[ \delta_c (I_n (c_n, t)) = \begin{cases} 1, & I_n (c_n, t) > 1, \\ 0, & \text{otherwise}. \end{cases} \]  

\( \delta_s = 1 \) indicates that channel switching occurs at the beginning of the current slot, whereas \( \delta_s = 0 \) means that the user keeps its channel strategy. \( \delta_c = 1 \) indicates that the users are influenced by co-channel interference, cooperate with each other and take joint channel actions, whereas \( \delta_c = 0 \) means users choose channels independently. The optimization object of user \( n \) is:

\[ a_n (t) = \arg \max_{a_n (t) \in M} u_n (a_n (t), a_{-n} (t), a_j (t)). \]  

Every user in the UAV group wants to employ an optimal anti-jamming channel selection strategy for the purpose of maximizing its utility. However, due to the dynamic feature of the jamming channel and the time-varying locations of UAVs, solving the optimization problem is challenging. Therefore, in the next section, we combine MDP, the Markov game and Q-learning to investigate and solve the anti-jamming channel selection problem in UAV communication networks.

3. Interference-Aware Cooperative Anti-Jamming Mechanism in the UAV Group

In this part, the interference-aware cooperative anti-jamming mechanism in the UAV group is designed and analyzed. According to the wideband spectrum sensing and co-channel interference sensing of users, the process of the designed cooperative anti-jamming mechanism is shown in Figure 2.

![Figure 2. Interference-aware cooperative anti-jamming mechanism in the UAV group.](image)

The details are shown as follows. After users accomplish transmissions with their receivers, they conduct the step of wideband spectrum sensing (WBSS) and co-channel interference sensing. In detail, wide spectrum sensing is used to obtain the current channel state, whereas the co-channel interference sensing is to judge whether other users are flying closer so that users are influenced...
by co-channel interference. If users are influenced by co-channel interference, a Markov game is
formulated to model the cooperative anti-jamming problem, and every user has to avoid the jamming
channel, as well as avoid the co-channel interference channel for the purpose of realizing higher utility.
If users judge that they are not influenced by co-channel interference, a Markov decision process is
able to formulate the coming optimization problem, and each user makes the anti-jamming decision
independently via the single Q-learning approach.

3.1. Markov Decision Process

As was mentioned above, when users are not influenced by co-channel interference,
the anti-jamming channel selection problem can be formulated as a Markov decision process (MDP),
and each user’s strategy is independent. Motivated by [21,22], we define MDP as:

Definition 1. When users are free from the influence of co-channel interference, the Markov decision process of
user \( n \) can be express as \((S_n, A_n, R_n, T_n)\), where:

- \( S_n \) is the discrete set of user \( n \)'s environment. \( s_n(t) = (f_n(t), f_j(t)) \), \( s_n(t) \in S_n \) is the environment
  state of user \( n \) at time \( t \). \( f_n(t) \) and \( f_j(t) \) represent user \( n \)'s transmission channel and jamming channel,
  respectively. In this case, user \( n \)'s state is not influenced by other users.
- \( A_n \) is the channel strategy set of user \( n \); \( a_n(t) \in A_n \) denotes the channel selection strategy under the state
  of \( t \) moment; similarly, user \( n \)'s strategy is not influenced by others.
- The reward function of user \( n \) is \( R_n \), which satisfies \( S_n \times A_n \rightarrow R_n \). Specifically, for every state \( s_n(t) \),
  user \( n \) can obtain a reward with action \( a_n(t) \).
- The state transition function \( T_n \) satisfies \( S_n \times A_n \rightarrow T_n \). Moreover, it also meets the Markov property,
  shown as:

\[
P [s_n(t + 1) \mid s_n(t), a_n(t), \ldots, s_n(0), a_n(0)] = P [s_n(t + 1) \mid s_n(t), a_n(t)], \quad a_n(t) \in A_n, s_n(t) \in S_n.
\]  

(8)

For each user in the UAV group, the corresponding Markov decision process can be solved using the single
Q-learning method. Optimal anti-jamming selection strategies can be derived, as well.

3.2. Single Q-Learning

Motivated by [22,24,25], we think the single Q-learning method is suitable for the case where the
UAV group is not influenced by co-channel mutual interference. In the traditional single-Q learning
algorithm, every user maintains and updates its independent Q table \( Q^n \); for user \( n \), the updating
process of Q function is shown as:

\[
Q^n_{t+1} (s_n(t), a_n(t)) = (1 - \lambda_n) Q^n_t (s_n(t), a_n(t)) + \lambda_n \left[ r_n(t) + \gamma_n V_n(s'_n) \right],
\]

(9)

where \( \lambda_n \) is the learning rate of user \( n \) and \( \gamma_n \) represents the discount factor for Q table update. \( r_n(t) \)
is the immediate reward of user \( n \) while taking action \( a_n(t) \) under environment \( s_n(t) \), which also can
be viewed as the normalized utility, which is:

\[
r_n(t) = (1 - f(a_n(t), a_j(t))) \frac{1}{I_n(c_n, t)} - w_s \delta_s(a_n(t), a_n(t - 1)) - w_c \delta_c(I_n(c_n, t)),
\]

(10)

where \( w_s \) and \( w_c \) are the normalized switching cost unit and normalized cooperation cost, respectively.
The relationship between \( W_s \) and \( w_s \), \( W_c \) and \( w_c \) is:

\[
w_s = \frac{W_s}{\log_2 \left( 1 + \frac{p_1}{N_{CW}} \right)}, \quad w_c = \frac{W_c}{\log_2 \left( 1 + \frac{p_2}{N_{CW}} \right)}.
\]

(11)
$V_n(s'_n)$ is the value function of user $n$; in single Q-learning, $V_n(s'_n)$ can be expressed as:

$$V_n(s'_n) = \max \{ Q^n_t(s'_n, a) \}.$$  \hspace{1cm} (12)

The defined value function $V_n(s'_n)$ can be viewed as finding the highest benefit in user $n$’s “memory” under state $s'_n$. Each user in the UAV group adopts independent Q-learning via a “decision-feedback-adjustment” and can converge to an optimal channel selection strategy [34]. As the channel switching cost is introduced, it makes sense for users to decrease their channel switching number.

3.3. Markov Game

When users are under the influence of co-channel interference, the anti-jamming channel selection problem can be formulated as a Markov game; each user’s strategy is related to other users’ strategies. Thus, all users in the group take joint actions to fight against the malicious jammer and avoid co-channel interference as much as possible. Inspired by [27], we define the Markov game as:

**Definition 2.** When users are influenced by co-channel interference, the anti-jamming channel selection problem can be formulated as a Markov game, which can be expressed as $G = \{ S, A, T, R_1, ..., R_N \}$. The details are shown as follows:

- $S$ is the discrete state set. In the cooperative anti-jamming issue, $s(t) = (f_1(t), ..., f_N(t), f_j(t))$, $s(t) \in S$ represents all users’ states and the jammer’s state. Users’ states are correlative.
- Denote $A_n$ as the channel selection set of user $n$, and $A$ is the joint action set of all users in the UAV group. The action space is $A = A_1 \times \cdots \times A_N$.
- $T$ is the state transition function, and the state space is $S \times A \times S$, which satisfies $\sum_{s' \in S} T(s, a, s') = 1$. Specifically, $a$ is the joint channel selection strategy, and $s$ is the current state. $s'$ is the coming state after all users take joint action $a$ under state $s$. The state transition function $T$ satisfies the Markov property, as well.
- $R_1, ..., R_N$ are the reward functions of each user, and they satisfy $S \times A \rightarrow \mathbb{R}_n$, $n \in \mathbb{N}$. For UAVs in the group, no matter what joint actions are being taken, each one can obtain an immediate reward.

Aiming at two different states in the UAV group, the anti-jamming channel selection problems are formulated as a Markov decision process and a Markov game, respectively. For the Markov decision process, the single Q-learning approach is used to obtain each user’s optimal channel selection strategies; whereas for the Markov game, the multi-agent learning method is adopted for the purpose of acquiring the joint channel selection strategies for all users.

3.4. Multi-Agent Q-Learning

Inspired by [30,31], we aim at the case where UAVs are influenced by co-channel interference and design a cooperative anti-jamming channel selection algorithm based on multi-agent Q-learning. In the proposed multi-agent Q-learning, each user maintains and updates a Q table $\tilde{Q}^n_t$, which is based on joint action $a(t)$. Similar to single Q-learning, the Q function updates using the following rule:

$$\tilde{Q}^n_{t+1}(s, a(t)) = \left(1 - \lambda_n\right) \tilde{Q}^n_t(s, a(t)) + \lambda_n \left[ \tilde{r}_n(t) + \tilde{\gamma}_n \tilde{V}_n(s') \right],$$  \hspace{1cm} (13)

where $\lambda_n$ is user $n$’s learning rate under joint action and $\tilde{\gamma}_n$ is the discount factor correspondingly. $\tilde{r}_n(t)$ denotes the user $n$’s immediate reward when taking joint action $a$ under state $s$. Moreover, $\tilde{r}_n(t)$ represents the normalized utility under joint action, which can also be shown as:

$$\tilde{r}_n(t) = \left(1 - f(a_n(t), a_j(t)) \right) \frac{1}{I_n(c_n, t)} - w_\delta (a_n(t), a_n(t-1)) - w_\epsilon (I_n(c_n, t)).$$  \hspace{1cm} (14)
\( \tilde{V}_n (s') \) is the user \( n \)'s value function in multi-agent Q learning, which is:

\[
\tilde{V}_n (s') = \bar{Q}_n^t (s', a^*),
\]

(15)

where \( a^* \) represents the best joint action when all users' total benefit reaches the maximum. \( a^* \) can be expressed using the following equation:

\[
a^* = \arg \max N \sum_{n=1}^{N} \bar{Q}_n^t (s', a).
\]

(16)

Without loss of generality, either in single Q-learning or in multi-agent Q-learning, the \( \epsilon \)-greedy policy is introduced for the purpose of avoiding the local optimum. Moreover, it is obvious that indicator function \( \delta_c = 0 \) in single Q-learning and \( \delta_c = 1 \) in multi-agent Q-learning. As in single Q-learning, users take actions dependently, while in multi-agent Q-learning, users cooperate with each other to avoid co-channel interference. Note that in [34], the author investigated the convergence of multi-agent Q-learning and proved that the multi-agent Q-learning can converge to an optimal joint action, so we will not discuss the convergence analysis in our paper. Moreover, as the cooperation cost is introduced, the utilities of users may decrease in multi-agent Q-learning due to joint Q-table sharing.

4. Interference-Aware Cooperative Anti-Jamming Distributed Channel Selection Algorithm

In this section, the interference-aware cooperative anti-jamming distributed channel selection algorithm is designed, and then, the complexity analysis is described.

4.1. Algorithm Description

As is shown in Figure 3, the anti-jamming distributed channel selection framework under different cases is depicted. In the left part of Figure 3, the anti-jamming distributed channel selection framework under the influence of co-channel interference is designed. Users in the UAV group adopt a “joint action-feedback-adjustment” idea and realize cooperative anti-jamming using multi-agent Q-learning. In this framework, users ought to cooperate with each other to share the joint Q table so that they can take joint actions. In the right part of Figure 3, the anti-jamming framework under the case where users are not influenced by co-channel interference is shown. In this framework, users adopt the single Q-learning mechanism, which uses an “independent action-feedback-adjustment” idea. After receiving the immediate reward, each user adjusts its strategy independently. All users in the UAV group ought to sense co-channel interference signal energy to judge whether they are influenced by co-channel interference. The details of interference-aware cooperative anti-jamming distributed channel selection algorithm are shown in Algorithm 1.

In addition, the example of the transmission slot structure of users is shown in Figure 4. The heading UAV of each user firstly chooses a channel to transmit to its receivers. After that, the user obtains the feedback from their receivers to judge whether the transmission is successful. In the following part of the slot, a process of wideband spectrum sensing (WBSS) and co-channel interference sensing is conducted for the purpose of acquiring the currently available channel state and sensing the received co-channel interference signal energy. Later, users compare the signal energy to the threshold and make a judgment whether they are influenced by co-channel interference in the current time slot. If users are influenced by co-channel interference, they start cooperating to share the joint Q table with each other via a reliable control channel and take joint channel selection at the beginning of next slot to avoid co-channel interference, if users are not influenced by co-channel interference, they do not share their Q tables and take actions independently. Then, each user starts multi-agent Q-learning or single Q-learning to update their Q tables. During the last process of the slot, users broadcast the following transmission channel to their receivers.
Anti-jamming channel selection under the influence of co-channel interference.

Anti-jamming channel selection without the influence of co-channel interference.

**Figure 3.** Anti-jamming distributed channel selection framework under different cases.

**Algorithm 1:** Interference-aware cooperative anti-jamming distributed channel selection algorithm.

**Initialization:**
Initialize the starting time, ending time and relative learning parameters of the simulation. Initialize every user $n$’s joint action Q table $\tilde{Q}_n$ and single Q table $Q^n$. Set the initial locations and states of all users.

**Repeat Iterations:**
Each user senses and observes the current environment state and then makes a judgment about the co-channel interference according to co-channel interference sensing. If users are under the influence of co-channel interference, go to multi-agent Q-learning.

**Multi-agent Q-learning:**
(1) Each user observes and chooses one transmission channel, using the following rules:
- Randomly choose a joint action combination $a$ with probability $\epsilon$.
- Choosing the best joint action $a^*$ according to Equation (16), with probability $1 - \epsilon$.
(2) Each user calculates its immediate reward $r_{nt}$ via joint action and then transfers the environment state.
(3) The Q table $\tilde{Q}_n$ is updated according to Equation (13).

Otherwise, go to single Q-learning.

**Single Q-learning:**
(1) Each user observes and chooses one transmission channel, using the following rules:
- Randomly choose an independent action $a^n$ with probability $\epsilon$.
- Choosing the best action $a^n*$ with probability $1 - \epsilon$, which realizes the highest Q value in the current state.
(2) Each user calculates its own immediate reward $r_{nt}$ and then transfers the environment state.
(3) The Q table $Q^n$ is updated according to Equation (9).

**End**
Jump out of the repeat process when the algorithm reaches the maximal iterations.
4.2. Complexity Analysis

Inspired by [35], we analyze the complexity cost of the proposed algorithm in the following part. As is shown in Table 1, the complexity is divided into computational complexity, storage size and information sharing size. The details are shown as follows.

Firstly, we consider the computation complexity for users. In one slot, if multi-agent Q-learning is adopted, each user chooses the joint action according to Equation (16); the complexity is $O(C_1)$, where $C_1$ is a small constant; and each user updates its joint Q table according to Equation (13); the complexity is $O(C_2)$, where $C_2$ is a constant. Thus, the computation complexity for one user in multi-agent Q learning is $O(C_1) + O(C_2)$. If single Q-learning is adopted, each user chooses its action independently according to Equation (12); the complexity is $O(C_3)$; and then updates its single Q table according to Equation (9); the complexity is $O(C_4)$. $C_3$ and $C_4$ are small constants. Assuming there are $N$ users in the UAV group, for user $n$, the time slot number of multi-agent Q-learning is $T_{m_n}$, and the time slot number for single-agent Q-learning is $T_{s_n}$, then the computation complexity for the UAV group in the whole time slot is:

$$C_{comp} = \sum_{n=1}^{N} \{ T_{s_n} [O(C_1) + O(C_2)] + T_{m_n} [O(C_1) + O(C_2)] \}.$$  (17)

Secondly, for every user $n$, it has to store one single Q-table and $N - 1$ joint Q tables. Then, the storage size of the UAV group is $N [O(S_1) + (N - 1) O(S_2)]$, where $O(S_1)$ and $O(S_2)$ are the storage sizes of single Q-table and joint Q table, respectively.

Thirdly, information sharing is needed in multi-agent Q learning to share the joint Q-tables. Thus, the information sharing size of the UAV group is $\sum_{n=1}^{N} T_{m_n} O(S_1)$. Hence, the total complexity of the UAV group is expressed as:

$$C_{total} = \sum_{n=1}^{N} \{ T_{s_n} [O(C_1) + O(C_2)] + T_{m_n} [O(C_1) + O(C_2)] \} + \sum_{n=1}^{N} T_{m_n} O(S_1) + N [O(S_1) + (N - 1) O(S_2)].$$  (18)

In a word, we can find that the computational complexity of each user in each time slot is a small constant, and the storage size in each time slot is not too large. Moreover, the data of information sharing in each time slot is also a constant, which means information sharing is realistic for users. In the simulation setting part, the settings for the Q table size also indicate that the data size of information.
sharing and the storage size are acceptable. Thus, we think the total complexity is affordable for users in the UAV group.

Table 1. Complexity analysis of the UAV group.

<table>
<thead>
<tr>
<th></th>
<th>Computation</th>
<th>Storage Size</th>
<th>Information Sharing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sum_{n=1}^{N} { T_{sn} [O(C_1) + O(C_2)] + T_{mn} [O(C_1) + O(C_2)] }$</td>
<td>$N(O(S_1) + (N - 1)O(S_2))$</td>
<td>$\sum_{n=1}^{N} T_{mn}O(S_1)$</td>
</tr>
</tbody>
</table>

4.3. A Discussion on the Quick Decision for UAVs

In the designed anti-jamming transmission slot structure, we have illustrated that users make wideband spectrum sensing and co-channel interference sensing in every time slot, which means that users can sense the states of malicious jamming and co-channel interference precisely. Then, users decide to take joint channel selections via multi-agent Q-learning or take independent channel selections via single Q-learning. After the proposed ICADCSA algorithm converges for one certain scenario, users can make quick decisions via previous learning experience and do not need to learn again when they encounter the same scenario next time. Thus, our proposed approach can realize quick anti-jamming channel selection in high mobility UAV communication networks. This discussion will be investigated and analyzed in the following simulation section.

5. Simulation Results and Discussions

5.1. Simulation Setting

In the simulation part, a UAV communication network, which consists of three users and one jammer, was investigated. The available channel number for users to access was four. Moreover, we assumed that there existed one dedicated control channel that was reliable for users to share information. The jammer sent a sweeping jamming signal to the available channels, and the jamming signal stayed at one channel for about 2.28 ms. Referring to [24], the transmission time in each user’s slot was set to be $T_{tr} = 0.98$ ms, and the time for obtaining feedback, sensing, information sharing, learning and broadcasting were in total $T_{tf} + T_{se} + T_{is} + T_{le} + T_{br} = 0.2$ ms in each slot.

Other simulation settings are shown as follows. We assumed that the transmission power of each user was 0.1 W, and the initial locations of three users were (100 m, 100 m), (300 m, 800 m) and (150 m, 0 m), respectively. The trajectories of the UAVs are shown in Figure 5, and the flying time was divided into 10 epochs (Note that we designed the trajectories of users for the purpose of supplying a simulation environment, but this does not mean that the location information of users was known in advance. The proposed algorithm had good universality and could work well in high mobility UAV communication networks). UAVs moved 150 m per epoch, and the duration time of each epoch was set to be 3 s. Furthermore, the pass-loss factor $\alpha = 2$, co-channel interference threshold distance was set to be 400 m; hence, the co-channel interference threshold was $6.25 \times 10^{-7}$ W. We assumed that each user consisted of one heading UAV and one receiver, and the distance between the transmitter and receiver was 20 m. The channel noise power was assumed to be $-110$ dBm. The total simulation time was equal to the flying time (approximately 30 s). Motivated by [24], $\lambda_1 = \ldots = \lambda_N = \tilde{\lambda}_1 = \ldots = \tilde{\lambda}_N = 0.8$, $\gamma_1 = \ldots = \gamma_N = \tilde{\gamma}_1 = \ldots = \tilde{\gamma}_N = 0.6$, $\epsilon = 0.1$.

In multi-agent Q-learning, we assumed that the joint Q table of each user was a matrix with 64 rows and 16 columns, whereas in single Q-learning, the independent Q table of each user was a matrix with 16 rows and four columns. Each user had to maintain two joint Q tables and one single Q table. When users cooperated with each other to share joint Q table, the data of Q table sharing in every slot were 1024 bytes. If $T_{is} = 0.1$ ms, then the required transmission rate for Q table sharing...
was 9.76 MB/s, which was realistic. Moreover, the normalized switching cost unit $w_s$ and cooperation cost unit $w_c$ varied from zero to 0.3, respectively. Each user’s immediate reward can be viewed as the normalized utility, which can be calculated by Equations (10) and (14).

![Figure 5](image1.png)

**Figure 5.** The trajectory setting for UAVs.

In addition, Figure 6 depicts the interference distance of UAVs. In detail, the flying process is divided into four stages. During flying time 0 s to 6 s (the first stage), the distance between User 1 and User 3 was less than 400 m, and they would be influenced by co-channel interference as the received signal energy was higher than threshold. During 6 s to 15 s (the second stage), User 1 and User 3 were influenced by co-channel interference. From 15 s to 21 s (the third stage), all users kept relatively far from each other, so there existed no co-channel interference, while from 21 s to 30 s (the fourth stage), User 2 and User 3 were influenced by co-channel interference.

![Figure 6](image2.png)

**Figure 6.** Relative distance variation setting.
5.2. Channel Selection Strategies of Users and the Jammer

As an example, Figure 7 shows the time-frequency diagram after the ICADCSA algorithm converging in the first stage (4800 to 4850 ms), where User 1 and User 3 were influenced by co-channel interference. In Figure 7, the Y-axis represents the channels that users and the jammer can choose (from Channel 1 to 4), while the X-axis represents the simulation time. For better description, we used $u_1$, $u_2$, $u_3$ and $J$ to denote the channel selection of User 1, User 2, User 3 and the jammer, respectively. The red square denotes the jamming channel, and the yellow square, black square and light pink square represent the channel selection of User 1, User 2 and User 3, respectively. The mixed color square illustrates that either more than two users choose the same channel or users and the jammer choose the same channel in one certain slot. During the first stage, users were under the threat of a malicious jammer and co-channel interference. Thus, User 1 and User 3 adopted multi-agent Q-learning and took joint channel selection, whereas User 3 employed single Q-learning as it was not influenced by co-channel interference. As is shown in Figure 7, the users’ channel selections avoided the vast majority of jamming channels. Moreover, User 1 and User 3 avoided being influenced by co-channel interference, as they selected different channels in each time slot. In addition, although there existed some overlapping areas between User 2's channels and other users’ channels, the communication of User 2 would not be influenced by co-channel interference as its received co-interference signal energy was lower than the threshold. In a word, the time-frequency diagram shows that the proposed ICADCSA algorithm was effective.

Figure 7. The time-frequency diagram after ICADCSA converging in the first stage.

5.3. Performance Analysis of Users

In this part, the user’s performance analysis is mainly investigated. As is mentioned in Algorithm 1, when users were influenced by co-channel interference, the proposed interference-aware cooperative anti-jamming distributed channel selection algorithm (ICADCSA) was based on multi-agent Q-learning. When users are not influenced by co-channel interference, the proposed ICADCSA algorithm was based on single Q-learning. For better clarification, we use cumulative normalized utility $U_{cum}$ to show the effective of ICADCSA approach, which is defined as follows:

$$U_{cum} = \sum_{i=1}^{PN} \left(1 - f(a_n(t), a_j(t))\right) \frac{1}{E_n(c_n,t)} - w_i \delta_i(a_n(t), a_n(t-1)) - w_c \delta_c(E_n(c_n,t)),$$

where $PN$ is the number of packet in every update and $PN$ is set to be 20 in the simulation, which means the cumulative normalized utility updates per 20 slots, while the time of each update is 23.6 ms.
5.3.1. Performance Analysis without Cost

We first investigate the cumulative normalized utility without cost. The cumulative normalized utilities of users are shown in Figure 8, Figures 9 and 10, respectively, where the channel switching cost and cooperation cost are set to be zero. As is shown in those three figures, the users’ channel selection processes were divided into four stages: In the first stage, User 1 and User 3 cooperated with each other and adopted multi-agent Q-learning; User 2 employed single Q-learning. In the second stage, User 1 and User 2 cooperated with each other and adopted multi-agent Q-learning, while User 3 employed single Q-learning. In the third stage, as all users were not influenced by co-channel interference, each user adopted single Q-learning method. In the fourth stage, User 2 and User 3 cooperated via multi-agent Q-learning, whereas User 1 chose its transmission channel independently via single Q-learning.

![Figure 8. Cumulative normalized utility of User 1. ICADCSA, interference-aware cooperative anti-jamming distributed channel selection algorithm.](image)

![Figure 9. Cumulative normalized utility of User 2.](image)
Furthermore, as can be seen from Figures 8–10, both single-Q learning and multi-agent Q-learning can realize high cumulative utilities within 50 update numbers (about 1.18 s). For the purpose of evaluating the effectiveness of the ICADCSA algorithm, it was compared to the sensing based algorithm and multi-user single Q-learning. In the sensing-based algorithm, users selected channels that were not jammed by the jammer after sensing the current channel states, and in multi-user single Q-learning, each user adopted single Q-learning independently to avoid the jamming channel, while ignoring the existence of mutual interference. Simulation results show that users can achieve higher cumulative normalized utilities $U_{\text{cum}}$ using the ICADCSA algorithm when there exists mutual interference between users. The reason is that, in the proposed algorithm, users can learn the actions of jammer and can also adjust their channel selection strategies jointly according to their sensed interference level and shared information. Thus, the users can avoid malicious jamming and co-channel interference simultaneously.

5.3.2. Performance Analysis with Cost

In addition, in Figures 11 and 12, we make comparisons of User 1’s cumulative normalized utilities with different channel switching cost and cooperation cost, and in Figure 13, we analyze the relationship between channel switching cost and channel switching number. As is shown in Figure 11, with the increase of channel switching cost, User 1’s cumulative normalized utility decreased in the ICADCSA algorithm. Moreover, as is shown in Figure 12, with the increase of cooperation cost, user 1’s cumulative normalized utility decreased greatly in the multi-agent Q-learning stages, and the utility kept invariant in the single Q-learning stages. The reason is that in multi-agent Q-learning, users cooperated with each other and shared their joint Q tables, as well as actions, whereas in single Q-learning, users only needed to take actions and update their Q tables independently. Moreover, if the cooperation cost was too high, the cost of cooperation was greater than the negative influence of co-channel interference, which made it unwise for users to cooperate to avoid co-channel interference. In addition, in Figure 13, we make a record of User 1’s channel switching number under different channel switching cost units during 0 to 30 s. As an example, during 0 to 6 s, User 1 switched its transmission channel by about 2400 times with no channel switching cost and switched its transmission channel by about 1500 times with $w_s = 0.1$, which depicts that under the influence of channel switching cost, users were willing to decrease the number of channel switching as much as possible. However, if channel switching cost was higher, the channel switching number decreased with a smaller quantity.
Figure 11. The cumulative normalized utility of User 1 with different channel switching costs.

Figure 12. The cumulative normalized utility of User 1 with different cooperation costs.

Figure 13. The channel switching number of User 1 with different channel switching costs.
5.3.3. Quick Decision under the Dynamic Environment

Furthermore, we notice that in Figure 9, User 2 adopted single Q-learning in the first time stage and adopted multi-agent Q-learning to cooperate with User 1 in the second time stage; while in the third stage, User 2 employed single Q-learning method again, and it could achieve high cumulative normalized utility via using the training experience of the first stage. The proposed ICADCSA algorithm only needed to converge once in one certain case, as each user maintained different Q-table for different cases. When users encountered the same case that had been trained before, they could take advantage of the previous experience and make quick decisions, which means the proposed algorithm worked well in UAV communication networks with high mobility.

6. Conclusions

This paper investigated the anti-jamming channel selection problem in UAV communication networks. Via constructing a cooperative anti-jamming mechanism, users can cooperate with each other and then take actions according to the interference level in the network. The channel switching cost and cooperation cost, which had a great impact on the users’ utilities, were introduced. For the case where users were not influenced by co-channel interference, a Markov decision process was formulated for independent anti-jamming channel selection, and a single Q-learning method was designed to obtain the independent anti-jamming channel selection strategies. For the case where users were influenced by co-channel interference, a Markov game was formulated for the interactions between users and the malicious jammer, and a multi-agent Q-learning method was adopted to obtain the joint anti-jamming channel selection strategies. Simulation results depicted that the proposed ICADCSA algorithm can avoid malicious jamming and co-channel interference effectively.

In the future, we will try to investigate the cooperative anti-jamming distributed channel selection with more jamming patterns. Moreover, as the strategy space of Q-learning is limited, we will investigate the cooperative anti-jamming channel selection problem via multi-agent deep Q-learning to extend the strategy space.
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