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Abstract: In most state-of-the-art Bridge Management Systems, structural condition is predicted by a homogeneous Markov chain model that uses condition ratings assigned during visual inspections. Although generally accepted, such an approach exhibits certain shortcomings, one of which is not considering the nature of actual physical phenomena that cause deterioration. To overcome this shortcoming, this article presents a framework that combines both information on condition ratings through the semi-Markov process and knowledge of bridge properties using analytical deterioration models. In this manner, and contrary to current practice, not only are the results of visual inspection taken into account, but also information such as environmental loading, as well as material and structural properties. The presented framework was implemented in the case study bridge, in which the deterioration caused by carbonation-induced corrosion was studied. Along with the implementation in the case study, the article contained a detailed overview of the subject of carbonation-induced corrosion and emphasized issues that require additional research in order to develop the framework into a comprehensive and fully applicable tool for condition prediction. Accounting for its adaptability to other material types and deterioration processes and its consideration of the historic deterioration path, the framework presents a suitable alternative to frameworks presently implemented for condition prediction.
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1. Introduction

Bridges are vital elements of roadway and railway transportation infrastructure and they require timely decision-making to schedule Maintenance, Repair and Rehabilitation (MR&R) activities. To support the decision-making process, an increasing number of computer-aided Bridge Management Systems (BMSs) have been developed over the past two decades [1]. The main goal of the BMS is to establish an optimal operation strategy as a compromise between technical and social factors, such as maximization of network performance, minimization of life-cycle costs, and minimization of the probability of failure [2]. To establish such a strategy, it is essential to comprehend the long-term performance of a bridge, taking into account possible deterioration [3,4].

For the prediction of the long-term performance of a bridge, most BMS software today uses statistical models based on condition ratings of bridge components or of an overall bridge, where the homogeneous Markov chain model is the most frequent [5]. In cases where condition prediction is purely based on condition ratings, the knowledge of how materials and elements are affected...
by the surrounding environment is not being fully employed [6]. Hence, implementing analytical deterioration models in BMSs, such as, e.g., the one describing the carbonation-induced corrosion, presents a suitable complement to current state. Moreover, significant research in the area of durability and benchmarking of material properties has recently been carried out, thus improving the accuracy of analytical deterioration models and their suitability for implementation in bridge management. The mentioned enhancements primarily refer to effort performed by the International Federation for Structural Concrete (fib) [7–10].

The main aim of the article is to provide a framework that would utilize the information on the material, structural and environmental properties of bridges while still using the outcomes of visual inspection. This primarily refers to the Principal Inspection, in contrast to other possible visual inspection types such as the Routine Inspection, Special Inspection, etc. To do so, the information collected during visual inspection should be related to features such as surface characteristics, visible deformation, cracks, spalling, corrosion, etc. Furthermore, the results of the inspection need to be expressed in terms of a qualitative grading of structural condition for possible degradation (e.g., none, minor, moderate, severe, etc.), accompanied by quantitative grading in the form of condition rating. Condition ratings are usually assigned to different scales by different organizations, and as such, they define the condition state (CS) of the structure or its elements.

Along with its focus on the framework, the article includes an overview on the semi-Markov process as an alternative to the homogeneous Markov chain. There are several assumptions taken in order to simplify the use of the homogeneous Markov chain, which can be found described in [11,12]. Some of these assumptions restrict use and decrease the accuracy, and can be seen as shortcomings of the model. Therefore, in the last few decades, dozens of different condition prediction models have been developed in order to serve as an enhancement and alternative to the simple homogeneous Markov chain. One path led to using Bayesian optimization techniques [13–16] and artificial intelligence techniques such as Artificial Neural Network (ANN) [17–19], fuzzy logic [20,21], genetic algorithm [22–24], and so on. However, mostly, the enhancements have been focused on using the Markov property in different types of models, such as the hidden Markov chain [25,26], partially observable Markov process [26–29], etc. Still, some of the shortcomings of the homogeneous Markov chain, such as stationarity of transition probabilities, non-consideration of past deterioration path, and non-consideration of actual structural and material properties, have remained only marginally addressed. With the aim of overcoming the stated issues, the framework utilizes the semi-Markov process, the properties of which are described in detail in the following chapter.

Alongside the statistical model dealing with condition ratings from visual inspection, the second element of the framework is the use of analytical deterioration models. Analytical deterioration models try to describe natural laws of physical, mechanical and chemical processes that control deterioration [30]. The most common deterioration phenomena affecting reinforced concrete are chloride- and carbonation-induced corrosion, alkali-aggregate reaction, freeze-thaw, etc. Several research works have indicated that of these deterioration phenomena, the chloride-induced corrosion is the most frequent in concrete bridges [31–33]. However, since the chosen case study bridge was predominantly affected by carbonation-induced corrosion, the models for carbonation and corrosion propagation were studied. This does not exclude the use of the framework in cases where other deterioration phenomena are predominant, or its use for bridges made of other materials.

2. Semi-Markov Process

The semi-Markov process falls into the group of continuous-time finite-space Markov processes. Hitherto, several authors have proposed the semi-Markov process for the prediction of future condition based on condition ratings. Ng and Moses [34] outlined a procedure to model bridge deterioration based on the semi-Markov process, which was implemented on the National Bridge Inventory (NBI) database consisting of information on bridges in the United States. Kleiner [35] presented the application of the semi-Markov process in optimizing decisions regarding the renewal
of large infrastructure assets, such as water transmission pipes and trunk sewers. Mašović et al. [36] implemented the semi-Markov process with the Weibull distribution of sojourn times on the Serbian bridge database. Wu et al. [37] presented the life-cycle optimization model using the semi-Markov process also based on the Weibull distribution. Zambon et al. [5] compared several stochastic models including the semi-Markov process, implementing them in bridge decks in Portugal.

In the semi-Markov process, a structure is considered to be in a particular condition state (CS) for a random length of time distributed depending on the state. This length is called sojourn time (sometimes also holding or waiting time). The state of the process at any time \( t \) can be denoted by an \( n \)-dimensional vector \( p(t) \):

\[
p(t) = [p_1(t), p_2(t) \ldots p_n(t)],
\]

\[
\sum_{i=1}^{n} p_i(t) = 1
\]

where:

\( p_i(t) \) is the probability that the process is in the condition state \( i \) at the time \( t \), and \( n \) is the number of possible condition states.

The probability that the process will in the subsequent period \( k \) assume one of the condition states \( i \) is expressed through the probability vector \( p(t + k) \):

\[
p(t + k) = p(t) \cdot p(t + 1) \cdot p(t + 2) \ldots p(t + k - 1) \cdot p(t + k),
\]

where:

\( p(t + 1) \) is the time-dependent probability matrix (i.e., transition matrix), and \( k \) is the subsequent period being observed.

Each transition matrix \( p(t + 1) \) is populated with single (time) step transition probabilities \( p_{ij} \), which are defined as shown in Equation (4):

\[
p_{ij} = \Pr[X(t + 1) = j | X(t) = i].
\]

It is often assumed that an infrastructure asset can deteriorate only one state at a time, supposing no maintenance/repair/replacement occurred [35]. Under this assumption, the probability matrix \( p(t + 1) \) takes its simplified form:

\[
p(t + 1) = \begin{bmatrix}
p_{11}^{t+1} & p_{12}^{t+1} & 0 & \ldots & 0 \\
0 & p_{22}^{t+1} & p_{23}^{t+1} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & \ldots & p_{n-1,n-1}^{t+1} & p_{n-1,n}^{t+1} \\
0 & \ldots & \ldots & 0 & 1
\end{bmatrix},
\]

where:

\( p_{ii}^{t+1} \) is the probability that the process will stay in the same state, and

\( p_{ij}^{t+1} \) is the probability that the process will progress to next subsequent state.

To determine the single step transition probabilities, sums of sojourn times need to be known. Random variables denoting the length of sojourn times in states 1, 2, \ldots, \( n - 1 \) can be expressed as \( T_1, T_2, \ldots, T_{n-1} \), respectively. Furthermore, a random variable denoting the sum of these times in states \( i, i + 1, \ldots, k - 1 \) can be expressed as \( T_{i-k} \), and it denotes the time the process will need to go from state
i to k. If it is assumed that the process in state 1 represents a new structure (i.e., a structure without damages), the single step transition probabilities can be calculated as shown in Equation (6):

\[ p_{i,i+1}^{t,t+1} = Pr[X(t + 1) = i + 1 \mid X(t) = i] = \frac{f_{1\rightarrow i}(t)}{S_{1\rightarrow i}(t) - S_{1\rightarrow (i-1)}(t)}, \]

where:

- \( f_{1\rightarrow i}(t) \) is the probability density function (PDF) of the sum of sojourn times from state 1 to \( i \), and
- \( S_{1\rightarrow i}(t) \) is the survival function (SF) of the sum of sojourn times from state 1 to \( i \).

The denominator on the right hand side of Equation (6) expresses the simultaneous condition that \( T_{1\rightarrow i} < t \) and \( T_{1\rightarrow (i-1)} < t \), which is equivalent to the condition \( X(t) = i \). Furthermore, the PDF in the numerator refers to \( T_{1\rightarrow i} \), which is the random variable denoting the sum of all sojourn times from the state 1 to \( i \). Thus, in order to solve Equation (6), the PDFs and SFs of the sum of sojourn times \( T_{1\rightarrow i} \) need to be known. Since sojourn times \( T_i \) are random variables, their sums \( T_{1\rightarrow i} \) are usually solved numerically using some of the sampling methods.

Since different phases of the carbonation-induced corrosion process are in literature described by the lognormal distribution, this distribution is used to describe the sum of sojourn times. The PDF and SF of sojourn times expressed in lognormal distribution are:

\[ f_i(x) = \frac{1}{x\sigma\sqrt{2\pi}} e^{-\frac{(\ln x - \mu)^2}{2\sigma^2}}, \text{ and} \]
\[ S_i(x) = \frac{1}{2} - \frac{1}{2} \text{erf} \left[ \frac{\ln x - \mu}{\sqrt{2}\sigma} \right], \]

where \( \mu \) and \( \sigma \) are location and scale parameters for the normally distributed logarithm \( \ln(X) \), respectively. These parameters can be related to mean \( m \) and standard deviation \( s \) of non-logarithmized sample as:

\[ \mu = \ln \left( \frac{m}{\sqrt{1 + \frac{s^2}{m^2}}} \right), \text{ and} \]
\[ \sigma = \sqrt{\ln \left( 1 + \frac{s^2}{m^2} \right)}. \]

3. Carbonation-Induced Corrosion

Even though concrete performs satisfactorily during the envisaged service life and it is considered a durable material, still, it ages and deteriorates. The European Standard EN 206-1 [38] divides the environmental conditions that cause deterioration in exposure classes, offering descriptions and several informative examples for each class. For environmental conditions causing carbonation, designations from XC1 to XC4 are used, as presented in Table 1. The process of reinforcement corrosion can be roughly divided into two phases, which are called the initiation phase and the propagation phase [39]. Fib Bulletin 34 [7] defines the initiation as a phase that ends with the limit state of reinforcement depassivation being reached. The propagation phase is divided into limit states of crack formation, spalling of concrete cover, and collapse through bond failure or reduction of cross-section. In the following sections, analytical models describing these limit states are included.
Table 1. Description of exposure classes for the corrosion induced by carbonation according to EN 206-1 [38], with informative examples given for bridges.

<table>
<thead>
<tr>
<th>Exposure Class</th>
<th>Description of Environment</th>
<th>Informative Example of Where This Exposure Class May in Concrete Bridges Occur</th>
</tr>
</thead>
<tbody>
<tr>
<td>XC1</td>
<td>Dry or permanently wet</td>
<td>Parts of the bridges permanently submerged in water.</td>
</tr>
<tr>
<td>XC2</td>
<td>Wet, rarely dry</td>
<td>Parts of the bridges subject to long-term water contact; Many bridge foundations.</td>
</tr>
<tr>
<td>XC3</td>
<td>Moderate humidity</td>
<td>Bridge elements sheltered from rain.</td>
</tr>
<tr>
<td>XC4</td>
<td>Cyclic wet and dry</td>
<td>Bridge surfaces subject to water contact, not within exposure class XC2.</td>
</tr>
</tbody>
</table>

3.1. Initiation Phase

The initiation phase of the process of carbonation-induced corrosion is marked by carbonation penetration, and it finishes roughly with the depassivation of reinforcement. Comprehensive descriptions of numerous analytical models of concrete carbonation and their development can be found in [40]. The analytical model that defines the limit state of carbonation-induced depassivation presented and applied in this article is supported by the fib [7–9]. The model was initially developed in the research projects DuraCrete [41] and DARTS [42]. In later development of the model, von Greve-Dierfeld and Gehlen [43] excluded the inverse carbonation resistance parameter $R_{NAC}^{-1}$ and introduced an additional parameter—carbonation rate $k_{NAC}$. The limit state equation of carbonation-induced depassivation, where the carbonation depth is compared with concrete cover, is given by Equation (11):

$$g(t) = c - x_c(t),$$

where:

$c$ is the concrete cover (mm), and

$x_c(t)$ is the carbonation depth at time $t$ (mm).

Furthermore, carbonation depth can be expressed as:

$$x_c(t) = k_{NAC} \cdot \sqrt{k_e \cdot k_c \cdot k_a \cdot \sqrt{t \cdot W(t)}},$$

where:

$k_{NAC}$ is the carbonation rate for standard test conditions (mm/years$^{0.5}$),

$k_e$ is the function describing the environmental effect of relative humidity,

$k_c$ is the function describing the effect of curing/execution,

$k_a$ is the function describing the effect of CO$_2$ concentration in the ambient air,

$t$ is time (year), i.e., the age of structure, and

$W(t)$ is the function describing the effect of wetting events.

The carbonation rate $k_{NAC}$ in Equation (12) represents the resistance of the concrete mixture to carbonation, where the rate of the particular mixture is derived under constant (standard) test conditions. Tested values of carbonation rates of different concrete mixtures under standard test conditions can be found in [43–45]. The mean values of such tested carbonation rates are expressed as dependent on cement types, as shown in Table 2.
Table 2. Mean values \( m \) of carbonation rate \( k_{\text{NAC}} \) (mm/years\(^{0.5}\)) for different combination of cement types and w/c ratios [46].

<table>
<thead>
<tr>
<th>Cement Type</th>
<th>w/c Ratio</th>
<th>0.40</th>
<th>0.45</th>
<th>0.50</th>
<th>0.55</th>
<th>0.60</th>
<th>0.65</th>
<th>0.70</th>
<th>0.75</th>
<th>0.80</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEM I</td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>CEM II/A</td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>CEM II/B</td>
<td></td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>CEM III/A</td>
<td></td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>CEM III/B</td>
<td></td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
</tr>
</tbody>
</table>

The shaded elements in Table 2 were obtained through linear extrapolation of measured values. Furthermore, von Greve-Dierfeld and Gehlen [43–45] consider that carbonation rate is normally distributed with the unique standard deviation \( s \), which is unrelated to concrete mixture and is equal to 1.1 mm/years\(^{0.5}\).

The environmental coefficient \( k_e \) introduces the effect of relative humidity on carbonation, and is described as:

\[
k_e = \left( \frac{1 - \left( \frac{RH_a}{100} \right)^{f_e}}{1 - \left( \frac{RH_l}{100} \right)^{f_e}} \right)^{g_e}, \tag{13}
\]

where:

\( RH_a \) is the relative humidity of ambient air (%),
\( RH_l \) is the reference (laboratory) humidity (%),
\( f_e \) is the exponent (-), and
\( g_e \) is the exponent (-).

As an input for the relative humidity \( RH_a \), data from the nearest weather station may be used. Since relative humidity varies in a range from 0 to 100%, restricted distributions with an upper limit may be used to describe \( RH_a \), such as beta or Weibull (max) distribution. The reference humidity \( RH_l \) has to be chosen in accordance with the test conditions to determine the carbonation resistance of the concrete. Since the carbonation rates presented in Table 2 were tested under standard test conditions, which imply relative humidity of 65 ± 5%, the reference humidity \( RH_l \) should be chosen within the range 60–70%. The parameters \( g_e \) and \( f_e \) have to be determined by means of a curve-fitting procedure with the actual test data. According to project DARTS [42], the best results are gained with \( f_e \) being equal to 5 and \( g_e \) being equal to 2.5.

Curing of newly built structures is performed to prevent the drying of fresh concrete, and as such, it affects the hydration, and subsequently the carbonation, of the concrete. This has a prevailing effect on carbonation, and it can be taken into account through the curing/execution coefficient \( k_c \), expressed in Equation (14):

\[
k_c = \left( \frac{t_c}{7} \right)^{b_c}, \tag{14}
\]

where:

\( t_c \) is the curing time (days), and
\( b_c \) is the exponent (-).

The curing time \( t_c \) is considered a constant, the value of which should be derived from execution documents or valid standards at the time of construction. The value of the variable \( b_c \) was quantified in DARTS [42] as being normally distributed with a mean value \( m = -0.567 \) and standard deviation \( s = 0.024 \).
Coefficient $k_a$, shown in Equation (15), describes the relation of the ambient air CO$_2$ content $C_a$ and the laboratory content $C_l$ used for standard test purposes:

$$k_a = \frac{C_a}{C_l}$$  \hspace{1cm} (15)

where:

- $C_a$ is the CO$_2$ concentration of ambient air (kg/m$^3$) or (vol. %), and
- $C_l$ is the CO$_2$ concentration during concrete testing in laboratory (kg/m$^3$) or (vol. %).

The ambient air CO$_2$ concentration depends on parameters such as traffic volume, CO$_2$ emission of local industry, atmospheric stability, wind speed, etc. [47]. Von Greve-Dierfeld and Gehlen [44] included assumed maximum and minimum CO$_2$ concentrations obtained from literature review, and divided these values between rural and urban locations, as shown in Table 3.

**Table 3.** Assumed maximum and minimum CO$_2$ concentrations based on a literature review [44].

<table>
<thead>
<tr>
<th>Exposure Class</th>
<th>Distribution</th>
<th>Location</th>
<th>Mean Value</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>XC1/XC2</td>
<td>Normal</td>
<td>indoor/e.g., foundation</td>
<td>$0.036 \leq \mu \leq 0.043$</td>
<td>$0.0010 \leq \sigma \leq 0.0080$</td>
</tr>
<tr>
<td>XC3/XC4</td>
<td>Normal</td>
<td>rural</td>
<td>$0.036 \leq \mu \leq 0.042$</td>
<td>$0.0010 \leq \sigma \leq 0.0055$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>urban</td>
<td>$0.038 \leq \mu \leq 0.043$</td>
<td>$0.0015 \leq \sigma \leq 0.0080$</td>
</tr>
</tbody>
</table>

In wetting periods, concrete surface absorbs water and thus inhibits carbonation. To take into account the meso-climatic conditions due to wetting events, the time-dependent function was introduced [42], called the environmental or wetting function $W(t)$:

$$W(t) = \left(\frac{t_0}{t}\right)^{\left(\frac{p_{dr} \cdot ToW}{b_w}\right)}$$  \hspace{1cm} (16)

where:

- $t_0$ is the reference time (year),
- $p_{dr}$ is the probability of driving rain (-),
- $ToW$ is the time of wetness (-), i.e., days with daily rainfall $\geq 2.5$ mm, and
- $b_w$ is the regression exponent (-).

Parameters $ToW$ and $p_{dr}$ are introduced in order to take into account the wetness of concrete surfaces that are not horizontal. Time of wetness $ToW$ represents a percentage of rainy days per year, where a rainy day is considered to be a day with a minimum amount of precipitation water of 2.5 mm. Probability of driving rain $p_{dr}$ represents an average distribution of the wind direction during rain events, and it depends on the strength and direction of wind, the orientation of the structural element, etc. In addition, the weather function contains two model parameters, $b_w$ and $t_0$, which were quantified in [42] based on the analysis of the performed tests. The regression exponent $b_w$ is considered normally distributed with a mean value $m = 0.446$ and a standard deviation $s = 0.163$. The reference time, $t_0$, at which the analysis was performed is equal to 28 days, or can be expressed in years as 0.0767 years.

To use the model of carbonation-induced depassivation for determining sojourn times of the semi-Markov process, the model has to express the duration in which the element remains un-depassivated (i.e., the initiation duration $t_{ini}$). By converting Equation (12), the time of initiation can be expressed as shown in Equation (17):

$$t_{ini} = \left(\frac{k^2_{NAC}k_Ck_{C}k_a}{c^2} \cdot t_0^{\frac{1}{b_w}}\right)$$  \hspace{1cm} (17)
where:

\[ w = (p_{dr} \cdot T_0 \cdot W)^{b_w}. \] (18)

### 3.2. Propagation Phase

During the propagation phase, the process of reinforcement corrosion takes place, the rate of which is governed by the availability of water and oxygen on the steel surface [40]. The consequences of reinforcement corrosion are the cracking of the cover, loss of steel concrete bond, decrease of steel cross-section, and loss of steel ductility [48]. In fib Bulletin 34 [7], these consequences are contained in the limit states of crack formation, spalling of the concrete cover, and collapse. These limit states are divided into serviceability limit states (SLS), which include the events of crack formation and spalling, and the ultimate limit state (ULS), which includes the event of collapse in different modes. To differentiate among collapse modes, different robustness classes (ROC) are described in [7]. These classes are given in connection with a rough estimate on the percentage of cross-section loss \( \Delta A_s \) that causes particular collapse modes, as presented in Table 4. In other words, sufficient reliability regarding the ULS could be achieved by adding the needed extra reinforcement (sacrificial cross-section) in the amount presented in Table 4. However, it should be noted that these values are a rough estimate and need to be confirmed by further research.

**Table 4. Robustness classes (ROC) in relation to cross-section loss [7].**

<table>
<thead>
<tr>
<th>Robustness Class (ROC)</th>
<th>Characteristics</th>
<th>Loss of Cross-Section ( \Delta A_s ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROC 3</td>
<td>bending reinforcement outside of anchorage and laps</td>
<td>25</td>
</tr>
<tr>
<td>ROC 2</td>
<td>shear reinforcement, anchorage zones with confinement</td>
<td>15</td>
</tr>
<tr>
<td>ROC 1</td>
<td>anchorage zones without confinement</td>
<td>5</td>
</tr>
</tbody>
</table>

Propagation of corrosion can be observed through several performance indicators, including the corrosion depth \( P_x \), rate of corrosion \( v_{corr} \), loss of cross-section area \( \Delta A_s \), loss of bar diameter \( \Delta \phi \), concrete crack width \( w \), and so on. The simplified model for determining the corrosion depth \( P_x(t) \) can be expressed as in Equation (19):

\[ P_x(t) = t \cdot v_{corr}, \] (19)

where:

- \( t \) is the time of propagation (year), and
- \( v_{corr} \) is the corrosion rate (mm/year).

The value of bar diameter \( \phi(t) \) as function of time and corrosion depth can be calculated according to Equation (20):

\[ \phi(t) = \phi_0 - \alpha \cdot P_x(t), \] (20)

where:

- \( \phi_0 \) is the initial bar diameter (mm), and
- \( \alpha \) is the factor accounting the type of corrosion (pitting or homogeneous) (-).

Corrosion types can be divided into homogeneous (uniform) corrosion and pitting (localized) corrosion, which result from carbonation-induced depassivation and chloride-induced depassivation, respectively. For homogeneous corrosion, it is assumed that the factor accounting for the type of corrosion \( \alpha \) ranges between 0 and 2. On the contrary, for chloride-induced corrosion, it can be as high as 10 [49]. Furthermore, the loss of bar diameter expressed in percentages \( \Delta \phi(t) \) is given by Equation (21):

\[ \Delta \phi(t) = 100 \cdot \frac{\phi_0 - \phi(t)}{\phi_0}. \] (21)
According to [41], the concrete crack width \( w(t) \) can be expressed in connection to corrosion depth \( P_x(t) \), as shown in Equation (22):
\[
w(t) = w_0 + \beta \cdot (P_x(t) \cdot P_0),
\]
where:
- \( w_0 \) is the crack width when it is visible (\( \approx 0.05 \) mm),
- \( \beta \) is the parameter that controls the propagation (-), and
- \( P_0 \) is the loss of reinforcement bar diameter when crack width is visible (mm).

It should be noted that the correlation between concrete quality, corrosion rates and microenvironment has not yet been quantified in detail. This implies that reliable findings are lacking, which would connect critical values of performance indicators \( (P_x(t), w(t), \Delta A_s(t), \Delta \varphi(t), \ldots) \) at which the states of cracking, spalling and collapse are triggered. Hence, it is hard to accurately express the duration of different propagation periods. To overcome this problem, a questionnaire was organized by fib’s Task Group 5.6, in which experts all over the world gave their opinion on expected penetration depths and propagation periods in carbonation environment. The estimations were given within the exposure class XC4, for a reference temperature of \( T_{ref} = 293 \text{ K} \), assuming that depassivation had already occurred. Collected data were statistically elaborated and presented in [7], where the propagation periods were described by lognormal distribution, as shown in Table 5.

<table>
<thead>
<tr>
<th>Event</th>
<th>Duration of Propagation Periods</th>
<th>Mean Value ( m )</th>
<th>Standard Deviation ( s )</th>
<th>Location Parameter ( \mu )</th>
<th>Scale Parameter ( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>cracking</td>
<td>( t_{prop, cra} ) [year]</td>
<td>4.5</td>
<td>1.5</td>
<td>1.45</td>
<td>0.32</td>
</tr>
<tr>
<td>spalling</td>
<td>( t_{prop, spa} ) [year]</td>
<td>9.0</td>
<td>2.5</td>
<td>2.16</td>
<td>0.27</td>
</tr>
</tbody>
</table>

In cases where the average yearly temperature \( T_{real} \) of the object being investigated differs from 293 K, the values in Table 5 need to be adapted using the formula for the temperature dependence of reaction rates (Arrhenius equation) [50], as presented in Equation (23):
\[
t_{prop}(T_{real}) = \frac{t_{prop}(T_{ref})}{e^{b(T_{ref} - T_{real})}},
\]
where:
- \( t_{prop}(T_{real}) \) is the duration of propagation period based on real temperature \( T_{real} \) (year),
- \( t_{prop}(T_{ref}) \) is the duration of propagation period based on reference temperature \( T_{ref} \) (year),
- \( b \) is the regression parameter (\( b = 4900 \text{ K} \)),
- \( T_{ref} \) is the reference temperature (\( T_{ref} = 293 \text{ K} \)), and
- \( T_{real} \) is the average yearly ambient temperature of the object considered (K).

Furthermore, in addition to the duration of propagation periods, critical corrosion depths \( P_{crit} \) causing the events of cracking and spalling can also be extracted from [7], as presented in Table 6.

<table>
<thead>
<tr>
<th>Critical Corrosion Depth ( P_{crit} )</th>
<th>Mean ( m )</th>
<th>Standard Deviation ( s )</th>
<th>Location Parameter ( \mu )</th>
<th>Scale Parameter ( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_{crit, cra} ) [\mu m]</td>
<td>171.0</td>
<td>57.00</td>
<td>5.09</td>
<td>0.32</td>
</tr>
<tr>
<td>( P_{crit, spa} ) [\mu m]</td>
<td>342.0</td>
<td>95.00</td>
<td>5.80</td>
<td>0.27</td>
</tr>
</tbody>
</table>
4. Relationship between the Semi-Markov Process and the Carbonation-Induced Corrosion

To date, several researchers have discussed the possibility of enhancing statistical models based on condition ratings by using analytical deterioration models describing different phenomena. These enhancements were based on establishing a relationship between condition states (CS) and the performance indicators expressed by analytical models. Although condition states are usually assigned to different scales by different organizations, it can be noted that for the corrosion process, the condition scale with condition states from CS1 to CS5 is mostly used. CS1 denotes the first condition state, where the structure is considered to be without any damage, and CS5 denotes the worst condition, i.e., a structure with high chances of collapse. In the following text, examples of the relationship between statistical and analytical models are presented, accompanied by a description of the relationship proposed in the article.

Roelfstra [51] and Roelfstra et al. [52] performed simulations for different values of model parameters for the process of chloride-induced corrosion. The results were connected with condition states (CSs) defined in the Swiss bridge management system "KUBA-MS", and the transition matrices in the Markov chain model were calibrated to fit simulation results. They connected the condition states with the chloride concentration $C(c,t)$, bar diameter loss $\Delta \phi(t)$, and percentage of cross-section loss $\Delta A_s(t)$, as presented in Table 7. Furthermore, Hallberg and Racutanu [6] presented a service-life performance analysis model based on the Markov chain model and different concrete degradation models. Puz and Radic [53] presented a homogeneous Markov processes model based on the exponential distribution, utilizing chloride-induced corrosion models to determine sojourn times. They established the relationship between states of the exponential Markov process and chloride-induced corrosion by dividing deterioration into four stages (protected, vulnerable, attacked, and damaged). For these stages, sojourn times were determined depending on the chloride concentration $C(c,t)$ and cross-section reduction $\Delta A_s(t)$. Mizutani et al. [54] and Lethanh et al. [55] proposed to estimate the transition probabilities in the Markov chain from a chloride-ingress model, which they refer to as the mechanistic-empirical model. In their work, they established the relationship by dividing the process of chloride ingress into two phases, depending on chloride content $C(c,t)$, and the process of corrosion into three phases, depending on crack width $w(t)$, as presented in Table 7.

<table>
<thead>
<tr>
<th>Condition State</th>
<th>According to Roelfstra et al. [52]</th>
<th>According to Lethanh et al. [55]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS1</td>
<td>$C(c,t) &lt; 0.2 \text{ wt.}%/c$</td>
<td>$C(c,t) &lt; 0.24 \text{ wt.}%/c$</td>
</tr>
<tr>
<td>CS2</td>
<td>$C(c,t) &gt; 0.2 \text{ wt.}%/c; \Delta \phi(t) &lt; 50 \mu m$</td>
<td>$0.24 \text{ wt.}%/c &lt; C(c,t) &lt; 0.48 \text{ wt.}%/c$</td>
</tr>
<tr>
<td>CS3</td>
<td>$50 \mu m &gt; \Delta \phi(t); \Delta A_s(t) &lt; 10%$</td>
<td>$C(c,t) &gt; 0.48 \text{ wt.}%/c; w(t) &lt; 0.25 \text{ mm}$</td>
</tr>
<tr>
<td>CS4</td>
<td>$10% &lt; \Delta A_s(t) &lt; 25%$</td>
<td>$0.25 \text{ mm} &lt; w(t) &lt; 0.5 \text{ mm}$</td>
</tr>
<tr>
<td>CS5</td>
<td>$\Delta A_s(t) &gt; 25%$</td>
<td>$w(t) &gt; 0.5 \text{ mm}$</td>
</tr>
</tbody>
</table>

In the framework presented in this article, the choice of which exact performance indicator of corrosion propagation ($P_x(t), \Delta A_s(t), \Delta \phi(t), w(t)$...) should be used to denote the beginning and the end of certain condition state is left open. In the article, only the simplest analytical models of corrosion propagation are presented, which do not account for more complicated processes, such as the influence of traffic load on corrosion acceleration. For example, in cases where infrastructure operators possess a great amount of data on traffic load and proper analytical models that would connect this data to corrosion acceleration, they can easily implement it within the framework presented in this article. Taking the stated into account, the relationship between the semi-Markov process and carbonation-induced corrosion can be established as presented in Figure 1.
The second sojourn times of carbonation-induced corrosion are depicted together with points in time that denote the critical value ($w_{\text{crit,cra}}$), which is marked as $T_1$. Additionally, in the lower part of Figure 1, periods of carbonation-induced corrosion are depicted together with points in time that denote the start of severe cracking, meaning that the sum of sojourn times $T_{1\rightarrow k}$ denotes the whole time from construction until the state of cracking. The state of cracking has been defined as a point in time at which a chosen indicator of corrosion propagation ($P_2(t)$, $\Delta A_2(t)$, $\Delta \phi(t)$, $w(t)$ ...) reaches its defined critical value ($P_{2,\text{crit,cra}}$, $\Delta A_{2,\text{crit,cra}}$, $\Delta \phi_{\text{crit,cra}}$, $w_{\text{crit,cra}}$ ...). Following the same analogy, the sum of sojourn times $T_{1\rightarrow 2}$ denotes the time until spalling, and $T_{1\rightarrow 4}$ denotes the time until collapse.

5. Case Study

5.1. Austrian Federal Railway (ÖBB)

As of January 2016, the Austrian Federal Railway (ÖBB) had an infrastructure network of 9,108 bridges in total. Bridge stock of the ÖBB in 2016 is presented in Table 8, arranged according to general function.

<table>
<thead>
<tr>
<th>Bridge Number</th>
<th>Railway</th>
<th>Culvert</th>
<th>Road</th>
<th>Pedestrian</th>
<th>Other</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 406</td>
<td>2 781</td>
<td>643</td>
<td>68</td>
<td>210</td>
<td>9 108</td>
<td></td>
</tr>
</tbody>
</table>

Table 8. Bridge stock of the ÖBB in 2016, arranged according to their general function.
Concrete and reinforced concrete bridges of the ÖBB network were erected in high frequency from 1945 onwards. As an outcome, today the ÖBB bridge stock is predominantly composed of reinforced concrete, as shown in Table 9.

<table>
<thead>
<tr>
<th>Material</th>
<th>Percentage of Bridges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reinforced concrete</td>
<td>70%</td>
</tr>
<tr>
<td>Stone and brick</td>
<td>17%</td>
</tr>
<tr>
<td>Steel</td>
<td>13%</td>
</tr>
</tbody>
</table>

Table 9. Bridge distribution by material in the ÖBB bridge stock in 2016 [46].

Periodical visual inspection in ÖBB is carried out every two to three years, depending on the age of the structure. In the course of assessment, the inspector assesses the damage found and determines the measures to be implemented [56]. Moreover, a condition rating is assigned and documented in a report, based on a grading system with classes (states) 1 to 5, as presented in Table 10. Since it consists of five condition states, the condition state grading system coincides with the established relationship between the phases of the carbonation-induced corrosion and sojourn times of the semi-Markov process, as presented in Figure 1.

Table 10. Condition rating system used by the ÖBB, with assigned condition, restriction, and action for each class [5].

<table>
<thead>
<tr>
<th>Class</th>
<th>Condition State (CS)</th>
<th>Condition and Restrictions</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>CS1</td>
<td>Very good condition, no restrictions</td>
<td>No actions</td>
</tr>
<tr>
<td>Class 2</td>
<td>CS2</td>
<td>Good state of preservation, no restrictions</td>
<td>No actions</td>
</tr>
<tr>
<td>Class 3</td>
<td>CS3</td>
<td>Poor state of preservation, no restrictions</td>
<td>Subjected to repair</td>
</tr>
<tr>
<td>Class 4</td>
<td>CS4</td>
<td>Very poor state of preservation, no restrictions</td>
<td>Subjected to repair—sometimes also renewal</td>
</tr>
<tr>
<td>Class 5</td>
<td>CS5</td>
<td>Very poor state of preservation, immediate restrictions</td>
<td>Subjected to renewal</td>
</tr>
</tbody>
</table>

5.2. Weikendorf Bridge

The framework presented in the previous chapters is implemented in a case study of the Weikendorf railway bridge, which belongs to the Austrian Federal Railway (ÖBB). The bridge is a single-span plate girder bridge made of reinforced concrete, and was built in 1967 on the route Gänserndorf–Marchegg in the state of Lower Austria. In 2014, the bridge was repaired, as can be seen in Figure 2.

![Figure 2. Case study—the Weikendorf Bridge, side view after the repair in 2014.](image-url)
From screening design documents, it can be seen that the bridge was erected using concrete classes B160, B225, and B400, according to the norm ÖNORM B 3302 [57]. The cross-section of the bridge is depicted in Figure 3, where a concrete class is associated with each element, as given in design documents.

In Table 11, for the concrete classes envisaged in the design documents, the prescribed w/c ratios are presented according to [58]. Additionally, currently used concrete classes are assigned according the standard ÖNORM B 4710-1 [59].

<table>
<thead>
<tr>
<th>Element</th>
<th>Label</th>
<th>Concrete Class ÖNORM B 3302 [57]</th>
<th>w/c Ratio Range [58]</th>
<th>Concrete Class ÖNORM B 4710-1 [59]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wings</td>
<td>W</td>
<td>B160</td>
<td>0.74–1.03</td>
<td>C12/15</td>
</tr>
<tr>
<td>Abutments</td>
<td>A</td>
<td>B160</td>
<td>0.74–1.03</td>
<td>C12/15</td>
</tr>
<tr>
<td>Edge beams</td>
<td>EB</td>
<td>B225</td>
<td>0.61–0.88</td>
<td>C16/20</td>
</tr>
<tr>
<td>Girder</td>
<td>G</td>
<td>B400</td>
<td>0.32–0.64</td>
<td>C30/37</td>
</tr>
</tbody>
</table>

From the elements of the bridge presented in Table 11, only the wings are exposed to rain, and hence can be considered in the class XC4. Due to the fact that durations of propagation periods \( t_{prop} \), presented in Table 5, were given only for exposure class XC4, only the wings of the bridge could be analyzed.

5.3. Visual Inspection

The condition states (ratings) introduced in Table 9 are assigned based on the results of visual inspections, which are commonly carried out by teams of trained technicians. During visual inspection, they try to detect defects and damage, and, depending on their extent, assign the aforementioned condition state. Furthermore, visual inspection comprises the use of only simple tools such as hammers to remove cracked parts of concrete, rebound hammers to detect areas with lower compressive strength, etc. During the inspections, the following is therefore recorded: (i) the identified defects and damages, such as cracks, concrete spalling, steel corrosion, etc., (ii) the required immediate intervention measures, (iii) the reparability of the observed defects and damage, and (iv) the comparison of the existing condition of the structure with the previously recorded one. Accordingly, in 2005, the Weikendorf Bridge was assigned the condition state CS3, due to several damage zones with spalled parts of concrete, primarily in the abutments and wings. The same condition state was assigned in subsequent inspections, until 2014, when the bridge was repaired. Before 2005, inspection records contained only a description of the condition, without a condition state being assigned. Following the inspection in 2013, it was decided that additional testing should be performed, such as determining
compressive strength, measuring reinforcement properties, measuring carbonation depth, etc. From the performed tests, it was found that the abutments exhibited high levels of chloride and carbonation, and the wings exhibited high levels of carbonation.

Taking into account the condition state grading system of five states, the state of the process at time \( t = 38 \) years (in 2005) can be denoted by an \( n \)-dimensional vector \( p(38) \). Thus, Equation (1) takes the form:

\[
p(38) = [p_1(38) p_2(38) p_3(38) p_4(38) p_5(38)].
\]  

(24)

Furthermore, if the fact that the structure is graded to be in CS3 at the age of 38 years is taken with certainty, the probability vector denoting the state of the process becomes:

\[
p(38) = (0 \ 0 \ 1 \ 0 \ 0).
\]  

(25)

However, such representation implies that no uncertainty is connected with the result of visual inspection. This is presumed, since a condition rating is usually assigned as a deterministic value, making it hard to allocate a level of uncertainty to such a condition state. If, for example, an indication were to exist that the visual inspection was performed with \( \pm 15\% \) of accuracy, the probability vector denoting the state in Equation (25) could be formed as \( p(38) = (0.0 \ 0.15 \ 0.70 \ 0.15) \).

5.4. Carbonation Measurements

Carbonation depth was tested by applying the phenolphthalein indicator solution in the abutments, wings, edge beam and deck. The sketch of measuring the carbonation depth in the abutments and wings can be seen in Figure 4.

![Figure 4. Sketch of measuring carbonation depth \( x_c(46) \) on the Weikendorf bridge, for wings (W) and abutments (A).](image)

The results of the measurements are presented in Table 12. An associated exposure class was assigned to each measurement location.

In addition to measuring carbonation depth, properties of reinforcement (such as concrete cover, raster and diameter) were determined using a concrete scanner for non-destructive structural inspection. According to the performed tests and the design documents, the properties of reinforcement in the bridge wings can be obtained as given in Table 13.
Table 12. Results of measuring carbonation depth $x_c(46)$ in the Weikendorf bridge, for wings (W), abutments (A), edge beam (EB) and girder (G).

<table>
<thead>
<tr>
<th>Point</th>
<th>Height (m)</th>
<th>Exposure Class</th>
<th>Measured Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1</td>
<td>1.50</td>
<td>XC4</td>
<td>15</td>
</tr>
<tr>
<td>W2</td>
<td>1.50</td>
<td>XC4</td>
<td>23</td>
</tr>
<tr>
<td>W3</td>
<td>1.50</td>
<td>XC4</td>
<td>16</td>
</tr>
<tr>
<td>W4</td>
<td>1.50</td>
<td>XC4</td>
<td>43</td>
</tr>
<tr>
<td>A1</td>
<td>0.20</td>
<td>XC3</td>
<td>38</td>
</tr>
<tr>
<td>A2</td>
<td>1.30</td>
<td>XC3</td>
<td>49</td>
</tr>
<tr>
<td>A3</td>
<td>2.35</td>
<td>XC3</td>
<td>52</td>
</tr>
<tr>
<td>A4</td>
<td>3.40</td>
<td>XC3</td>
<td>20</td>
</tr>
<tr>
<td>A5</td>
<td>3.40</td>
<td>XC3</td>
<td>18</td>
</tr>
<tr>
<td>A6</td>
<td>2.35</td>
<td>XC3</td>
<td>25</td>
</tr>
<tr>
<td>A7</td>
<td>1.30</td>
<td>XC3</td>
<td>46</td>
</tr>
<tr>
<td>A8</td>
<td>0.20</td>
<td>XC3</td>
<td>37</td>
</tr>
<tr>
<td>EB1</td>
<td>&gt;4.00</td>
<td>XC4</td>
<td>1</td>
</tr>
<tr>
<td>G1</td>
<td>&gt;4.00</td>
<td>XC3</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 13. Properties of reinforcement in bridge wings, grasped from design documents and performed tests.

<table>
<thead>
<tr>
<th>Values</th>
<th>Horizontal Reinforcement</th>
<th>Vertical Reinforcement</th>
</tr>
</thead>
<tbody>
<tr>
<td>concrete cover [mm]</td>
<td>circa 30</td>
<td>circa 40</td>
</tr>
<tr>
<td>raster [cm]</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>diameter [$\phi$]</td>
<td>14</td>
<td>12</td>
</tr>
</tbody>
</table>

These properties are relevant in order to determine the duration of both the initiation and propagation phases. The representation of the measured carbonation depths, as well as the reinforcement properties, can be seen in Figure 5.

5.5. Carbonation Propagation

To determine the duration of the initiation phase $t_{ini}$, first the parameters in Equation (17) have to be determined. Some of these parameters are constants, and others can be obtained from design documents, performed inspections, meteorological data, literature survey, etc. Moreover, results of measured carbonation depth can serve for the crosschecking of such determined parameters. Alternatively, when substantial information related to the measured carbonation depth is known, a Bayesian updating procedure can be used to directly update the initially assumed carbonation depth.
Time of wetness $ToW$ was determined based on historical measurements obtained from the weather stations in Gänserndorf, located 1.45 km from the bridge [59]. Precipitation data were available for each day from 1971 to 2014. From the data, the average number of rainy days for each year was calculated, and expressed as a percentage. Rainy days were divided into days with more than 2.5 mm of rainfall and those with more than 0 mm of rainfall, as presented in Figure 6.

![Figure 6. Time of wetness $ToW$ for the weather station Gänserndorf, expressed in the percentage of number of rainy days.](image)

Furthermore, the mean value of precipitation $> 2.5$ mm for all average yearly values in the period 1971–2014 was calculated and depicted. This value is equal to 0.145, and it was used as the $ToW$ of the Weikendorf Bridge. On the other hand, relative humidity $RH_a$ of the ambient air could not be determined as precisely as the time of wetness, since the closest weather station available is located 20 km from the bridge. For this reason, all available weather stations in the state of Lower Austria were analyzed based on the measurements of the Central Institute for Meteorology and Geodynamics [60], as depicted in Figure 7. Data were available in the form of average humidity for the whole period 1981–2010, measured at 7:00 AM and 2:00 PM. When different stations are analyzed, considering an average value between 7:00 AM and 2:00 PM, the data exhibit a mean value of 72.37% and a standard deviation of 2.23%.

As stated in the previous chapters, the probability of driving rain $p_{dr}$ represents an average distribution of the wind direction during rain events, and it depends on the strength and direction of the wind, the orientation of the structural element, etc. From the available meteorological data, it was not possible to compare exact precipitation and wind directions. However, being mostly sheltered by the embankment, the wings are considered to have a low probability of driving rain. Hence, a probability of driving rain of $p_{dr} = 0.1$ was used for the analysis.

No concrete cover $c$ was found to be assigned in the design documents, while the tested concrete cover in the test report was only assigned approximately, as shown in Table 13. In fib Bulletin 34 [7], it is stated that the observed standard deviations of concrete cover obtained from field measurements range from $2 \text{ mm} \leq s \leq 15 \text{ mm}$. Moreover, deviation in concrete cover can be associated with level of quality control, e.g., the coefficient of variation can be assumed to be 15% in structures with high quality control, 20% in structures with medium, and 30% in those with low quality control. Since the wings of the Weikendorf bridge are considered to be constructed with medium quality control, the concrete cover was assumed to be normally distributed with the mean value of 30 mm, coefficient of variation of 20%, and standard deviation of 6 mm.
was during construction. However, since the resistivity of the concrete was proven to be low by the performed test, a short curing time is assumed, i.e., $t = 0.005$.

For rural areas, thus being normally distributed with the mean value of 0.042% and a standard deviation of 8.0 and a standard deviation of 1.1.

CEM I were assumed, in the belief that this cement type was most common at the time of construction. Documents, the concrete class B160 was used in the wings. A w/c ratio of 0.75 and the cement type with high quality control, the concrete cover was assumed to be normally distributed with the mean value of 30 mm, with level of quality control, e.g., the coefficient of variation can be assumed to be 15% in structures with high quality control, 20% in structures with medium, and 30% in those with low quality control.

Such presumed parameters resulted in normally distributed carbonation rate $k$ with mean value of 8.0 and a standard deviation of 1.1.

It is not known which exact cement strength class was used, nor what the ambient temperature was during construction. However, since the resistivity of the concrete was proven to be low by the performed test, a short curing time is assumed, i.e., $t_i$ of 2 days.

The value of carbonation concentration of ambient air $C_a$ was taken to be the maximum proposed for rural areas, thus being normally distributed with the mean value of 0.042% and a standard deviation of 0.005.

The overall parameters for the carbonation-induced depassivation model gathered for the wings of the Weikendorf Bridge are presented in Table 14.

### Table 14. Parameters of carbonation-induced depassivation for the wings of the Weikendorf Bridge.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Distribution Type</th>
<th>Mean Value $m$</th>
<th>Standard Deviation $s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative humidity—laboratory $R_{Hl}$</td>
<td>%</td>
<td>Constant</td>
<td>65</td>
<td>-</td>
</tr>
<tr>
<td>Exponent $f_e$</td>
<td>-</td>
<td>Constant</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>Exponent $g_e$</td>
<td>-</td>
<td>Constant</td>
<td>2.5</td>
<td>-</td>
</tr>
<tr>
<td>Regression exponent $b_w$</td>
<td>-</td>
<td>Lognormal</td>
<td>0.446</td>
<td>0.163</td>
</tr>
<tr>
<td>Exponent $b_c$</td>
<td>-</td>
<td>Normal</td>
<td>-0.567</td>
<td>0.024</td>
</tr>
<tr>
<td>Reference time $t_0$</td>
<td>years</td>
<td>Constant</td>
<td>0.0767</td>
<td>-</td>
</tr>
<tr>
<td>CO$_2$ concentration—laboratory $C_l$</td>
<td>vol.%</td>
<td>Constant</td>
<td>0.04</td>
<td>-</td>
</tr>
<tr>
<td>Concrete cover $c$</td>
<td>mm</td>
<td>Normal</td>
<td>30</td>
<td>6</td>
</tr>
<tr>
<td>Relative humidity of ambient air $R_{He}$</td>
<td>%</td>
<td>Normal</td>
<td>72.4</td>
<td>2.2</td>
</tr>
<tr>
<td>Time of wetness $ToW$</td>
<td>%</td>
<td>Constant</td>
<td>0.145</td>
<td>-</td>
</tr>
<tr>
<td>Probability of driving rain $p_{dr}$</td>
<td>%</td>
<td>Constant</td>
<td>0.10</td>
<td>-</td>
</tr>
<tr>
<td>Carbonation rate $k_{NAC}$</td>
<td>mm/years$^{0.5}$</td>
<td>Normal</td>
<td>8</td>
<td>1.1</td>
</tr>
<tr>
<td>Curing time $t_c$</td>
<td>days</td>
<td>Constant</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>CO$_2$ concentration of ambient air $C_a$</td>
<td>vol.%</td>
<td>Normal</td>
<td>0.042</td>
<td>0.005</td>
</tr>
</tbody>
</table>
Carbonation depth at the age 46 years $x_c(46)$ calculated using the parameters in Table 14 resulted in a mean value of 40.80 mm and a standard deviation of 13.87 mm. Such calculated results closely match the highest measured value of carbonation in point W4, as presented in Table 12. Moreover, from the parameters shown in Table 14, using Equation (17), it is possible to calculate the duration of time of initiation $t_{ini}$. For the probabilistic analysis of time of initiation $t_{ini}$, as well as for other probabilistic analysis in the article, the probabilistic engine FReET (Feasible Reliability Engineering Tool) was used [61]. The determined statistical parameters of the duration of time of initiation $t_{ini}$ are presented in Table 15 as lognormally distributed. As shown in Figure 1, the time of initiation $t_{ini}$ represents the sojourn time of condition state one $T_1$ of the semi-Markov process.

Table 15. Duration of time of initiation $t_{ini}$ of the process of carbonation-induced corrosion for the wings of the Weikendorf Bridge.

<table>
<thead>
<tr>
<th>Phase (state)</th>
<th>Mean $m$</th>
<th>Standard Deviation $s$</th>
<th>Location Parameter $\mu$</th>
<th>Scale Parameter $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{ini}$ [year]</td>
<td>11.08</td>
<td>9.84</td>
<td>2.11</td>
<td>0.76</td>
</tr>
</tbody>
</table>

5.6. Corrosion Propagation

Historical measurements of temperature from the Central Institute for Meteorology and Geodynamics in Austria served for determining the ambient temperature of the Weikendorf Bridge [60]. The data consisted of the mean temperature of the period 1961–1990 for weather stations in Lower Austria. Available data were analyzed, where data from the Gänsendorf weather station in the near vicinity of the bridge also exist. Hence, for the parameter $T_{real}$ in Equation (23), the mean value of 282.4 K for the Gänsendorf weather station was taken into account, with the standard deviation obtained by analysis of different stations. When different stations were analyzed, as presented in Figure 8, a standard deviation of 1.2 K was obtained.

![Figure 8. Mean temperature in the period 1961–1990 (K) for weather stations in Lower Austria.](image)

Using Equation (23), the duration until events of cracking and spalling $t_{prop}$ for the Weikendorf Bridge can be recalculated. The results of the recalculation are presented in Table 16 as lognormally distributed.

Table 16. Values of duration of propagation $t_{prop}$ until the occurrence of events of cracking and spalling for the wings of the Weikendorf Bridge.

<table>
<thead>
<tr>
<th>Event</th>
<th>$t_{prop}$</th>
<th>Mean Value $m$</th>
<th>Standard Deviation $s$</th>
<th>Location Parameter $\mu$</th>
<th>Scale Parameter $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>cracking</td>
<td>$t_{prop,cra}$</td>
<td>8.46</td>
<td>2.89</td>
<td>2.08</td>
<td>0.33</td>
</tr>
<tr>
<td>spalling</td>
<td>$t_{prop,spa}$</td>
<td>16.91</td>
<td>4.87</td>
<td>2.79</td>
<td>0.28</td>
</tr>
</tbody>
</table>

![Figure 8. Mean temperature in the period 1961–1990 (K) for weather stations in Lower Austria.](image)
Taking into account the values presented in Tables 6 and 16, and using Equation (19), it is possible to determine the approximate corrosion rate $v_{corr}$ in the wings as an average between corrosion rates causing cracking and spalling. The mean value of approximate corrosion rate $v_{corr}$ in wings was determined to be equal to 22.2 $\mu$m/year, with a standard deviation of 10.0 $\mu$m/year.

Since the wings are elements that exhibit lower consequences once the failure has occurred, the robustness class ROC 3 (presented in Table 4) was chosen to represent the appropriate failure mode for the wings. This means that the loss of cross-section $\Delta A_s$ of 25% is deemed to cause collapse. Due to the fact that horizontal reinforcement has a smaller concrete cover (i.e., approximately 30 cm), it is expected that it will be the first to be affected by corrosion. The diameter of the horizontal reinforcement is 14 mm. $P_{crit, coll}$ was obtained assuming homogeneous corrosion with $\alpha = 2$ and employing Equation (20), as shown in Table 17.

Table 17. Critical corrosion depth $P_{crit, coll}$ for ROC3, derived for bridge wings.

<table>
<thead>
<tr>
<th>Robustness Class (ROC)</th>
<th>Loss of Cross-Section $\Delta A_s$ (%)</th>
<th>Critical Corrosion Depth $P_{crit, coll}$ (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROC 3</td>
<td>25</td>
<td>937.82</td>
</tr>
</tbody>
</table>

Taking into account critical corrosion depth $P_{crit, coll}$ and corrosion rate $v_{corr}$, the duration of propagation until the event of collapse $t_{prop, coll}$ can be calculated. To do so, Equation (19) and the reinforcement properties given in Table 13 need to be used. The calculated values for duration until the event of collapse are shown in Table 18.

Table 18. Duration of propagation until the event of collapse $t_{prop, coll}$.

<table>
<thead>
<tr>
<th>Robustness Class (ROC)</th>
<th>Phase</th>
<th>Mean Value $m$</th>
<th>Standard Deviation $s$</th>
<th>Location Parameter $\mu$</th>
<th>Scale Parameter $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROC 3</td>
<td>$t_{prop, coll}$</td>
<td>50.82</td>
<td>22.89</td>
<td>3.84</td>
<td>0.43</td>
</tr>
</tbody>
</table>

5.7. Condition Prediction

Once the input parameters are determined, it is possible to perform the analysis using the semi-Markov process model. To do so, the sums of the sojourn times $T_{1\rightarrow i}$ have to be numerically determined. These sums for the wings of the Weikendorf Bridge are presented in Table 19.

Table 19. Sums of sojourn times $T_{1\rightarrow i}$, of the process of carbonation-induced corrosion in the wings of the Weikendorf Bridge.

<table>
<thead>
<tr>
<th>$T_{1\rightarrow i}$</th>
<th>$\Sigma t$</th>
<th>Mean Value $m$</th>
<th>Standard Deviation $s$</th>
<th>Location Parameter $\mu$</th>
<th>Scale Parameter $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{1\rightarrow 2}$</td>
<td>$t_{ini} + t_{prop, cra}$</td>
<td>19.54</td>
<td>125</td>
<td>2.85</td>
<td>0.49</td>
</tr>
<tr>
<td>$T_{1\rightarrow 3}$</td>
<td>$t_{ini} + t_{prop, spa}$</td>
<td>27.99</td>
<td>197</td>
<td>3.26</td>
<td>0.38</td>
</tr>
<tr>
<td>$T_{1\rightarrow 4}$</td>
<td>$t_{ini} + t_{prop, coll}$</td>
<td>61.90</td>
<td>2491</td>
<td>4.05</td>
<td>0.39</td>
</tr>
</tbody>
</table>

The PDFs and SFs (in Equations (7)–(11)) of the sojourn time sums $T_{1\rightarrow i}$ were used to calculate single-time step transition probabilities $p_{ij}^{t, t+1}$. For instance, the probability of transition from the state 3 to 4 in the period between the 38th and 39th year is given in Equation (26):

$$p_{3,4}^{38,39} = \frac{f_{1\rightarrow 3}(38)}{S_{1\rightarrow 2}(38) - S_{1\rightarrow 2}(38)} = 0.1470. \quad (26)$$
Once all the single-time step probabilities are known, it is possible to populate the transition matrices $P^{k+1}_i$, as shown for the probability matrix $P^{38,39}$ in Equation (27):

\[
P^{38,39} = \begin{bmatrix}
  p_{1,1}^{38,39} & p_{1,2}^{38,39} & 0 & 0 & 0 \\
  0 & p_{2,2}^{38,39} & p_{2,3}^{38,39} & 0 & 0 \\
  0 & 0 & p_{3,3}^{38,39} & p_{3,4}^{38,39} & 0 \\
  0 & 0 & 0 & p_{4,4}^{38,39} & p_{4,5}^{38,39} \\
  0 & 0 & 0 & 0 & 1
\end{bmatrix} = \begin{bmatrix}
  0.918 & 0.081 & 0 & 0 & 0 \\
  0 & 0.674 & 0.326 & 0 & 0 \\
  0 & 0 & 0.853 & 0.147 & 0 \\
  0 & 0 & 0 & 0.981 & 0.019 \\
  0 & 0 & 0 & 0 & 1
\end{bmatrix}.
\] (27)

The probability that the process will assume one of the states $i$ in the subsequent time period $k$ can be calculated using Equation (3). For instance, when predicting the condition of the wings at the age $t = 38$ years for the subsequent period $k$ of 20 years, the $n$-dimensional vector expressed in Equation (3) takes the form:

\[
p(58) = p(38) \cdot P^{38,39} \cdot P^{39,40} \cdots P^{57,58} = [0 \ 0 \ 0.034 \ 0.626 \ 0.340].
\] (28)

The obtained values in Equation (28) show that the probabilities that the wings will be in each one of five possible condition states in the year 2025 are equal to $p_1(58) = p_2(58) = 0\%$, $p_3(58) = 3.4\%$, $p_4(58) = 62.6\%$, and $p_5(58) = 34.0\%$.

After all the transition matrices $P^{k+1}_i$ are known, it is possible to analyze the condition of the wings for all subsequent periods $k$, as depicted in Figure 9a.

![Figure 9](image)

**Figure 9.** Probability that the process will assume one of the condition states $i$ for subsequent periods $k$, (a) assuming wings were in CS3 in 2005 at the age $t = 38$ years; (b) assuming wings were in CS1 at the age $t = 0$ years.

The shaded part of Figure 9a presents the elapsed time, i.e., the time before the inspection in 2005 when the CS3 was first assigned. If the same structure is regarded as newly built, then the state condition vector takes the form $p(0) = (1 \ 0 \ 0 \ 0 \ 0)$. Applying such a state condition vector, the conditions for the subsequent periods $k$ were obtained, as depicted in Figure 9b. One can easily notice that if the structure is observed as new, the most probable condition state at the time $t = 38$ years is CS4, in contrast to CS3, which was assigned based on visual inspection at the age of 38 years.
6. Discussion of Results

Several assumptions were made in the process of implementing the framework in the Weikendorf Bridge. Along with a discussion of the obtained results, this chapter provides clarification for some of these assumptions, as well as a study of their effect on the obtained results. One of the stated assumptions is that the highest measured carbonation depth should trigger corrosion first, which does not have to be the case. Due to this assumption, the parameters in Table 14 were chosen so that they match the highest measured value in point W4, thus influencing the subsequently determined $t_{ini}$. However, when the mean of the measured values presented in Table 12 is observed, the duration of the initiation phase $t_{ini}$ becomes significantly longer than the one obtained in Table 15. Hence, in order to understand the influence of duration of initiation phase, the range of mean values of $t_{ini} = 20, 30...100$ years, with the coefficient of variation $c_v = 0.5$, was analyzed. Figure 10 depicts the probabilities that the process will assume one of the condition states $i$ for the subsequent period $k = 50$ years, taking into account the condition state CS1 at the age of 0 years.

![Figure 10](image)

**Figure 10.** Probability that the process will assume one of the condition states $i$ at the age of 50 years, given for different durations of initiation phase $t_{ini}$.

Other important implications assumed in the article are the corrosion rate $v_{corr}$ and duration of propagation periods being based on recommendations given in [7]. These recommendations lead to the mean value of corrosion rate $v_{corr} = 22$ mm/year being used in the analysis. However, according to [62], corrosion rates higher than 1 $\mu$A/cm$^2$ ($\approx 16$ $\mu$m/year) are seldom measured, while values between 0.1–1.0 $\mu$A/cm$^2$ ($\approx 1.6–16.0$ $\mu$m/year) are the most frequent. Therefore, the mean corrosion rate was altered in the range $v_{corr} = 4, 8,...16$ $\mu$m/year, with coefficient of variation $c_v = 0.5$, in order to understand the behavior of the process for lower corrosion rates. For such ranges of corrosion rates, the probabilities that the process will assume one of the condition states $i$ for the subsequent period $k = 50$ years, taking into account the condition state CS1 at an age of 0 years, are depicted in Figure 11. As can be seen in Figure 11, the probabilities of collapse for the corrosion rate $v_{corr} < 4$ $\mu$m/year are almost equal to zero for the first 50 years.

The analysis of the duration of the collapse period was performed for the robustness class ROC3, which assumes a 25% cross-section loss, as presented in Tables 17 and 18. However, it should be noted that different collapse modes are possible in other bridge elements.

It is important to mention that due to lack of data before 2005, it was assumed that the bridge entered in CS3 in 2005 and stayed in the same state until the last inspection in 2013, before it was repaired. Nonetheless, it is possible that the bridge was already in the state CS3 prior to inspection in 2005. For this reason, to account for the recorded (past and present) duration of the bridge being in a certain state, sojourn times of these states have to be adjusted according to records.
Weikendorf Bridge was affected with other deterioration processes, as well, such as chloride ingress. probabilities of reaching the same condition state caused by different processes. In fact, very often a structure is affected by multiple deterioration processes at once. Unfortunately, the combined effects of various deterioration processes have not yet been studied in detail. Hence, at the moment, to account for multiple deterioration processes, only possible solution is to summon the probabilities of reaching the same condition state caused by different processes.

7. Summary and Conclusions

The article presented a framework for condition prediction of existing concrete bridges, using a combination of the semi-Markov process as a statistical model and carbonation-induced corrosion as an analytical model. As such, the framework should assist engineers and operators in condition assessment of large number of bridges in infrastructural networks, as well as in optimizing the scheduling of interventions. In the framework, the condition is forecasted in the form of the probability that the bridge (process) will assume one of condition states $i$ in a given subsequent period, by using the sojourn times derived from analytical deterioration models.

The distinctiveness of the presented framework and its contribution to the state-of-the-art in bridge management and condition prediction are that:

- the framework takes into account the probabilistic nature of the deterioration process, as well as the historic deterioration path, through PDFs and SFs of the sum of sojourn times presented in Equation (6). In this way, the framework does not just consider the present condition, but rather the sequence of events that preceded it. In other words, the semi-Markov process does not exhibit the ‘memoryless’ assumption, which is an important property of the Markov chain model;
- by estimating the transition probabilities in the transition matrix $p^t_{i,j+1}$ based on analytical models of deterioration, the framework is suitable for bridge inventory where reliable data on condition states are lacking, which is very often the case for condition data related to advanced deterioration [63];
- the framework overcomes other shortcomings of the homogeneous Markov chain, such as discrete transition time intervals, constant bridge population, and stationary transition probabilities;
- it is a holistic framework in the sense that it utilizes all the available data, such as environmental loading, material properties, structural parameters, etc., and not just condition ratings from visual inspections. This data can be acquired from literature survey, standards valid at the time of

![Figure 11. Probability that the process will assume one of the condition states $i$ at the age of 50 years, dependent on different corrosion rate $v_{corr}$.](image)
design and construction, design documents, inspection documents, test and monitoring reports, empirical knowledge of experts, and so on;

- although the article concentrates on concrete bridges and the process of carbonation-induced corrosion, it is flexible to implementation on any structural or material type, as well as any deterioration process for which an adequate deterioration model exists;

- by considering both deterioration path and bridge properties, the framework can highlight groups of structures with similar properties, and in this way differentiate those with a high rate of deterioration from those deteriorating at a slower pace.

Altogether, it can be concluded that the enclosed framework presents a suitable alternative to presently implemented frameworks for condition prediction used in Bridge Management Systems.
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