A Coherent Performance for Noncoherent Wireless Systems Using AdaBoost Technique
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Abstract: Boosting is a machine learning approach built upon the idea of producing a highly precise prediction rule by combining many relatively weak and imprecise rules. The Adaptive Boosting (AdaBoost) algorithm was the first practical boosting algorithm. It remains one of the most broadly used and studied, with applications in many fields. In this paper, the AdaBoost algorithm is utilized to improve the bit error rate (BER) of different modulation techniques. By feeding the noisy received signal into the AdaBoost algorithm, it is able to recover the transmitted data from the noisy signal. Consequently, it reconstructs the constellation diagram of the modulation technique. This is done by removing the noise that affects and changes the signal space of the data. As a result, AdaBoost shows an improvement in the BER of coherently detected binary phase shift keying (BPSK) and quadrature phase shift keying (QPSK). The AdaBoost is next used to improve the BER of the noncoherent detection of the used modulation techniques. The improvement appears in the form of better results of the noncoherent simulated BER in comparison to that of the theoretical noncoherent BER. Therefore, the AdaBoost algorithm is able to achieve a coherent performance for the noncoherent system. The AdaBoost is simulated for several techniques in additive white Gaussian noise (AWGN) and Rayleigh fading channels so, as to verify the improving effect of the AdaBoost algorithm.
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1. Introduction

Boosting is a general technique used to increase the accuracy of any given learning algorithm. The Adaptive Boosting (AdaBoost) algorithm, introduced in 1995 by Freund and Schapire, has been used to solve many of the real-world problems of the earlier boosting algorithms. The AdaBoost algorithm was defined firstly for two class problems, but it can be continued for multi-class and regression problems [1,2]. When applied to two-class classification problems, AdaBoost has been shown to be extremely successful in creating accurate classifiers.

Freund and Schapire’s AdaBoost algorithm for classification [3,4] has attracted much attention in the machine learning community [5] as well as in associated areas in statistics [6–8]. Different versions of the AdaBoost algorithm have proven to be very competitive in terms of the prediction accuracy in a diversity of applications.

Boosting approaches have been proposed as ensemble methods, which depend on the principle of generating multiple predictions and majority voting (averaging) among the individual classifiers.
Later, Breiman [6,7] made a path-breaking remark that the AdaBoost algorithm can be seen as a gradient descent algorithm in functional space, inspired by mathematical optimization and statistical estimation. Moreover, Friedman et al. [8] laid out more important foundations that related AdaBoost and other boosting algorithms to the framework of statistical estimation and additive basis expansion. In their terminology, boosting is characterized as “stagewise, additive modeling”. The word “additive” doesn’t indicate a model fit which is additive in the covariates, but points to the fact that boosting is an additive (in fact, a linear) combination of “simple” (function) estimators. Also, Ratliff et al. [9] and Wu et al. [10] established related ideas that were mostly acknowledged in the machine learning community. In [11], further views on boosting are given; specifically, the authors first pointed out the relation between boosting and $L_1$-penalized estimation. The visions of Friedman et al. [8] opened new perceptions, namely to use boosting approaches in many contexts other than classification. We refer here to boosting methods for regression (including generalized regression) [12–14], for density estimation [15], for survival analysis [14,16], or for multivariate analysis [8,17].

Reference [18] presents a multidimensional back propagation neural network (BP-NN) based life calculation method that takes into consideration different driving currents and ambient temperatures. Since the well-known neural network (NN) can easily get trapped in local minima and be subjected to low precision, the BP-NN method is improved using the Adaboost algorithm. In some of these opinions, boosting is not only a black-box prediction tool, but it is also an estimation method for models with an explicit structure such as linearity or additivity. Boosting can then be considered as a very interesting regularization structure for estimating a model [12,16,19].

The modulation techniques occupy an important position in many applications. In [20], T. Liu et al. present a boosting algorithm as an ensemble frame to accomplish a higher accuracy than that of a single classifier. To calculate the effect of boosting algorithms, eight common communication signals are yet to be identified and five types of entropy are extracted as the training vector. Then, the AdaBoost algorithm based on a decision tree is used to confirm the idea of the boosting algorithm. The results show that AdaBoost is always a superior classifier.

In [21], a multiple-input multiple-output (MIMO) two-way relaying channel (TWRC) with physical layer network coding (PLNC) needs the recognition of a pair of source-modulations from the superposed constellation at the relay. The suggested algorithm is divided into two steps. The first stage uses the higher order statistics based features in conjunction with a genetic algorithm as a features-selection method, while the second one employs AdaBoost as a classifier. The obtained simulation results show the capability of the proposed algorithm to provide a decent recognition performance at acceptable signal-to-noise values.

Since the publishing of [21], the AdaBoost technique has been used in this line of work with noncoherent receivers for binary phase shift keying (BPSK) and quadrature phase shift keying (QPSK) modulation. It is important to include a brief survey about other noncoherent modulation schemes such as differential chaotic shift keying (DCSK), noise reduction DCSK (NR-DCSK), short reference-DCSK (SR-DCSK), permutation index DCSK (PI-DCSK) and multiuser orthogonal frequency division multiplexing DCSK (OFDM DCSK). The idea of considering the DCSK systems under pulse jamming environments was shown in [22], where the system was examined under slow- and fast-switching pulse jamming environments.

A new noncoherent scheme called PI-DCSK modulation was proposed in [23]. This inventive design scheme aims to improve data security, energy, and spectral efficiencies compared to its competitors. The NR-DCSK modulation was used in [24]. The antijamming performance of the NR-DCSK system was studied. Practical jamming environments were taken into consideration including broadband jamming (BBJ), partial-time jamming (PTJ), tone jamming (TJ), and sweep jamming (SWJ).

In [25], SR-DCSK was used to overcome the main drawbacks related to the low data rate and energy efficiency fondness of conventional DCSK systems. In [26], a multiuser OFDM-DCSK modulation was successfully established. It is a recent technique used to overcome the disadvantage of
the OFDM. The target of OFDM is to increase spectral and energy efficiencies by letting multiple access transmissions decrease the complexity using inverse fast Fourier transform/fast Fourier transform (IFFT/FFT) operations instead of parallel matched filters.

In this paper, the AdaBoost algorithm is used to improve the bit error rate (BER) of the different modulation techniques (BPSK and QPSK). For coherent detection, AdaBoost is able to improve the BER, and the simulated BER coincides with that of the theoretical BER curve of each technique. This is achieved by using the AdaBoost algorithm to recover the transmitted data from the noisy received signal. Consequently, it reconstructs the constellation diagram of the modulation technique by removing the noise that is affecting and changing the signal space of the data. This leads to an improvement in the BER of coherently detected BPSK and QPSK. Moving on to the next step, the AdaBoost is used to improve the BER of the noncoherent detection of the used modulation technique. The term noncoherent refers to detection of the received signal without the knowledge of the signal’s phase. Instead of using known phase reference information at the receiver side, such as in the case of coherent detection, noncoherent detection uses the phase information of the prior symbol to detect the current one. As it is comparing two noisy signals with each other, consequently, the BER of noncoherent detection is estimated to be approximately two times worse than that of the coherent detection. Since the noncoherent system is worse in performance than the coherent one, when the AdaBoost algorithm is added, it improves the noncoherent detection’s BER. This helps to improve the noncoherent detection of the receiver without adding more complexity, which was originally the advantage (i.e. lower complexity) of the noncoherent over the coherent detection.

The AdaBoost algorithm is able to achieve a coherent performance for the noncoherent system. The proposed system is simulated for different techniques in additive white Gaussian noise (AWGN) and Rayleigh fading channel to verify the improving effect of the AdaBoost algorithm. The novelty of using the AdaBoost algorithm is in detecting the signal’s features by recovering the originally transmitted data from the noisy received signal and, therefore, helping to improve the BER. The innovation comes from using an algorithm that is well known in the field of image processing and feature recognition and applying it to wireless communication signals, where it can be a benefit from its boosting effect in improving the detected results.

The rest of this paper is organized as follows. In Section 2, the AdaBoost algorithm is explained. Digital modulation classification is then presented in Section 3. Section 4 discusses the simulation results. Section 5 is devoted to the main conclusion.

2. AdaBoost Algorithm

Boosting is a general term for a system performance enhancement. The principle of boosting is to effectively combine simple decision rules (so called weak classifiers) into strong ensembles of classifiers. This allows for the capturing of even quite complex decision boundaries. The Adaboost algorithm [27] (from adaptive boosting) is a powerful learning method with a built-in feature selection mechanism. The main concept of the Adaboost learning algorithm is to create a strong classifier that has high detecting performance by joining weak classifiers. The AdaBoost algorithm learns by repeated calculations, and has two functions: choosing the feature and learning the classifier. Through reiteration of calculation, the simple classifying ability is reinforced, because weak classifiers that are an index of performance are added to the strong classifier in iteration [2]. After the initial step of learning, it updates a new weight to the previous classifier by using an emphasizing error. After learning, a strong classifier that forms the 2nd layer perceptron is acquired [28]. In the AdaBoost algorithm proved by Freund and Schapire, errors come close to zero when the number of iterations is increased exponentially [29].

Suppose we take a set of training data \((x_1, c_1), (x_2, c_2), \ldots, (x_n, c_n)\), where the input (predictor variable) \(x \in \mathbb{R}^p\), and the output (response variable) \(c_i\) is qualitative and assumes values in a finite set, e.g., 1, 2, \ldots, \(K\) where \(K\) is the number of classes. The aim is to find a classification rule \(C(x)\) from
the training data, so that when given a new input \( x \), one can give it a class label \( c \) from 1, 2, \ldots, \( K \) problems [1].

What is the best possible classification rule? A commonly used definition of the best classification rule is to achieve the bottommost misclassification error rate. Usually, it is supposed that the training data are independently and identically distributed samples from an unknown probability distribution \( \text{Prob}(X,C) \). Then, the misclassification error rate for \( C(x) \) [1] is:

\[
E_X I_{C(X) \neq C} = E_X \text{Prob}(C(X) \neq C|X) \tag{1}
\]

\[
E_X I_{C(X) \neq C} = 1 - E_X \text{Prob}(C(X) = C|X) \tag{2}
\]

\[
E_X I_{C(X) \neq C} = 1 - \sum_{k=1}^{K} E_X [I_{C(X)=k} \text{Prob}(C = k|X)] \tag{3}
\]

It is clear that \( C^*(x) = \arg \max_k \text{Prob}(C = k|X = x) \) will reduce this quantity with the misclassification error rate equal to \( 1 - E_X \max_k \text{Prob}(C = k|X) \). This classifier is named the Bayes classifier, and the error rate it reaches is the Bayes error rate.

The AdaBoost algorithm is an iterative process that combines many weak classifiers to approximate the Bayes classifier \( C^*(x) \). Beginning with the unweighted training sample, the AdaBoost builds a classifier, for instance, a classification tree, which produces class labels. If a training data point is misclassified, the weight of that training data point is enlarged (boosted). A second classifier is built using the new weights, which are no longer equal. Again, misclassified training data have their weights boosted and the process is repeated [1]. A description of the AdaBoost algorithm in the form of a flowchart is shown in Figure 1.

The following algorithm, Algorithm 1, shows the AdaBoost technique used to solve a classification problem of two classes. It is first used in case of two classes only and then it is developed to cover the multi-class problems as shown in Algorithm 2.

**Algorithm 1: Two class AdaBoost** [3]

- \( x_i \): the input (predictor variable)
- \( c_i \): output (response variable)
- \( w_i \): observation weights
- \( n \): number of samples
- \( M \): number of iterations
- \( T(x) \): weak classifier
- \( \text{err}(m) \): error rate
- \( \alpha(m) \): weight assigned to classifier
- \( C(x) \): final classification rule
- \( K \): number of classes (1, 2, \ldots, \( k \))

As shown in the steps of Algorithm 1, first the weight \( w_i \) of all samples is initialized, meaning that it is equal for all the samples.

1. Initialization of the observation weight \( w_i = 1/n, i = 1, 2, \ldots, n \).

Secondly, a number of iterations \( M \) are performed, where they go through all possible weak classifiers to find the best one that minimizes the error rate with respect to \( w_i \).

2. For \( m = 1 \) to \( M \):
   (a) Fitting a classifier \( T^{(m)}(x) \) to the training data using weights \( w_i \).
(b) Calculate
\[
err^{(m)} = \sum_{i=1}^{n} w_{i} \cdot \mathbb{1}(c_{i} \neq T^{(m)}(x_{i})) / \sum_{i=1}^{n} w_{i}
\]

The error rate \(err^{(m)}\) is the summation of the previous process for all the samples.

(c) Calculate
\[
a^{(m)} = \log \left(1 - \frac{err^{(m)}}{err^{(m)}}\right)
\]

A weight \(a^{(m)}\) is assigned to the classifier.

(d) Set
\[
w_{i} \leftarrow w_{i} \cdot \exp \left(a^{(m)} \cdot \mathbb{1}(c_{i} \neq T^{(m)}(x_{i}))\right), \quad i = 1, 2, \ldots, n.
\]

The weight \(w_{i}\) is then updated where the wrongly classified samples will have more weight.

(e) Re-normalization of \(w_{i}\)

3. Output
\[
C(x) = \arg \max_{k} \sum_{m=1}^{M} a^{(m)} \cdot \mathbb{1}(T^{(m)}(x) = k)
\]

After \(M\) such iterations, the final classification rule \(C(x)\) is formed.

---

Figure 1. Adaptive Boosting (AdaBoost) algorithm flowchart.
Notice that in order for the misclassified training data to be boosted, it is necessary that the error of each weak classifier \( \text{err}^{(m)} \) be less than 1/2 (in reference to the distribution on which it was trained), otherwise \( \alpha^{(m)} \) will be negative and the weights of the training samples will be updated in the wrong direction. For two-class classification problems, this condition is about the same as random guessing, but when \( K > 2 \), accuracy 1/2 may be much harder to reach than the random guessing accuracy rate 1/K. Therefore, AdaBoost may fail if the weak classifier \( T(x) \) is not chosen correctly.

Typically, one may build 500 or 1000 classifiers in this way. A score is given to each classifier, and the final classifier is defined as the linear combination of the classifiers from every stage. Specifically, let \( T(x) \) denote a weak multi-class classifier that gives a class label to \( x \), then, the AdaBoost Algorithm 2 proceeds as follows [1]. It is a multi-class classifier algorithm, where the variable \( K \) is the number of classes. As for the overall sequence of the algorithm, it is almost the same as Algorithm 1.

**Algorithm 2: Multi-Class AdaBoost [1]**

- \( x_i \): the input (predictor variable)
- \( c_i \): output (response variable)
- \( w_i \): observation weights
- \( n \): number of samples
- \( M \): number of iterations
- \( T(x) \): weak classifier
- \( \text{err}^{(m)} \): error rate
- \( \alpha^{(m)} \): weight assigned to classifier
- \( C(x) \): final classification rule
- \( K \): number of classes (1, 2, \ldots, \( k \))

As shown in the steps of Algorithm 1, first the weight \( w_i \) of all samples is initialized, meaning that it is equal for all the samples.

1. Initialization of the observation weight \( w_i = 1/n, i = 1, 2, \ldots, n \).

Secondly, a number of iterations \( M \) are performed, where they go through all possible weak classifiers to find the best one. This will minimize the error rate with respect to \( w_i \).

2. For \( m = 1 \) to \( M \):
   - (a) Fitting a classifier \( T^{(m)}(x) \) to the training data using weights \( w_i \).
   - (b) Calculate
     \[
     \text{err}^{(m)} = \frac{\sum_{i=1}^{n} w_i \cdot \mathbb{1}(c_i \neq T^{(m)}(x_i))}{\sum_{i=1}^{n} w_i}
     \]
     The error rate \( \text{err}^{(m)} \) is the summation of the previous process for all the number of samples.
   - (c) Compute
     \[
     \alpha^{(m)} = \log \frac{1 - \text{err}^{(m)}}{\text{err}^{(m)}} + \log (K - 1)
     \]
     A weight \( \alpha^{(m)} \) is assigned to the classifier, the term \( \log(K - 1) \) is added to consider the number of classes in this algorithm as it is a multiclass algorithm.
   - (d) Set
     \[
     w_i \leftarrow w_i \cdot \exp \left( \alpha^{(m)} \cdot \mathbb{1}(c_i \neq T^{(m)}(x_i)) \right), \quad i = 1, \ldots, n
     \]
     The weight \( w_i \) is then updated where the wrongly classified samples will have more weight.
   - (e) Re-normalization of \( w_i \)
3. Output

\[ C(x) = \arg \max_k \sum_{m=1}^{M} a^{(m)} \cdot \mathbb{1}(T^{(m)}(x) = k) \]

After \( M \) such iterations, the final classification rule \( C(x) \) is formed.

3. Digital Modulation Classification

Automatically recognizing the modulation technique of a detected signal, the midway step between signal detection and demodulation, is the main task of an intelligent receiver. Clearly, with no information of the transmitted data and many unknown parameters at the receiver, such as the signal power, carrier frequency, phase offsets, and timing information, etc., a blind identification of the modulation format is a challenging task. This becomes even more challenging in real-world situations [30].

Recognition of the modulation type of an unknown signal offers valuable insight into its structure, source, and properties. If the modulation type of an intercepted signal is extracted, jamming can be carried out more accurately by focusing all resources into essential signal parameters.

Modulation is the process of varying a periodic waveform, i.e., a tone, in order to use that signal to convey a message. The most essential digital modulation techniques are Amplitude Shift Keying (ASK), Frequency Shift Keying (FSK), Phase Shift Keying (PSK), and Quadrature-Amplitude Modulation (QAM). Modulation recognition is an intermediate step on the path to complete message recovery. Therefore, correct retrieval of the message per se is not an objective or even a requirement [31,32].

Early on it was known that modulation classification is, first and foremost, a classification problem well-suited to pattern recognition algorithms. A successful statistical classification needs the correct set of features extracted from the unidentified signal. This is where the use of classification algorithms such as AdaBoost arises. The proposed model in this paper is shown in Figure 2.

![Flowchart of the proposed system](image)

**Figure 2.** Flowchart of the proposed system. AWGN = additive white Gaussian noise; BER = bit error rate; SNR = signal-to-noise ratio.

The system is built up as follows:

1. Generate random input data.
2. Modulate the input data using BPSK or QPSK (coherent and noncoherent).
3. Add AWGN to the modulated data.
4. Transmit the modulated data through a Rayleigh fading channel.
5. Demodulate the noisy received data using BPSK or QPSK (coherent and noncoherent).
6. Feed the demodulated noisy signal into the AdaBoost algorithm.
7. Calculate the BER.
8. Plot the results of the BER vs. signal-to-noise ratio (SNR).
4. Simulation Results

After applying the AdaBoost algorithm, a performance comparison of different modulation techniques such as BPSK and QPSK is carried out. AdaBoost is used to improve the SNR of these techniques. The Algorithm is first applied to the coherent systems to improve the BER of the used modulation techniques for a Gaussian channel. It is next used to improve the BER of the noncoherent detection of the used modulation techniques in the AWGN and Rayleigh environments. A flowchart of the proposed system is shown in Figure 3.

In the following section, the MATLAB simulation of each technique is illustrated, which proves the improvement made by applying the AdaBoost to the recovered signal at the receiver. The recovered signal, still contaminated with some noise will pass through the AdaBoost algorithm for tuning of its parameters.

4.1. Binary Phase Shift Keying (BPSK)

4.1.1. Coherent BPSK

The model implements or simulates a Binary Phase Shift Keying (BPSK) system using MATLAB and obtains its BER vs. SNR. To evaluate the performance of the system, a simulation is carried out for $10^5$ bits, and SNR equal to 0 to 9 dB as used in most of the simulations carried out for the BPSK system. An AWGN is added of variance equal to $\frac{1}{10^{(\text{SNR}/10)}}$, then, the noisy signal is sent over the Gaussian channel. After that, the AdaBoost algorithm is added at the receiver, where the observation weights $w_i = \frac{1}{n}$, $i = 1, 2, \ldots, n$, and $n$ is the length of the input bits. The number of weak classifiers ($T$) used for BPSK is equal to 5 weak learners, where it is the number of trials after which the desired
result is achieved. The number of classes \((K)\) is equal to 2 because in the case of BPSK, we are only interested in dividing the data into two classes. The AdaBoost technique separates the data into two classes achieving the BPSK concept as shown in Figure 4.

Figure 4. BPSK modulation technique.

Figure 5 shows the relation between both simulated and theoretical BER versus SNR of the coherent BPSK system. The results of simulated and analytical BER match very well. It is seen that as the value of the SNR increases, the corresponding value of the BER decreases. This makes sense since the SNR is equal to the power of the signal/power of the noise, so the value of the SNR increases. As a result, both curves coincide with each other. This is caused by adding the AdaBoost algorithm that helps in detecting the original data from the noisy received signal and reconstructing the constellation diagram and, as a result, the BER decreases. Hence, this verifies the improving effect of the AdaBoost algorithm on the used modulation technique.

Figure 5. BER vs. SNR for coherent BPSK modulation over the AWGN channel.
4.1.2. Noncoherent BPSK

Moving on, the performance of the noncoherent BPSK system is evaluated in both the AWGN and Rayleigh environment along with the AdaBoost algorithm being added to improve the system BER.

- **AWGN Channel**

Figure 6 displays the BER vs. SNR in the case of the AWGN, where the simulated noncoherent system shows a better result than that of the theoretical. The AdaBoost algorithm improves the performance, specially at low SNR values. However, at high SNRs, the improvement decreases but still it is better than that of the theoretical as the overall curve is close in results to that of the coherent BPSK performance.

![Figure 6. BER vs. SNR for noncoherent BPSK modulation over the AWGN channel.](image)

As mentioned, the main effect of the AdaBoost algorithm is to recover the transmitted data from the noisy received signal, and hence, allow for reconstruction of the constellation diagram of the modulation technique. As a result, the simulated BER is improved. The improvement appears in the form of better results of the noncoherent simulated BER in comparison to that of the theoretical. Also, it can be seen that the noncoherent simulated curve approaches that of the coherent system. This is caused by the fact that the noncoherent system is already worse in performance than the coherent one, so when the AdaBoost algorithm is added, it improves its BER. Therefore, the AdaBoost algorithm is able to achieve a coherent performance for the noncoherent system.

- **Rayleigh Fading Channel**

Figure 7 displays the BER vs. SNR in the case of the Rayleigh fading environment. The related simulation parameters are $N = 10^5$ (no. of bits), $N_s = 5 \times 10^5$ (no. of symbols), and SNR = 0–20 dB. The Rayleigh fading channel parameters are given as follows: $f_c = 2 \times 10^9$ Hz, $c = 3 \times 10^8$ m/s, $v = 14$ m/s, $f_D = 93$ Hz, $D_s = 185$ Hz (Doppler spread), and $T_s = 1 \times 10^{-4}$ s (sampling time).
Rayleigh fading environment as well. Hence, it reconstructs the constellation diagram of the modulation technique. As a result, the simulated BER is improved. Again, when the AdaBoost algorithm is added, it improves its BER and achieves a coherent performance for the noncoherent system.

4.2. Quadrature Phase Shift Keying (QPSK)

4.2.1. Coherent QPSK

The MATLAB code simulates a QPSK system of $10^4$ bits and SNR in the range of $-3$ to $7$ in dB. An AWGN is generated with variance equal to $1/(10^{(\text{SNR}/10)})$ and is added to the transmitted signal. The same AdaBoost algorithm is used of $T = 15$, where it is the number of trials after which the desired result is achieved, and $K = 4$ because in the case of the QPSK, we are only interested in dividing the data into four classes. The algorithm separates the data into four classes achieving the QPSK concept as in Figure 8.

Figure 7. BER vs. SNR plot for noncoherent BPSK modulation over the Rayleigh fading channel.

The noncoherent system appears to be better than that of the theoretical noncoherent one since the performance of the system in the Rayleigh environment is already worse than that of the system with the AWGN only. It can be recognized that at a low SNR, the BER of the noncoherent system in the Rayleigh environment appears to be even lower than that of the coherent theoretical system of Rayleigh channel. As the SNR increases, the simulated noncoherent curve appears to almost follow the curve of both the simulated and theoretical coherent systems.

The same AdaBoost coherent performance achievement is also depicted in this figure. The AdaBoost algorithm manages to recover the transmitted data from the noisy signal received in the Rayleigh fading environment as well. Hence, it reconstructs the constellation diagram of the modulation technique. As a result, the simulated BER is improved. Again, when the AdaBoost algorithm is added, it improves its BER and achieves a coherent performance for the noncoherent system.

4.2. Quadrature Phase Shift Keying (QPSK)

4.2.1. Coherent QPSK

The MATLAB code simulates a QPSK system of $10^4$ bits and SNR in the range of $-3$ to $7$ in dB. An AWGN is generated with variance equal to $1/(10^{(\text{SNR}/10)})$ and is added to the transmitted signal. The same AdaBoost algorithm is used of $T = 15$, where it is the number of trials after which the desired result is achieved, and $K = 4$ because in the case of the QPSK, we are only interested in dividing the data into four classes. The algorithm separates the data into four classes achieving the QPSK concept as in Figure 8.
4.2.2. Noncoherent QPSK

**AWGN Channel**

Figure 10 shows the performance of the noncoherent QPSK in the case of the AWGN. The simulated system is of $N_s = 10^5$ (number of symbols) and SNR = 0–10 dB. An AWGN is added with variance $= 1/(\text{symbol power})$. A noncoherent detector is used to detect the received noisy signal. Then, the noisy signal goes through the AdaBoost algorithm of $T = 10$ (number of weak classifiers) and $K = 4$ (number of classes) to improve the BER curve.

The figure shows the theoretical and simulation curves of the noncoherent QPSK system. The simulated curve is improved over the theoretical one. At the beginning, the simulated curve appears to go slightly above the theoretical one. After that, it coincides with the theoretical curve up to a SNR of 7 dB. Then, starting from 7 dB and up to 10 dB, the simulated curve appears to improve as it goes under the theoretical one by about 0.00022. The improvement is caused by the added AdaBoost.

Figure 9 illustrates the BER against the SNR of the coherent QPSK system. The figure depicts both simulated and theoretical results. At a low SNR, it is recognized that the BER increases, and at higher values of SNRs, the BER decreases. The simulated BER appears to almost coincide with the theoretical one except at the SNR value of 7 dB, where the simulated curve appears to dip slightly under the theoretical. The reason for this result is the same as that previously mentioned in discussion of Figure 6. Hence, this verifies the improving effect of the AdaBoost algorithm on the used modulation technique.
4.2.2. Noncoherent QPSK

- **AWGN Channel**

  Figure 10 shows the performance of the noncoherent QPSK in the case of the AWGN. The simulated system is of \( N_s = 10^5 \) (number of symbols) and SNR = 0–10 dB. An AWGN is added with variance = 1/(symbol power). A noncoherent detector is used to detect the received noisy signal. Then, the noisy signal goes through the AdaBoost algorithm of \( T = 10 \) (number of weak classifiers) and \( K = 4 \) (number of classes) to improve the BER curve.

![Figure 10. BER vs. SNR for noncoherent QPSK modulation over the AWGN channel.](image)

The figure shows the theoretical and simulation curves of the noncoherent QPSK system. The simulated curve is improved over the theoretical one. At the beginning, the simulated curve appears to go slightly above the theoretical one. After that, it coincides with the theoretical curve up to a SNR of 7 dB. Then, starting from 7 dB and up to 10 dB, the simulated curve appears to improve as it goes under the theoretical one by about 0.00022. The improvement is caused by the added AdaBoost algorithm which helps in correcting the BER of the received noisy signal. This is done by the prediction capability of the algorithm that detects the original bit stream of the data sent.

- **Rayleigh Fading Channel**

  In Figure 11, the performance of the noncoherent QPSK is evaluated by simulating a system of \( N_s = 10^5 \) (number of symbols) and SNR = 10–40 dB. An AWGN is added of variance = 1/(symbol power). The signal is sent through a Rayleigh channel of \( f_D = 100 \) Hz (Doppler frequency), \( T_s = 1 \times 10^{-4} \) s (sampling time), and \( c = 3 \times 10^8 \) m/s. A noncoherent detector is used to detect the received noisy signal. Then, the noisy signal goes through the AdaBoost algorithm of \( T = 5 \) (number of weak classifiers) and \( K = 4 \) (number of classes) to improve the BER curve.
algorithm which helps in correcting the BER of the received noisy signal. This is done by the prediction capability of the algorithm that detects the original bit stream of the data sent.

Figure 10. BER vs. SNR for noncoherent QPSK modulation over the AWGN channel.

• Rayleigh Fading Channel

In Figure 11, the performance of the noncoherent QPSK is evaluated by simulating a system of $N_s = 10^5$ (number of symbols) and $\text{SNR} = 10^{-40}$ dB. An AWGN is added of variance $= 1/(\text{symbol power})$. The signal is sent through a Rayleigh channel of $f_D = 100$ Hz (Doppler frequency), $T_s = 1 \times 10^{-4}$ s (sampling time), and $c = 3 \times 10^8$ m/s. A noncoherent detector is used to detect the received noisy signal. Then, the noisy signal goes through the AdaBoost algorithm of $T = 5$ (number of weak classifiers) and $K = 4$ (number of classes) to improve the BER curve.

Figure 11. BER vs. SNR for noncoherent QPSK modulation over the Rayleigh fading channel.

Figure 11 shows the theoretical and simulation curves of the noncoherent QPSK system. The simulated curve is improved over the theoretical one. It appears to go under the theoretical curve by around 0.046 for $\text{SNR} = 10-20$ dB. Starting from $\text{SNR} = 20-35$ dB, the simulated curve goes under by 0.0040 to 0.0011 and then from $\text{SNR} = 35-40$ dB it goes under the theoretical curve by 0.0004. Again, and as stated before, the AdaBoost algorithm is able to achieve a coherent performance for the noncoherent system.

In comparison to the theoretical bit error rate (BER) vs. SNR curve, AdaBoost shows an improvement in the BER of coherent detection of BPSK and QPSK. The curve is coincided with that of each modulation technique, proving its improvement effect on the BER vs. SNR curve. As for the noncoherent system, the BER curve shows an improvement over that of the theoretical one. The AdaBoost algorithm improved BER curve and the BER curve became closer in result to that of the coherent detection. This result shows that by using the AdaBoost detection characteristics or capabilities, the value of the phase of the received signal could be calculated, which was unknown or highly noisy in the case of noncoherent detection.

4.3. Eight Quadrature Amplitude Modulation (8QAM)

The 8QAM coherent system is simulated for 30,000 bits and SNR values in the range of $-6$ to 10 dB. An AWGN of variance $= 1/(10^{\text{SNR}/10})$ is added and then the bits are sent over a Gaussian link to the receiver. The received noisy signal then goes through the AdaBoost algorithm of $T = 25$ and $K = 8$, so as to separate the data into eight classes achieving the 8QAM concept as shown in Figure 12.
Figure 11 shows the theoretical and simulation curves of the noncoherent QPSK system. The simulated curve is improved over the theoretical one. It appears to go under the theoretical curve by around 0.046 for SNR = 10–20 dB. Starting from SNR = 20–35 dB, the simulated curve goes under by 0.0040 to 0.0011 and then from SNR = 35–40 dB it goes under the theoretical curve by 0.0004. Again, and as stated before, the AdaBoost algorithm is able to achieve a coherent performance for the noncoherent system.

In comparison to the theoretical bit error rate (BER) vs. SNR curve, AdaBoost shows an improvement in the BER of coherent detection of BPSK and QPSK. The curve is coincided with that of each modulation technique, proving its improvement effect on the BER vs. SNR curve. As for the noncoherent system, the BER curve shows an improvement over that of the theoretical one. The AdaBoost algorithm improved BER curve and the BER curve became closer in result to that of the coherent detection. This result shows that by using the AdaBoost detection characteristics or capabilities, the value of the phase of the received signal could be calculated, which was unknown or highly noisy in the case of noncoherent detection.

4.3. Eight Quadrature Amplitude Modulation (8QAM)

The 8QAM coherent system is simulated for 30,000 bits and SNR values in the range of $-6$ to 10 dB. An AWGN of variance $= 1/(10 (SNR/10))$ is added and then the bits are sent over a Gaussian link to the receiver. The received noisy signal then goes through the AdaBoost algorithm of $T = 25$ and $K = 8$, so as to separate the data into eight classes achieving the 8QAM concept as shown in Figure 12.

Figure 12. Eight Quadrature Amplitude Modulation (8QAM) modulation technique.

Figure 13 depicts both simulation and theoretical curves of BER vs. SNR of coherent 8QAM. It is noted that at low SNRs, the BER increases, while it decreases at higher SNRs. At the beginning of the curve, the simulated result is slightly higher than the theoretical one. At the end the simulated curve, it slightly dips under the theoretical curve; other than that, the two curves match very well.

4.4. Sixteen Quadrature Amplitude Modulation (16QAM)

Similar to the last models, the coherent 16QAM system is simulated for $4 \times 10^4$ bits and SNR values from $-6$ to 10 dB. Figure 14 shows the 16QAM constellation after being separated into sixteen classes using the AdaBoost algorithm of $T = 35$ and $K = 16$.

Figure 14. 16QAM modulation technique.

Figure 15 shows the BER vs. SNR curve for the 16QAM system, both simulated and theoretical. At low SNRs, the simulated curve results are slightly higher than the theoretical ones up to SNR values of 4 dB. After that, the simulated and analytical results seem to match very well, and the two curves seem to coincide with each other up to 16 dB.
Figure 13. BER vs. SNR for coherent 8QAM modulation over the AWGN channel.

4.4. Sixteen Quadrature Amplitude Modulation (16QAM)

Similar to the last models, the coherent 16QAM system is simulated for $4 \times 10^4$ bits and SNR values from $-6$ to 10 dB. Figure 14 shows the 16QAM constellation after being separated into sixteen classes using the AdaBoost algorithm of $T = 35$ and $K = 16$.

Figure 14. 16QAM modulation technique.

Figure 15 shows the BER vs. SNR curve for the 16QAM system, both simulated and theoretical. At low SNRs, the simulated curve results are slightly higher than the theoretical ones up to SNR values of 4 dB. After that, the simulated and analytical results seem to match very well, and the two curves seem to coincide with each other up to 16 dB.

As a comparison with our proposed algorithm, BER curves are added for the performance of a noncoherent scheme using another machine learning (ML) algorithm. In [33], the research aims to handle the joint transmitter and noncoherent receiver optimization for multiuser single-input multiple-output (MU-SIMO) communications through unsupervised deep learning. It is revealed that MU-SIMO can be modeled as a deep neural network with three vital layers, which includes a partially-connected linear layer for joint multiuser waveform design at the transmitter side, and two...
nonlinear layers for the noncoherent signal recognition. The suggested method shows a remarkable 
MU-SIMO noncoherent communication performance in Rayleigh fading channels. The results are 
shown in the following figures. Figure 16 shows the block error rate (BLER) as a function of Eb/No 
for the single-input single-output (SISO) case. As for Figure 17, it displays the BLER as a function of 
Eb/No for the MU-SIMO case.

Figure 16. Block error rate (BLER) as a function of Eb/No for the single-input single-output (SISO) case.

Figure 17. BLER as a function of Eb/No for the multiuser single-input multiple-output (MU-SIMO) case.
5. Conclusions

The AdaBoost algorithm is used to improve the SNR of different modulation techniques. It shows an improvement in the SNR of BPSK and QPSK. In comparison to the theoretical BER vs. SNR curve, the AdaBoost curve coincides with that of each modulation technique. A BER similar to that of the theoretical coherent one is achieved for each modulation technique without adding further complexity to the system. The AdaBoost algorithm is next used to improve the BER of the noncoherent detection of the used modulation techniques. AdaBoost helps in improving the noncoherent BER by detecting and calculating the value of the phase of the received bits. The achieved BER shows improvement over that of the theoretical noncoherent one. It yields a BER closer to that of the coherent detection. This result shows that by using the AdaBoost detection characteristics or capabilities, the value of the phase of the received signal could be calculated, which was unknown or highly noisy in the case of noncoherent detection. This helps to improve the noncoherent detection of the receiver without adding further complexity, which was originally the advantage (i.e. lower complexity) of the noncoherent over the coherent detection. The BER of the noncoherent detection is improved, which was the tradeoff versus that of the coherent detection. These improvements are achieved for the BPSK and QPSK noncoherent systems in both AWGN and Rayleigh fading channels.
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