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Abstract: High-harmonic generation spectroscopy is a powerful tool for ultrafast spectroscopy with intrinsic attosecond time resolution. Its major limitation—the fact that a strong infrared driving pulse is governing the entire generation process—is lifted by extreme ultraviolet (XUV)-initiated high-harmonic generation (HHG). Tunneling ionization is replaced by XUV photoionization, which decouples ionization from recollision. Here we probe the intensity dependence of XUV-initiated HHG and observe strong spectral frequency shifts of the high harmonics. We are able to tune the shift by controlling the instantaneous intensity of the infrared field. We directly access the reciprocal intensity parameter associated with the electron trajectories and identify short and long trajectories. Our findings are supported and analyzed by ab initio calculations and a semiclassical trajectory model. The ability to isolate and control long trajectories in XUV-initiated HHG increases the range of the intrinsic attosecond clock for spectroscopic applications.
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1. Introduction

Attosecond spectroscopy has enabled the direct observation of ultrafast electron dynamics in atoms, molecules, and solids on its natural time scale, the attosecond time domain (1 as = 10^{-18} s) [1–3]. It is based on the production of attosecond extreme ultraviolet (XUV) pulses through a process known as high-harmonic generation (HHG) [4]. In HHG, the interaction of a bound electron with a strong laser field leads to tunneling ionization. The liberated electron recollides with the parent matter, which is followed by the emission of bursts of XUV radiation with attosecond duration [5–7]. At the heart of HHG is the notion of electron trajectories, which lead to a direct mapping between time and energy and the emergence of a cutoff in the HHG spectrum. The cutoff energy is given by $E_{\text{cutoff}} \approx I_p + 3.17 U_p$, where $I_p$ is the ionization potential of the parent matter and $U_p$ is the ponderomotive energy. Electron trajectories are classified into short and long trajectories according to the duration of their travel [8–10]. Macroscopic pulse propagation effects in the HHG medium typically lead to an enhancement of the short trajectories while the long trajectories are usually suppressed and possess a high degree of divergence [11,12].

The quantity that governs the macroscopic response in HHG is the reciprocal intensity parameter $\alpha$ for a specific harmonic and trajectory [13]. The parameter describes the scaling of the spectral phase $\phi$ of a specific harmonic as a function of intensity $I$, where to a good approximation, $\phi(I) \approx -\alpha I$. Experimentally, $\alpha$ has been resolved with the help of the reconstruction of attosecond beating by interference of two-photon transitions (RABBITT) [14], cross-correlation frequency-resolved optical gating (XFROG) [15,16], two-source HHG interferometry [17], and quantum path interference in

HHG [12]. The intensity dependence of \( \phi \) leads to an instantaneous frequency shift \( \delta \Omega(t) \) of the harmonics over the range of the driving laser pulse envelope, \( \delta \Omega(t_1) = \alpha \frac{\partial I(t_1)}{\partial t_1} \), where \( t_1 \) is the time of recollision [15,16]. This results in a pronounced frequency broadening of the long trajectory harmonics because their \( \alpha \) parameters are significantly larger than those of their short trajectory counterparts (cf. [10,13]).

A major limitation of HHG is imposed by the inherent coupling between the ionization and recollision steps of the interaction, both governed by the strong infrared (IR) field. XUV-initiated HHG replaces the tunnel ionization step in HHG by XUV-driven photoionization, overcoming this limitation [18–24]. Controlling the delay between an ionizing XUV field and a strong IR laser pulse determines the time frame when electrons are promoted to the continuum and undergo IR-driven recollision. Figure 1a shows the principle of XUV-initiated HHG. An XUV pulse promotes an electron to an excited or continuum state close to the ionization threshold. Subsequently, the IR field induces a recollision trajectory, leading to the emission of XUV light carrying higher energy. XUV-initiated HHG is related to XUV-initiated photoelectron rescattering [25,26], laser-assisted photoemission [27,28], and XUV-seeded cluster ionization avalanching [29].

In this work, we study the response of the electron trajectories to the instantaneous intensity of the IR field in XUV-initiated HHG. The ability to scan the delay between the ionizing XUV pulse train and the IR pulses allows the detection and isolation of various electron trajectories through their intensity-dependent spectral shifts. Such spectral shifts provide a direct insight into the reciprocal intensity parameter \( \alpha \) of XUV-initiated HHG, validating the semiclassical picture that describes the mechanism. In contrast to tunneling-driven HHG, here the ability to accurately control the XUV–IR delay allows us to scan the variation of the reciprocal intensity parameter within the laser cycle, following its dependence on the length of the underlying trajectory. Our experimental findings are supported by two theoretical models, the semiclassical Coulomb-corrected three-step model (CCTSM) and a numerical integration of the time-dependent Schrödinger equation (TDSE).
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**Figure 1.** Principle of extreme ultraviolet (XUV)-initiated high-harmonic generation (HHG). (a) The absorption of an XUV photon (violet arrow) promotes an electron to the vicinity of the ionization threshold \( I_p \) (step 1). A strong infrared (IR) field drives the electron on a recollision trajectory (step 2), leading to the emission of an XUV photon with higher energy (pink arrow; step 3). (b) Experimental setup. An IR laser pulse (red waveform) is focused into a gas cell filled with xenon, producing an attosecond XUV pulse train (violet waveform). A thin aluminum filter spatially separates the XUV and IR fields. A two-segment mirror controls the delay between the two fields and refocuses the beams into the target gas cell, filled with helium. The resulting XUV-initiated high harmonics (pink waveform) are spectrally analyzed in an XUV grating spectrograph.
2. Experimental Results

2.1. Experimental Setup

XUV-initiated HHG is produced in a collinear apparatus with two stages (see Figure 1b). First, we generate an XUV attosecond pulse train (APT) by focusing 787 nm laser pulses from a Ti:sapphire amplifier system (KMlabs Red Dragon) into a gas cell filled with xenon. The pulse duration (intensity duration full-width at half maximum (FWHM)) is about 25 fs. At the cell position, we reach a peak intensity of about $9 \times 10^{13} \text{ W cm}^{-2}$. The resulting low-divergence XUV beam is spatially separated from the copropagating IR beam by a thin aluminum filter (200 nm thickness). A two-segment mirror (focal length 600 mm, Ultrafast Innovations) is used to refocus the beams, where the inner segment is coated for reflecting the XUV beam at the spectral range of harmonics H11–H17. A piezoelectric actuator controls the position of the inner segment, providing an accurate delay control between the XUV beam and the IR beam. Both beams are refocused into a gas cell filled with helium (20 Torr) to produce XUV-initiated HHG. The IR intensity at the helium gas cell is $(7.8 \pm 1.9) \times 10^{13} \text{ W cm}^{-2}$, which is insufficient for HHG without the assistance of the APT. Once both beams overlap temporally and spatially, we observe the generation of new harmonics above the helium ionization threshold.

2.2. Energy- and Delay-Resolved XUV-Initiated HHG Spectra

Figure 2a shows experimental HHG spectra without and with helium in the target gas cell. Without helium, only the spectrum of the incident harmonics generated in the xenon gas are visible, mainly H11 to H17, with a weak signal at H19 and H21. Note that the pedestal structures around H11–H17 in the spectrum are lens flare artifacts of the imaging system. In the presence of helium and for full temporal overlap of the XUV and IR fields, XUV-initiated HHG is clearly visible, ranging from H19 to H25. As we scan the delay, each harmonic shows intensity oscillations at a frequency equaling twice the IR frequency. Although only H17 possesses sufficient energy for direct photoionization of the helium atom; H11, H13, and H15 also strongly contribute to the XUV-initiated HHG as they excite the helium atom below the ionization threshold [24]. The cutoff around H25 is compatible with the IR intensity in the gas cell.

![Figure 2. XUV-initiated HHG spectra in experiments and theory. (a) Experimental data. Measured spectrum without (red curve) and with (blue curve) helium in the target gas cell. XUV-initiated HHG is clearly visible up to H25. H11–H15 exhibit pronounced pedestal structures that are due to an experimental artifact. (b) Time-dependent Schrödinger equation (TDSE) calculation results. Dipole spectrum without (red curve) and with (blue curve) the IR field.](image-url)

Scanning the XUV–IR delay provides insight into pulse envelope effects in the interplay between the IR pulse and the APT. Figure 3a shows experimental XUV-initiated HHG spectra as a function of the delay, in a logarithmic color plot (negative delay: XUV precedes the IR). The pedestal artifacts of Figure 2a are also visible in these spectra. The experimental results contain several characteristic spectral features that we will use in order to study the electron trajectories in detail. First, we observe a correspondence between the XUV–IR delay and the measured cutoff frequency (indicated by the white
line in Figure 3a). Second, we identify spectral components with pronounced positive and negative frequency shifts in the range H17–H23, for negative and positive delays, respectively (marked by “A”). The magnitudes of the observed shifts reach 0.9 eV, more than half of the photon energy of the IR pulse. Third, the sub-cycle oscillations of the frequency-shifted spectral components are phase-shifted with respect to those of the unshifted part of the harmonics (marked by “B”). Finally, we observe a weak spectral tilt of the odd harmonics as a function of the delay. We note that we do not find any signatures of XUV free induction decay [30] or HHG by frustrated tunneling ionization [31] below the ionization threshold.
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**Figure 3.** XUV-initiated HHG spectra as a function of the XUV-IR delay. (a) Experimental data. The arrows indicate characteristic features in the spectrum: A, strongly frequency-shifted spectral components, with positive (negative) shifts for negative (positive) XUV-IR delays; B, sub-cycle temporal delay of the oscillations of the shifted spectral components with respect to odd harmonic signals. The white dotted curve sketches the cutoff as it follows the envelope of the 25 fs IR pulse. The pedestal artifacts from Figure 2 are also visible in this plot. (b) TDSE calculation results. The characteristic features are also found in the single atom response calculation. Some TDSE features are not found in the experiment, for example most of the signal is between the odd harmonics at negative delays. As a guide to the eye we display white-dashed boxes around the A-type features found in the experiments.
3. Theoretical Methods

In this section we introduce two theoretical models, the Coulomb-corrected three-step model (CCTSM) and a numerical integration of the time-dependent Schrödinger equation (TDSE).

3.1. Coulomb-Corrected Three-Step Model

HHG is well described by the Lewenstein model [7] and by the three-step model in the classical limit [5]. For a description of XUV-initiated HHG, the role of the XUV pulse in the ionization step, the influence of the Coulomb potential, and the role of the excited states must be accounted for. For that, a Coulomb-corrected three-step model for XUV-initiated HHG can be used [24]. Here the discrete harmonics of the incident APT lead to the excitation of a ground-state electron to the continuum. Motivated by theoretical predictions of strongly broadened excited states in the presence of a strong IR field [32,33], we describe the singly-excited states of helium as a continuum and allow XUV-driven transitions to those states. We note that in accordance with the results of Reference [24], we do not consider a difference between excitations to this effective continuum—driven by incident harmonics H11, H13, and H15—and photoionization to the continuum above the ionization threshold—driven by H17. After excitation, the electron propagates under the combined influence of the IR field and the Coulomb potential and undergoes over-the-barrier emission [34]. The photoelectron recollides with the ionic core, sending off its energy as an XUV photon. In the CCTSM, several quantum paths contribute to the emission of a final harmonic, in three distinct ways. First, each incident harmonic opens up an ionization channel, leading to the appearance of an electron in the continuum with a well-defined energy. Second, the liberated electron either receives a kick in the direction of the Lorentz force exerted by the IR field ("downhill" trajectory branch) or against it ("uphill" trajectory branch) [34]. Third, in analogy to tunneling-driven HHG, recollision is mediated by short and long trajectories. Quantum interference due to these multiple pathways leads to oscillations of the harmonic yield with changing XUV–IR delay. CCTSM is able to predict the delay-dependent sub-cycle oscillations and underlying phases of the contributing trajectories (for more information see Appendix A). An intrinsic interferometer in XUV-initiated HHG was used for reconstructing the photoionization dynamics in the presence of a strong IR field, finding good agreement between experiments and short-trajectory CCTSM calculations [24].

3.2. Numerical Integration of the Time-Dependent Schrödinger Equation

We calculate XUV-initiated HHG in helium using a numerical integration of the TDSE employing the QPROP solver [35]. In the single active electron approximation, the atomic potential of helium is well described by a parametrized model potential [36]. We use 787 nm laser pulses with a peak intensity of $8 \times 10^{13}$ W cm$^{-2}$ and a FWHM intensity duration of 25 fs. The APT is modeled as a pulse train consisting of the H11–H17 harmonic orders, with a FWHM duration of 8 fs (for detailed definitions of the fields see Appendix B). We calculate the time-dependent dipole as a function of the XUV–IR delay $\Delta t$ and perform a Fourier transformation in order to retrieve the resulting XUV dipole spectrum. Here we do not include pulse propagation effects [11], but focus solely on the single-atom response in XUV-initiated HHG. Figure 2b shows the dipole spectrum calculated with the TDSE without and with the IR field at zero delay. XUV-initiated HHG is clearly visible, in good agreement with the experimental results although macroscopic effects are not included.

4. Discussion

In this section, we will compare the experimental results with the theoretical models and interpret the observed spectral features.
4.1. Variation of the HHG Cutoff

The cutoff variation observed in the experiments, as a function of delay, is due to the inherent intensity dependence of the HHG cutoff. The delay determines which part of the IR envelope overlaps with the APT, selecting a specific instantaneous IR intensity which drives the recollision process. We find good agreement with the cutoff law of the three-step model of HHG. The white dotted curve in Figure 3a indicates the cutoff corresponding to the intensity envelope of an IR pulse with the experimental parameters (25 fs, 8 × 10^{13} W cm^{-2}). The decoupling of ionization and recollision enables dynamical control over the cutoff energy in HHG.

4.2. Frequency Shifts of Short Trajectory Harmonics

Here we investigate the origin of the weak delay-dependent spectral tilt of the odd harmonics in the range H19–H25 (Figure 3a). The TDSE calculation (Figure 3b) agrees well with the experiments and qualitatively reproduces all the experimental observations. Many features in the calculation, however, are not found in the experiments. For instance, we note the absence of strong inter-harmonic signal at negative delays between H21 and H23 at ∆t \sim −7 IR cycles. We attribute this to the limitations of our single-atom response calculation, which does not suppress multiple-return trajectories [37]. In order to more clearly visualize the delay-dependent frequency shift effect on the odd harmonics, we show a normalized color plot for both the measured signal (Figure 4a) and the TDSE calculation (Figure 4b). The spectral tilt is clearly visible in both experimental and theoretical results and increases with ascending harmonic order. The spectral tilt in the TDSE calculation is comparatively steeper than the experimental one. This difference can be attributed to an additional chirp of the IR pulse in the experiment [15] and the choice of the IR envelope function as a squared-cosine pulse in the TDSE.

The measured delay-dependent frequency shift enables us to determine the α parameter for each spectral component directly from the experiments. Scanning ∆t controls the overlap of the APT with the IR envelope, which determines the instantaneous IR intensity and the time window when photoelectrons are produced. Therefore, we can associate the delay with a mean ionization time \( t_0 \approx ∆t \) and a recollision time \( t_1 \approx ∆t + t_{travel} \). Here, we approximate the travel time \( t_{travel} \) with a cutoff trajectory, \( t_{travel} \approx 0.6 T_{opt} \), where \( T_{opt} \) is the optical cycle duration of the IR field. We can establish a relationship between the frequency shift and the delay for a specific trajectory:

\[
\delta\Omega(∆t) \approx α \frac{∂I(t)}{∂t} \bigg|_{∆t+0.6T_{opt}}.
\]

We retrieve α parameters corresponding to specific positions (δΩ, ∆t) in the spectrum, assuming a cosine-square IR field envelope function as in the TDSE. From Equation (1), we estimate α = (4 ± 2) \times 10^{-14} cm^{2} W^{-1} for the spectral tilts of H19, H21, and H23. The lower bound of this range is in agreement with short trajectory α parameters in tunneling-driven HHG [13,16]. In agreement with previous studies [22,24], we conclude that the trajectory picture of HHG is valid in XUV-initiated HHG and that short trajectories dominate the odd harmonic signal.

In addition, we compare our experimental findings with the CCTSM, which takes Coulomb effects and the XUV excitation into account. To this end, we calculate the α parameter for the “downhill” and “uphill” short trajectories. Figure 4c,d show α for H19 and H21, respectively, with incident harmonic H15. We find that α is nearly constant with intensity. In order to compare the experimental and CCTSM results, we determine δΩ for XUV-initiated HHG from incident harmonics H13 and H15, assuming a 25 fs pulse. Figure 4e,f display the CCTSM results, overlaid with the experimental and TDSE results, respectively. Downhill (black curves) and uphill (blue curves) short trajectories yield almost indistinguishable frequency shifts. The calculated tilt is in good agreement with experiments and the TDSE for H23, while at lower harmonics the slope of the calculated tilt decreases and changes sign, unlike the experimental observations.
Figure 4. Delay-dependent frequency shifts around harmonics H17 to H23. (a) Experimental data. We normalize the signal for each harmonic order separately. The arrows indicate characteristic features in the spectrum: A, strongly frequency-shifted spectral components, with positive (negative) shifts for negative (positive) XUV–IR delays; B, sub-cycle temporal delay of the oscillations of the shifted spectral components with respect to the odd harmonic signal. (b) TDSE calculation results. (c) The Coulomb-corrected three-step model (CCTSM) $\alpha$ parameter for H19 as a function of intensity. The black (blue) circles indicate downhill (uphill) short trajectories and the red (green) circles indicate downhill (uphill) long trajectories. (d) The same as frame (c), but for H21. (e) CCTSM results overlaid with the experimental color plot. The black (blue) curves indicate downhill (uphill) short trajectories and the red (green) curves indicate downhill (uphill) long trajectories. (f) CCTSM results overlaid with the TDSE color plot. (g) Zoom into H21 from frame (a). The XUV–IR oscillations of the short trajectories are lagging behind those of the much fainter blue-shifted long trajectories by about 450 as.

4.3. Frequency Shifts of Long Trajectory Harmonics

Figure 4a reveals that some HHG signals are strongly shifted with respect to the harmonic frequencies (marked by “A” in Figure 4a,b). Particularly in H19, the effect is very pronounced, with a total shift up to half a harmonic order. At negative delays, we find a strong blue shift, whereas at positive delays a red shift dominates. Converting the frequency shifts to $\alpha$ parameters (Equation (1))
yields $\alpha \approx 24 \pm 8 \times 10^{-14} \text{cm}^2 \text{W}^{-1}$, reflecting the contribution of long trajectories [13,16]. Indeed, the $\alpha$ parameters and frequency shifts of long trajectories calculated by the CCTSM model are in good agreement with experiments and the TDSE (see Figure 4c–f). Here, downhill and uphill long trajectories yield similar values, with downhill long trajectories creating a slightly larger frequency shift than uphill long trajectories.

The qualitative agreement between the experiments and the CCTSM also suggests that the strongly frequency-shifted feature found at H16.4 for $\Delta t \sim +7$ IR cycles is due to a long trajectory (see Figure 4e). The experimental $\alpha$ parameter extracted at $\Delta t \sim 6.2$ IR cycles is $34 \times 10^{-14} \text{cm}^2 \text{W}^{-1}$. A similar feature is found in the TDSE calculation (see Figure 4b), albeit at smaller delays. The IR intensity at $\Delta t \sim 6.2$ IR cycles in our model pulse is about $2 \times 10^{13} \text{W cm}^{-2}$, which means that the excited states of helium are still intact and cannot be described as a quasi-continuum as in the CCTSM. We propose that the mechanism of XUV-initiated HHG is slightly different in this case. Here, the XUV field transfers a population to a discrete excited state of helium, for example the $2p$ state, which is in resonance with H15. Subsequently, the electron is accelerated from the excited state and recombines to the ground state under the influence of the IR field. This process is known as excited-state HHG and has been observed in IR-driven HHG from argon [38].

4.4. Time Delay between Short and Long Trajectories

The spectral separation between long and short trajectory HHG signals enables a comparison of their sub-cycle oscillations with XUV–IR delay. The interference of quantum paths from different ionization channels, corresponding to the harmonics of the incident XUV pulse train, leads to oscillations of the HHG signal with $\Delta t$. The phase information of these oscillations was used to reconstruct the temporal buildup of the electron wavepacket in the presence of the strong IR field [24]. To this end, the oscillations of the XUV-initiated HHG signal were analyzed around $\Delta t = 0$ where short trajectories dominate. In the present work, we focus on the sub-cycle oscillation delays between the long and short trajectories, which are present when $\Delta t$ is tuned to the rising or falling edge of the IR pulse. A clear shift is visible in H19 and H21, where the XUV–IR oscillations of the short trajectories lag behind those of the strongly shifted long trajectories. Figure 4g shows the spectra zoomed into H21 for an XUV–IR delay of $-3$ IR cycles. Here, we find a delay of about 450 as between the short trajectories and the blue-shifted long trajectories. This value is in qualitative agreement with the CCTSM calculations. Assuming that the same ionization channels are responsible for short and long trajectories, we find a delay of about 250 as for an instantaneous intensity of $6.5 \times 10^{13} \text{W cm}^{-2}$, with the short trajectories lagging behind the long ones. This observation is consistent with the fact that the ionization times of the long trajectories precede those of the short trajectories in the three-step picture.

5. Conclusions and Outlook

In summary, we resolve the intensity dependence of XUV-initiated HHG, demonstrating that it plays an important role in tuning the central frequencies of the emitted harmonics. The multidimensionality of the measurement, where we control the XUV–IR delay and therefore the instantaneous intensity, allows us to isolate the role of both the short and long trajectories and resolve their sub-cycle dependences. The agreement between the experimental results and the theoretical calculations provides an important validation of the underlying mechanism—indeed XUV-initiated HHG can be described via a semiclassical three-step model, reflecting its close analogy with tunneling-driven HHG.

Looking ahead, XUV-initiated HHG has the potential to be a powerful spectroscopic method for ultrafast dynamics. It lifts the limitations of tunneling-driven HHG, not only by decoupling ionization and recollision, but also giving access to inner-shell electrons within the framework of HHG spectroscopy [39–42]. The observation of long trajectories and the ability to isolate them from short trajectories extends the range of the attosecond clock provided by the travel time of the electrons.
Using mid-infrared driving pulses, the range of the clock might span up to ten femtoseconds, sufficient to observe Auger decay processes.
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**Abbreviations**

The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCTSM</td>
<td>Coulomb-corrected three-step model</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full-width at half maximum</td>
</tr>
<tr>
<td>H</td>
<td>Harmonic</td>
</tr>
<tr>
<td>HHG</td>
<td>High-harmonic generation</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared</td>
</tr>
<tr>
<td>RABBITT</td>
<td>Reconstruction of attosecond beating by interference of two-photon transitions</td>
</tr>
<tr>
<td>TDSE</td>
<td>Time-dependent Schrödinger equation</td>
</tr>
<tr>
<td>XFROG</td>
<td>Cross-correlation frequency resolved optical gating</td>
</tr>
<tr>
<td>XUV</td>
<td>Extreme ultraviolet</td>
</tr>
</tbody>
</table>

**Appendix A. Harmonic Phase in the Coulomb-Corrected Three-Step Model**

Here we describe the calculation of the trajectories, the harmonic phase, and the delay-dependent sub-cycle oscillations in the CCTSM. For convenience, we use atomic (Hartree) units throughout this paragraph \((e = \hbar = m = 1)\). In the CCTSM, trajectories are determined by numerical integration of Newton’s equation of motion with a combined Coulomb-laser potential in one dimension. Helium is modeled by a soft core potential \(^{(43)}\):

\[
V(z) = - \frac{Z_{\text{eff}}}{\sqrt{a^2 + z^2}}, \quad (A1)
\]

where \(z\) is the radial coordinate, \(Z_{\text{eff}} = 1.353\) is the effective charge, and \(a^2 = 0.001\) is the soft core parameter. We also tested other model potentials, e.g., \(^{(36)}\), but did not find a significant difference. Each incident harmonic \(n\) of the IR driver gives rise to an ionization channel. For each ionization channel, electrons are released at the origin \((z = 0)\) with initial velocities \(v_0 = \pm \sqrt{2((-I_p - V(0)) + n\omega)}\), with the sign reflecting the ambiguity of downhill and uphill trajectory branches \((I_p: \text{atomic ionization potential};\ \omega: \text{angular frequency of the IR field})\). Numerical integration then gives rise to long and short trajectories, with ionization times \(t_0^{(i)}\) and recollison times \(t_1^{(i)}\). The phase of an outgoing harmonic \(N\) is dictated by a specific ionization channel associated with the incident harmonic \(n\) and a specific trajectory (index \(i\)):

\[
\phi^{(i)}(N\omega) = N\omega t_1^{(i)} - S(t_1^{(i)}, t_0^{(i)}) - I_p (t_1^{(i)} - t_0^{(i)}) - n\omega t_0^{(i)}, \quad (A2)
\]

where \(S(t_1^{(i)}, t_0^{(i)})\) is the classical action accumulated by the electron along its trajectory. The sub-cycle oscillations with XUV–IR delay follow from a coherent summation of all trajectories producing the outgoing harmonic \(N\). For the comparison of long and short trajectories (see Section 4.4), we sum downhill and uphill trajectories corresponding to all four ionization channels, weighted by their
quantum diffusion. We employ the reconstructed ionization channel transition amplitudes from Reference [24].

Appendix B. Pulse Parameters for the Numerical Integration of the TDSE

Here we detail the definitions of the light fields employed in the TDSE calculations. The IR field is given by:

\[ E_{\text{IR}} = E_{\text{IR},0} \cos^2 \left( \frac{\omega t}{2N_{\text{IR}}} \right) \cos \omega t, \]

where \( E_{\text{IR},0} = 44.7 \text{ V nm}^{-1} \) is the amplitude and \( \omega \) is the angular frequency of the IR field. A cycle number of \( N_{\text{IR}} = 26 \) results in a pulse with a duration of 25 fs (FWHM intensity duration).

The APT is modeled as a pulse train consisting of harmonic orders \( H_{11} \)–\( H_{17} \) with \( \cos^4 \) envelope function. The APT is defined by its vector potential:

\[ A_{\text{XUV}}(t) = A_{\text{XUV},0} \cos^4 \left( \frac{\omega (t - \Delta t)}{2N_{\text{XUV}}} \right) \sum_n a_n \cos[n\omega(t - \Delta t)], \]

with the XUV–IR delay \( \Delta t \); the cycle number is \( N_{\text{XUV}} = 12 \), which corresponds to an APT duration \( \tau_{\text{XUV}} = 8 \text{ fs} \) (FWHM intensity duration); and the total vector potential amplitude is \( A_{\text{XUV},0} = 1.1 \times 10^{-7} \text{ V m}^{-1} \text{s}^{-1} \), which corresponds to an APT peak intensity of \( 1 \times 10^{10} \text{ W cm}^{-2} \). The intensity of the APT is in the linear regime of XUV excitation. The partial amplitudes \( a_n \) are given by \( a_{11} = 0.2214, a_{13} = 0.4227, a_{15} = 0.3172, \) and \( a_{17} = 0.0432 \). We calculate the time-dependent dipole \( d(t) \) as a function of XUV–IR delay and perform a Fourier transformation in order to retrieve the resulting XUV dipole spectrum \( S(\Omega) = \Omega^4 |d(\Omega)|^2 \), where \( \Omega \) is the angular frequency.
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