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Abstract: Active noise control (ANC) is a re-emerging technique to mitigate noise pollution. To reduce the noise power in large spaces, multiple channels are usually required, which complicates the implementation of ANC systems. In this paper, we separate the multichannel ANC problem into two subproblems, where the subproblem of computing the control filter is usually an underdetermined problem. Therefore, we could leverage the underdetermined system to simplify the ANC system without degrading the noise reduction performance. For a single incidence, we compare the conventional fully-coupled (pseudoinverse) multichannel control with the colocated (diagonal) control method and find that they can achieve equivalent performance, but the colocated control method is less computationally intensive. Furthermore, the underdetermined system presents an opportunity to control noise from multiple incidences with one common fixed filter. Both the full-rank and the overdetermined optimal control filters are realized. The performance of these control methods was analyzed numerically with the Finite Element Method (FEM) and the results validate the feasibility of the full-rank and overdetermined optimal control methods, where the latter could even offer more robust performance in more complex noise scenarios.
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1. Introduction

Active noise control (ANC) mitigates disturbances by generating sound waves that interfere destructively with the primary noise field. The destructively interfering sound field is generated by secondary sources driven to minimize the sum-of-squared pressures at the error microphone locations [1]. Although ANC is widely implemented in headphones, it is only in recent years that ANC has been applied to control noise in larger 3D spaces, such as in infant incubators [2], the interior of automobiles [3,4], and through apertures [5,6].

In light of the increasing awareness of health risks associated with long-term exposure to environmental noise [7–9], sustainable noise mitigation methods need to be implemented to increase the aural comfort in affected urban accommodation. Because windows are the main entry points for environmental noise in a building, active mitigation methods are most effective when targeted at such openings. Since windows have to provide natural ventilation—especially in tropical climates—passive methods of control (e.g., double-glazed panels, barriers, etc.) are less favorable as they obstruct both sunlight and ventilation. Hence, ANC techniques that can mitigate noise through open windows are potentially sustainable solutions to environmental noise in tropical urban high-rise environments [10].
ANC systems have been developed and studied for fully-open [11–17], and partially-open windows [6,18–20]. For practical implementations, however, the requirement of error microphones in the system poses placement challenges, computation issues, and privacy concerns. Although global noise attenuation of around 10 dB has been demonstrated experimentally with a fixed set of control filter coefficients in some cases [11,12], the mechanism behind the formulation of a single filter, which is optimal for different noise scenarios (e.g., different incidence angles), has not been defined.

Whilst non-adaptive ANC systems that do not employ error microphones have been realized in a multi-dimensional reverberant room, the optimal filters used in such cases must be recalculated when the primary or secondary path transfer functions change (e.g., human movements in the room) [1]. However, if the window problem is formulated such that the total acoustic power transmitted through the window is the cost function to be minimized, the ANC performance will be robust to variations in the secondary path for optimal filters that do not employ error microphones [21]. This formulation also assumes that the window opening is the noise source, which is collocated with the reference microphones and secondary sources, yielding a favorable control scenario. Thus, optimal filters can be designed using the inversion method with free-field secondary path measurements for each window design (i.e., without room reverberations). The problem is how feasible it is to design such a fixed optimal filter that can work well in various scenarios of noise in open windows.

Hence, the feasibility of the optimal filter design is investigated here through a separation of the multichannel ANC problem. To this end, the global attenuation performance of the theoretical formulations in controlling noise through an open aperture is examined with numerical experiments.

2. Separation of the Multichannel Active Noise Control Problem into Two Subproblems

A fixed filter reduces the computational complexity in the real-time processing of an ANC system due to the omission of the adaption process. For a fixed filter to achieve optimal performance, it needs to be carefully formulated to operate in all the desired operating conditions. Thus, we analyze the problem of the fixed-filter approach using the optimal control formulation. In this paper, we study the theoretical performance with deterministic disturbances, unless otherwise mentioned [22].

The block diagram of the multichannel ANC (MCANC) system is shown in Figure 1. Acoustic summation of the disturbance signals $D(e^{j\omega T})$ and secondary source signals (at the error microphone locations) yields a complex vector of residual signals that can be represented in steady-state by

$$E(e^{j\omega T}) = D(e^{j\omega T}) + S(e^{j\omega T})W(e^{j\omega T})X(e^{j\omega T}),$$

where the normalized frequency $e^{j\omega T}$ will henceforth be omitted for brevity. $J$ reference microphones are configured with $K$ secondary sources, where a vector of $J \times 1$ reference signals $X$ are filtered by a corresponding set of $K \times J$ control filters $W$ to yield a vector of $K \times 1$ secondary source output signals (i.e., $Y = WX$). The contribution of the $K$ secondary sources at the $M$ error microphone locations is $SY$, where $S$ is the secondary path transfer function at frequency $f = \omega / 2\pi$.

2.1. Separating the Active Noise Control Problem

The aim of ANC is to obtain optimal control filters that yield the optimum performance based on certain objective functions [22]. Before deriving the optimal solution for the control filters, we delve into the formation of the multichannel ANC problem. As shown in Figure 2, the ANC problem can be readily divided into 2 subproblems. In the subproblem 1, our aim is to obtain the optimal secondary outputs $Y$ from input signals $D$ and secondary paths $S$ so that the cost function can be optimized. In the subproblem 2, based on optimal secondary outputs $Y$ and reference signals $X$, we derive the optimal control filters $W$. It is intuitive that the performance of the ANC system is only directly related to secondary outputs, whereas the control filters do not contribute directly as long as desired secondary output can be obtained with the control filters. This separation helps to simplify the multichannel ANC problem as follows.
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Given \( K \) equations with \( K \times J \) unknowns in \( W \), this is obviously an underdetermined problem (for \( J > 1 \)), which means that there are no unique solutions. The conventional solution employing pseudoinverse of \( X \) yields \[ W = Y_{\text{opt}} X^+, \tag{6} \]

where \( X^+ = (X^H X)^{-1} X^H \). This solution, though valid, is not the only solution and it assumes an implicit constraint. With reference to the pseudoinverse in underdetermined systems, the additional constraint in solution (6) is such that the \( l_2 \)-norm power of \( W \) is minimized, which can be proven using the Lagrange multiplier.

To find alternative solutions to the underdetermined situation in the subproblem 2, other constraints can be introduced. One of the methods is to reduce the number of unknown elements in \( W \). This can be achieved by, for example, letting \( J = 1 \), which is the case for one single reference microphone. Another alternative method to reduce the number of unknowns in \( W \) is to consider a so-called colocated method, where we assume the reference microphones are located extremely close to the positions of each secondary source (and also assume their quantities are equal, i.e., \( J = K \)). This method was adopted in Murao and Nishimura’s active acoustic shielding (AAS) system to tackle noise from open windows \([11]\). In this case, we have

\[
\text{diag}(W) = Y_{\text{opt}} / X, \tag{7}
\]

where \( \cdot / \) represents element-wise division and the non-diagonal elements in \( W \) are zero-valued.

It can be found in the literature \([1,22]\) that the pseudoinverse solution of the optimal control filter in (6) can be realized using the fully-coupled multichannel FxLMS adaptive filtering algorithm. Similar to \([24]\), we can express the control filter update in the frequency domain as

\[
W_{n+1} = W_n - \mu S^H E_n X^H, \tag{8}
\]

where \( n \) is the iteration index, \( \mu \) is the step size, and \( E_n = D + SW_n X \) is the updated complex error spectra. Further derivation of (8) leads us to the steady-state control filter

\[
W_\infty = - \left( S^H S \right)^{-1} S^H D \left( X^H X \right)^{-1} X^H, \tag{9}
\]

with the convergence condition as \( \mu < \frac{1}{X^H X \lambda_{\text{max}}} \), where \( \lambda_{\text{max}} \) is the maximum eigenvalue of \( S^H S \). Comparing \( W_\infty \) with the optimal pseudoinverse solution given in (6), we verify that the fully-coupled multichannel FxLMS converges to the pseudoinverse solution.

Similarly, we can derive the adaptive filter using the colocation method, where we only consider the diagonal elements in the square matrix (i.e., \( J = K \)) \( W \), and assume the rest to be 0. We represent such a diagonalized matrix as \( \tilde{W}_n \) and introduce a reference signal matrix as

\[
\tilde{X}(k_1, k_2) = \begin{cases} X(k_1), & \forall 1 \leq k_1 = k_2 \leq K \\ 0, & \text{otherwise} \end{cases} \tag{10}
\]

Thus, we can express the control filter update as

\[
\tilde{W}_{n+1} = \tilde{W}_n - \mu \tilde{X} S^H E_n \tag{11}
\]

With further derivation, we can obtain the steady-state control filter as

\[
\tilde{W}_\infty = - \left( \tilde{X}^H \right)^{-1} \left( S^H S \right)^{-1} S^H D, \tag{12}
\]
where the convergence condition is \( \mu < \frac{1}{\lambda'_{\text{max}}} \), where \( \lambda'_{\text{max}} \) is the maximum eigenvalue of \( \tilde{X}_S^H S \tilde{X}_S^H \). Compared to the convergence condition in the fully-coupled multichannel FxLMS, we find that, generally, the convergence condition in the colocated method will have a lower bound because the maximum eigenvalue \( \lambda'_{\text{max}} \) will likely be greater than the maximum eigenvalue \( \lambda_{\text{max}} \). Comparing \( \tilde{W}_\infty \) with the optimal solution given in (7), we can verify that the colocation-based FxLMS converges to its optimal solution. Following the above derivation, we can derive the secondary source output as

\[
\tilde{Y}_\infty = \tilde{X}_S^H \tilde{W}_\infty = - \left( S^H S \right)^{-1} S^H D = Y_{\text{opt}}. \tag{13}
\]

These results suggest that with the colocated method, we could achieve identical secondary source output and hence equivalent noise reduction performance as the fully-coupled multichannel FxLMS method. More importantly, the colocated method simplifies the computational complexity of the ANC system by a factor of \( K \) times.

A simulation is conducted to illustrate the findings above. Noise reduction (NR) performance for different tonal noises from 20 Hz to 2000 Hz is computed using

\[
\text{NR} = 10 \log_{10} \frac{D^H D}{E^H E}. \tag{14}
\]

Time-domain free-field simulation of a 2-2-4 overdetermined system (for problem 1) with 2 reference microphones, 2 secondary sources, and 4 error microphones is considered using a setup illustrated in Figure 3a, which is similar to that in [14]. The horizontal distance from the primary source to the reference microphones, secondary sources, and error microphones are 0.2 m, 0.1 m, and 0.2 m, respectively. The spacing between the two reference microphones and secondary sources is 0.2 m, whereas the four error microphones are spaced at 0.1 m, 0.2 m, and 0.1 m. The primary noise signal is captured by the reference microphones as \( x_1(n), x_2(n) \), and by the error microphones as \( d_1(n), d_2(n), d_3(n), d_4(n) \). The secondary sources \( y_1(n), y_2(n) \) are generated by filtering the reference microphone signals using the adaptive filters based on the above two FxLMS algorithms, which then go through the secondary paths and are summed with the primary noise at the error microphones, resulting in the error microphone signals \( e_1(n), e_2(n), e_3(n), e_4(n) \). The noise reduction performance (after convergence) of the above two adaptive FxLMS algorithms is shown in Figure 3b. The results reveal that the noise reduction performance of both the fully-coupled based on the adaptation equation (8) and the colocated method based on the adaptation Equation (11) are identical with the theoretical performance, verifying the analyses above, in particular, Equations (3) and (13).

3. Optimal Multichannel ANC for Multiple Noise Scenarios

In practice, the characteristics of the noise in open window scenarios could change over time. The optimal filter that is derived from one condition usually performs poorly in other conditions. Whereas adaptive filters can be employed to update the control filters in real-time to track the changes, the requirement of the error microphones raises privacy concerns, increases computation cost, and manifests as a physical obstruction in a domestic environment. Hence, the goal here is to design an optimal fixed filter method that could potentially handle multiple noise scenarios. In the ANC through open windows, the traffic noise arriving at the opening from nearby roads tends to exhibit a plane wave characteristic [25,26]. In the consideration of traffic noise impinging at different floors of a high-rise building, the angles of noise incidence are fixated at each floor [10]. When more urban noise sources, such as from trains and/or aircraft, are considered, noise impinging at the window aperture becomes more complex.
3.1. Optimal Control for Multiple Incidences

Let $\theta_i$ be the $i$th incidence angle of the impinging noise. First, we obtain the optimal secondary outputs $Y_{opt}(\theta_i)$ using (3). Clearly, our aim here is to obtain a single control filter $W$ that can always yield optimal secondary outputs, which is given by

$$Y_{opt}(\theta_i) = W_{opt}X(\theta_i).$$  \hspace{1cm} (15)

Revisiting the subproblem 2 in Figure 2, we know that for each incident angle, (15) is underdetermined. Therefore, we may cast more constraints, which in this case, means different incident angles. Consider $J$ reference microphones and $K$ secondary sources, we have $J^*K$ unknown elements in $W$. Therefore, we could combine $J$ equations of (15) with different incident angles, and arrive at

**Figure 3.** (a) Setup of a 2-2-4 ANC system and (b) noise reduction performance using the fully-coupled multichannel FxLMS, the colocated FxLMS, and the theoretical optimal performance.
\[ Y_f = W_{\text{full-rank}} X_j \]  

(16)

where \( Y_f = \begin{bmatrix} Y_{\text{opt}}(\theta_1) & \cdots & Y_{\text{opt}}(\theta_j) & \cdots & Y_{\text{opt}}(\theta_f) \end{bmatrix} \), and \( X_j = \begin{bmatrix} X(\theta_1) & \cdots & X(\theta_j) & \cdots & X(\theta_f) \end{bmatrix} \).

Equation (16) yields a fully-determined system, where one unique solution can be obtained by

\[ W_{\text{full-rank}} = Y_f X_j \begin{bmatrix} X_j \end{bmatrix}^{-1} \]  

(17)

We will henceforth refer to this method as the full-rank optimal fixed filter.

Furthermore, considering that in a practical scenario, the direction of noise could vary from \(-90^\circ\) to \(90^\circ\), a full-rank optimal filter could only cover \(J\) incidences, resulting in a degraded performance in those directions that are not selected. With this consideration, we can extend the full-rank factorization into an overdetermined factorization, where \(J' \geq J\) directions are considered. Similar to (16), the overdetermined optimal filter can be derived as

\[ W_{\text{overdetermined}} = Y_{f'} X_{f'} \begin{bmatrix} X_{f'} \end{bmatrix}^{-1} \]  

(18)

where \( Y_{f'} = \begin{bmatrix} Y_{\text{opt}}(\theta_1) & \cdots & Y_{\text{opt}}(\theta_j) & \cdots & Y_{\text{opt}}(\theta_{f'}) \end{bmatrix} \), and \( X_{f'} = \begin{bmatrix} X(\theta_1) & \cdots & X(\theta_j) & \cdots & X(\theta_{f'}) \end{bmatrix} \).

It is not difficult to understand that the overdetermined optimal filter could yield a more balanced noise reduction performance than the full-rank optimal filter in broader incidence angles, at the cost of sacrificing performance in the angles selected in the full-rank method.

### 3.2. Optimal Control for Stochastic Disturbances

In the above sections, we discussed optimal control for deterministic signals. In this section, we consider a general case with stochastic disturbances, i.e., \(D\) and \(X\) becomes non-stationary. In this case, we can rewrite (3) as

\[ Y_{\text{opt}}(n) = -(S^H S)^{-1} S^H D(n), \]  

(19)

where \(n\) is the time index. Correspondingly, the optimal control filter \(W\) shall also change from time to time to achieve the optimal performance. In the case where only a fixed filter is realizable, we could factorize all available time frames (say \(N\) frames) into the calculation of a fixed optimal filter, and obtain

\[ W_{\text{stochastic}} = Y_N X_N \begin{bmatrix} X_N \end{bmatrix}^{-1} \]  

(20)

where \( Y_N = \begin{bmatrix} Y_{\text{opt}}(1) & Y_{\text{opt}}(2) & \cdots & Y_{\text{opt}}(N) \end{bmatrix} \), and \( X_N = \begin{bmatrix} X(1) & X(2) & \cdots & X(N) \end{bmatrix} \). Combining (19) and (20), we can obtain the final solution for a fixed optimal filter in the time-varying case as

\[ W_{\text{stochastic}} = -(S^H S)^{-1} S^H D_N X_N \begin{bmatrix} X_N \end{bmatrix}^{-1} \]  

(21)

where \( D_N = \begin{bmatrix} D(1) & D(2) & \cdots & D(N) \end{bmatrix} \). For large \(N\), we can express the cross-spectral density matrix \(S_{dx} = E[D_N X_N^H]\) and spectral density matrix \(S_{xx} = E[X_N X_N^H]\), and express (21) as

\[ W_{\text{stochastic}} = -(S^H S)^{-1} S^H S_{dx} S_{xx}^{-1}, \]  

(22)

which is consistent with [22]. In a practical case, the statistical analysis of the spectral pattern of the noise will be useful in implementing the fixed optimal control filter. The stochastic optimal
control solution, though having been well established in the literature, did reveal that the proposed MCANC framework with underdetermined system brings insights into ANC solutions. However, a full evaluation of this method, as it is beyond the scope of this paper, will not be reported in the following sections.

4. Numerical Experiment Results and Discussions

The finite element method (FEM) computation plane, as depicted in Figure 4, is a 2D representation of a rectangular aperture (i.e., open window) in a rigid thin wall. Eight secondary sources are placed 0.125 m apart within the 1-m wide window to control the incident plane waves entering the window at angle $\theta$, according to the guidelines in [27]. The entire computation plane is enclosed by a perfectly-matched layer so that all waves are damped to simulate a free-field condition. The acoustic power radiation from the window due to the noise can be calculated based on the far-field formulation as [21]

$$W_d = \frac{|D|^2}{2\rho c} \pi r,$$  \hspace{1cm} (23)

where $r$ is the radius of the far-field evaluation arc, $\rho$ is the density of air, and $c$ is the speed of sound in air. The acoustic power radiation after ANC can be expressed as

$$W_e = \frac{|E|^2}{2\rho c} \pi r,$$  \hspace{1cm} (24)

Finally, the acoustic power attenuation (i.e., noise reduction NR) can be calculated as

$$NR = 10 \log_{10} \frac{W_d}{W_e} = 10 \log_{10} \frac{|D|^2}{|E|^2}.$$  \hspace{1cm} (25)

In this simulation, we evaluate the acoustic power radiated through the aperture by minimizing the sum-of-the-squared error at 1100 points in the far-field arc with a radius $r = 10$ m. Hence, the 1100 evaluation points in the optimal control formulation is analogous to the error microphones in a physical adaptive ANC system. In this scenario, the ‘error microphones’ are arranged such that the total sound power radiating from the aperture is minimized, which results in global control in the entire room interior. The optimal secondary source output is calculated based on (3), where the secondary paths are determined from FEM simulation. This is similar to the process as detailed in [28]. The ‘reference’ signals are retrieved from the FEM simulations at the position of the secondary sources depicted by $q_n$ in Figure 4. This arrangement replicates a collocated reference microphone and secondary source. Incidence angles of the plane waves are considered from $-90^\circ$ (noise from the top) to $90^\circ$ (noise from the bottom) at an interval of $1^\circ$.

4.1. Performance of the Full-Rank Optimal Filter

Based on the optimal secondary source output computed from (3), we can obtain the theoretical optimal noise reduction performance for the setup specified in Figure 4. The noise reduction at five angles of incidence with frequencies from 0 to 2000 Hz is illustrated in Figure 5. Noise reduction performance reduces as frequency increases, as dictated by the control source separation distances and its relative position in the aperture [27,29]. The result presented in Figure 5 is consistent with the upper frequency limit of control defined in [27] as $f < c/d (1 + |\sin \theta|)$. The attenuation performance is identical for all incidence angles at low frequencies but deteriorates rapidly as they approach their upper frequency limits of control.

Next, we construct the full-rank optimal filter in the same setup. Since the number of secondary sources is $K = 8$, we can include eight incidence angles in (16) to obtain the full-rank optimal filter $W$. Six sets of the eight incidence angles are listed in Table 1 and illustrated in Figure 6. We calculate
the full-rank optimal filter using all eight incidences in each case and compute its noise reduction performance. These results are illustrated in Figures 7–11.

![Figure 4. Finite element method simulation plane.](image1)

![Figure 5. Noise reduction performance of optimal fixed filter obtained individually.](image2)

### Table 1. Six cases of eight angles selected in full-rank optimal filter.

<table>
<thead>
<tr>
<th>Case/Angle</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>−70</td>
<td>−50</td>
<td>−30</td>
<td>−10</td>
<td>10</td>
<td>30</td>
<td>50</td>
<td>70</td>
</tr>
<tr>
<td>#2</td>
<td>−65</td>
<td>−45</td>
<td>−25</td>
<td>−5</td>
<td>5</td>
<td>25</td>
<td>45</td>
<td>65</td>
</tr>
<tr>
<td>#3</td>
<td>−75</td>
<td>−60</td>
<td>−45</td>
<td>−30</td>
<td>−15</td>
<td>0</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>#4</td>
<td>−90</td>
<td>−75</td>
<td>−60</td>
<td>−45</td>
<td>−30</td>
<td>−15</td>
<td>−5</td>
<td>0</td>
</tr>
<tr>
<td>#5</td>
<td>−70</td>
<td>−60</td>
<td>−50</td>
<td>−40</td>
<td>−30</td>
<td>−20</td>
<td>−10</td>
<td>0</td>
</tr>
<tr>
<td>#6</td>
<td>70</td>
<td>60</td>
<td>50</td>
<td>40</td>
<td>30</td>
<td>20</td>
<td>10</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 6. Illustration of the eight directions selected in the six cases of the full-rank optimal filter.

In Figure 7, we compare the full-rank optimal filter #1 with the exact optimal filter obtained for each incidence individually. The full-rank filter could only achieve identical performance for those angles selected in the full-rank factorization, except for lower frequencies (e.g., $f = 100, 200$ Hz), where the noise reduction is significantly large, indicating that the residue noise pressure is close to zero and might be affected by the numerical precision of the simulation. For incidence angles other than the eight incidences used in formulating the filter, the noise reduction performance is degraded. The degradation increases in severity when the incidence angles are farther away from the selected angles, especially for higher frequencies.

To examine the effect of the different sets of the eight incidence angles, we illustrate the performance of the four cases (#1, #2, #3, #4 from Table 1) in Figure 8. Since these cases employ different angles, their performance varies significantly. By visual inspection, it is clear that when more incidences from the negative region are used in the formulation (from case 1 to case 4), better attenuation is observed in the negative incidences than the positive directions. One extreme case is case 4, where all eight selected directions are in the zero and negative region, which yields good attenuation for all negative incidences in general but significantly degrades for positive incidences.

In Figure 9, we further compare two such selections that only cover the negative directions, i.e., case 4 and case 5 in Table 1. The key difference between these two cases is that case 5 ignores the extreme directions from $-90^\circ$ to $-70^\circ$ and hence occupies more directions in $-70^\circ$ to $0^\circ$ range. This selection is motivated by the observation that at extreme incidence angles, the noise that enters the window are at lower levels than higher incidences. Overall, results in Figure 9 indicate that with the selection in case 5, we can achieve optimal performance for almost all negative directions.

Figure 10 illustrates the noise reduction performance for the full-rank optimal filters with formulation cases 5 and 6, where only negative and positive directions are covered, respectively. The interval of $10^\circ$ is used in both cases. A distinct symmetrical performance is observed where each optimal filter performs optimally in its respective half of the entire incidence range. This result implies
that if the ANC system permits, two full-rank optimal filters can be applied to cover all angles of noise incidence. Note that a priori information of the approximate noise incidence (positive or negative) is required for switching the filters.

![Figure 7](image1)

**Figure 7.** Noise reduction performance of the exact optimal filter and the full-rank optimal filter with case 1 formulations at all incidences from $-90^\circ$ to $90^\circ$. The eight incidences are illustrated as markers in a straight line on the bottom to aid the interpretation (this also applied to following figures).

![Figure 8](image2)

**Figure 8.** Noise reduction performance of four cases of the full-rank optimal filters, at frequency (a) 400 Hz, (b) 1000 Hz.
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**Figure 9.** Noise reduction performance of two cases of the full-rank optimal filters that only consider the negative directions, at frequency (a) 400 Hz, (b) 1000 Hz.

![Figure 10](image4)

**Figure 10.** Noise reduction performance of two cases of the full-rank optimal filters that only consider the negative and positive directions, respectively, at frequency (a) 400 Hz, (b) 1000 Hz.

In the previous subsection, we evaluate the performance of the full-rank optimal filters and found that in the range of incidence angles from $-90^\circ$ to $90^\circ$, no single full-rank filters could achieve identical attenuation performance as the exact optimal filters obtained for each incidence. Therefore, we shall consider the overdetermined optimal filter method, as expressed in (18). In Figure 11, we compare the full-rank optimal filter case 1 with the overdetermined optimal filter that selects all 181 incidences from $-90^\circ$ to $90^\circ$ at 1$^\circ$ interval (termed as “case 1”). Although the overdetermined optimal method does not outperform the full-rank filter at all incidences, its attenuation performance is, on average, superior across the entire range of incidences, especially at higher frequencies. Furthermore, we investigate the influence on the attenuation performance with respect to the number of incidences used in the overdetermined factorization. On this note, we consider three overdetermined formulations, which employs (i) 181 incidences at 1$^\circ$ interval, (ii) 19 incidences at 10$^\circ$ interval, and (iii) 10 incidences at 20$^\circ$ interval. Based on the results in Figure 12, we can observe that the performance of the overdetermined optimal filter case 2 with 19 incidences resembles the case 1 with 181 incidences, whereas the case 3 with 10 incidences yielded inferior overall performance. Thus, we can compute the overdetermined optimal filter with only 19 incidences at 10$^\circ$ interval.
Figure 11. Noise reduction performance of full-rank optimal filter case 1 and overdetermined optimal filter case 1, at frequency (a) 400 Hz, (b) 1000 Hz.

Figure 12. Noise reduction performance of three overdetermined optimal filter cases, at frequency (a) 400 Hz, (b) 1000 Hz.

4.3. Performance of Optimal Filters for Two Noise Incidences

In practical cases, the incoming noise could be more complicated. One typical example is that there are multiple noise sources producing plane wave noise from different directions. In this subsection, we evaluate the performance of the optimal filter in the case of two plane waves. The amplitudes of the two plane waves are set to be 2:1, but their directions are randomized. We run the simulation for 20 cases and illustrate the noise reduction performance of the exact, full-rank (case 1), and overdetermined (case 1 with 181 incidences) optimal filters. The full-rank optimal filter suffers from significant performance degradation, whereas the overdetermined optimal filter yields a very close performance compared to the exact optimal filter, as shown in Figure 13. The sound pressure distribution of the 2D sound field in the FEM simulation for two noise sources at 1000 Hz is exemplified in Figure 14, showing that the global control is achieved in both the exact and overdetermined optimal filters, but not in the full-rank method. The overdetermined optimal method has thus far been robust to a single noise source impinging from any incidence and two noise sources simultaneously from random incidence angles, which can be extended to multiple source incidences.
were found in their adaptive realizations.

In this paper, we revisit the multichannel active noise control problem. By separating this problem into two subproblems, we find that in a general multiple-input–multiple-output setup, the subproblem 2, i.e., obtaining the optimal control filter from reference signals and optimal secondary outputs, is usually underdetermined with more than one solution. The underdetermined system presents an opportunity to simplify the control filter that achieves equivalent performance or even extends the capability of a fixed optimal filter to handle complex scenarios. For example, we may simplify the control filter by only activating the diagonal elements in the control filter matrix, arriving at the so-called colocated control, which yields the exact optimal secondary output and hence achieves the same noise reduction performance as the fully-coupled multichannel system. Similar observations were found in their adaptive realizations.

Furthermore, the underdetermined system is leveraged to develop the full-rank and overdetermined realization by introducing constraints to derive a fixed optimal control filter, which could be employed to handle noise from multiple angles of incidence. The performance of the full-rank and overdetermined optimal control filter is investigated numerically using FEM simulations. The attenuation performance of the full-rank optimal filter is optimal for incidences utilized in its realization but degrades as the noise incidence deviates from those selected directions. Notably, a full-rank method that evenly selects all eight directions from either the entirely positive or negative direction between $-90^\circ$ to $90^\circ$ could achieve optimal performance in their entire respective incidence ranges. This implies that a single incidence used in the formulation of the filter could yield optimal attenuation to the neighboring incidence within $\pm 5^\circ$, and the extreme incidences (near $\pm 90^\circ$) are not required to achieve good global attenuation. Therefore, we can employ two full-rank optimal filters to cover the entire $180^\circ$ range.

In contrast, the overdetermined optimal filter achieves a better average performance across the entire range of incidences with a single filter. The realization of the overdetermined optimal filter does not demand a fine resolution of incidences, where an interval of $10^\circ$ across the entire range of incidence angles was shown to be sufficient. Finally, we show that the overdetermined optimal filter outperforms the full-rank optimal filter in a more complex noise environment such as with multiple noise sources. Moving forward, it is necessary to understand the feasibility of applying the proposed overdetermined optimal control method in a practical setup. Furthermore, it is interesting to understand how the overdetermined optimal control method compares to the stochastic optimal control method under the various practical use cases with varying noise incidence. The analysis and simulation studies presented in this paper could facilitate the development of the optimal fixed filter for ANC in more
dynamic scenarios, not only for multichannel systems, but also for single channel ANC systems such as ANC headphones.

![Figure 14](image-url)

**Figure 14.** 2D sound pressure level (dB) of (a) primary noise only, (b) exact optimal control, (c) full-rank optimal control (case 1), and (d) overdetermined optimal control (case 1 with 181 incidences) for two noise sources at 1000 Hz. The units of the axes are meters.
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