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Abstract: In the event of a generator loss or disturbance, the power system frequency declines quickly
and overall system stability is at risk. During these scenarios, under frequency load shedding is
triggered to restore the power system frequency. The main stage of modern adaptive under frequency
load shedding techniques is disturbance estimation. However, the swing equation is widely used in
disturbance estimation but has some critical estimation errors. In this paper, instead of using the swing
equation we proposed the use of a disturbance observer to estimate the curtailed power. By making
use of wide area measurements, a system frequency response model, which is a representative
of the whole power system, can be realized in real time. Using different power system states of
the developed model, a disturbance observer can be designed as well. The main advantage of the
disturbance observer is that it can accurately estimate the disturbance magnitude and its location in
a very short time. Further investigations show that by using the disturbance observer disturbances,
which occur at the same time or at different times in different areas regardless of the magnitude or size,
accurate estimations can be made. To ascertain the efficiency of the proposed scheme, simulations are
done for a four-area power system using Matlab/Simulink.

Keywords: disturbance estimation; disturbance observer; swing equation

1. Introduction

With the growth in energy demand and the restructuring of power systems, frequency stability
remains an area requiring consistent research. There are many phenomenon that lead to frequency
instabilities but all eventually lead to transmission line tripping or generation loss. This upsets the
balance between generation and demand and the frequency of a system deviates from the nominal [1–4].
A scenario where the demand is higher than the generation leads to severe decline in frequency and
this is of critical concern for modern power systems.

In such cases, advanced frequency restoration techniques with a high speed of response are
required. Under frequency load shedding (UFLS) techniques have been used to restore the power
system frequency in the event of a large disturbance. Traditional UFLS technique is the most common
and in this scheme specific portions of load are shed instantly whenever a frequency threshold is
violated [5–13]. This technique only relies on local frequency measurements and the magnitude of the

Appl. Sci. 2019, 9, 990; doi:10.3390/app9050990 www.mdpi.com/journal/applsci

http://www.mdpi.com/journal/applsci
http://www.mdpi.com
https://orcid.org/0000-0002-7427-2848
https://orcid.org/0000-0001-9053-4759
https://orcid.org/0000-0002-0975-0241
http://www.mdpi.com/2076-3417/9/5/990?type=check_update&version=1
http://dx.doi.org/10.3390/app9050990
http://www.mdpi.com/journal/applsci


Appl. Sci. 2019, 9, 990 2 of 19

disturbance is not estimated. As a result, the major shortfall of this technique is that it fails to achieve
optimum load shedding and it results in either over shedding or under shedding, which further puts
the system at risk.

However, it is important that the disturbance amount be accurately estimated in order to maintain
system stability. In this regard, adaptive techniques became more preferred to traditional ones [14–22].
Adaptive techniques make use of the swing equation to estimate the disturbance. In [15], the magnitude
of the disturbance is estimated using the swing equation after which the most optimum amount to be
shed is determined. In [16], the aim was to maximize the use of primary frequency support; here UFLS
was implemented by taking into account the voltage variations. In [17], based on the estimated power
system inertia the disturbance amount is constantly updated after each load shedding stage. In order
to achieve the least amount of load shed after obtaining the disturbance amount using the swing
equation, the governor ramp shape is then considered in [18]. Nearly similar to the work in [15], in [14]
the amount of power deficit is determined using the swing equation and an optimization algorithm is
used to determine the optimum amount of load to be shed at each stage.

It can be concluded that disturbance estimation forms the backbone of adaptive stability
restoration schemes. It is therefore critical that for any power system the disturbance be correctly
estimated. Even though the swing equation is commonly used, it may fail to accurately estimate the
disturbance amount. In [23], it was found out that the estimated disturbances differ from the actual
occurred disturbance. It is noted that the direction of frequency drift determines whether the estimated
disturbance will be large or small. The authors conclude that the error is within a range of ±2.5%.
However, further investigations show that if the power system modeling is done using highly detailed
equations and not just the system frequency response (SFR) model, the estimation error can be way
larger. The main reasons for the errors in estimation are the unavailability of accurate power system
information and the frequency variations during disturbance.

In such cases where accurate information about the power system state is required, Wide Area
Monitoring Systems (WAMS) can be an essential tool in power system dynamic studies [24–26].
Since practical electrical grids cover large geographical areas, without the use of WAMS, it was difficult
to quickly pick the root cause of system collapse. The extensive use of wide-area measurement systems
(WAMS) has brought flexibility in power networks monitoring [27–29]. With WAMS event monitoring,
control and effects mitigation can now be performed more rapidly [30]. This is because most PMUs are
capable of producing 60 samples per second and modern PMUs can produce twice as many samples
per second [31]. This sampling rate can guarantee even further reduction in the estimation error.

Another important point to note is that the rate of frequency swing is smaller in the normal
operation than when a disturbance occurs. Modern power systems have a large number of renewable
energy generation power plants. This affects the overall inertia of the system since power electronic
interfaced devices are known to have very low inertia. Both the disturbance and inertia estimation
are done using the swing equation. In disturbance estimation, the inertia is assumed a constant and
this results in errors. Therefore, it is better to use the dynamics of the whole system rather than
just the swing equation to estimate the disturbance. By making use of wide area measurements,
an SFR model that accounts for the dynamics of the power system can be realized online. An observer,
which replicates the system, can then be designed to estimate the disturbance. The use of observers is
commonly applied to direct load frequency control (LFC), for example in [32]. However, we propose
the use of the disturbance observer for systems subjected to severe disturbances.

In this paper, we propose two concepts to enhance disturbance estimation. Firstly, instead of only
using the swing equation or simply the frequency, different system states are used in the estimation.
Based on the developed system frequency response model the equations, which describe the dynamics
of the system, are first derived. Using the derived equations, the system matrix, input matrix and the
disturbance matrix of the system are developed. Taking into consideration that not all the system states
are directly accessible, a state observer is also developed to estimate the unknown states. After which
a robust disturbance observer is designed to accurately estimate the disturbance magnitude. In addition
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to the disturbance estimation, it is shown in the simulations that the disturbance observer can also
estimate different sized disturbances, which occurred in different areas. In our simulations a four area
interconnected power system is considered. The disturbance observer is designed such that it can
estimate a disturbance as well as its location area. Multiple disturbances occurring in different areas
can also be measured accurately. With the use of the disturbance observer, the estimation error can be
effectively zeroed.

This paper is organized as follows: In Section 2 power system modelling is presented. Section 3
describes the design of the robust disturbance observer and the considered test system is presented
in Section 4. Simulations and results are discussed in Section 5. This paper concludes with Section 6
where the advantages and disadvantages of using the disturbance observer are outlined. Furthermore,
intended future works are also presented in the last section.

2. WAMS-Based Power System Modeling

2.1. WAMS Model Setup

The use of wide area measurements from phasor measurement units (PMUs) provides new
capabilities for more accurate and real time monitoring of power systems [33]. PMUs provide voltage
and current phasors as well as frequency and its rate of change, which are useful in power system
dynamic studies. Due to their high sampling rates, the online estimation errors are significantly
reduced. In [34], a technique that makes use of wide-area frequency measurements is presented for
contingency magnitude detection and localization. The given reference shows that by taking advantage
of the PMUs data, one can easily express the dynamics for a power system of any size. The use of
PMUs reduces the mathematical complexities encountered in fundamental analysis of power system
dynamics. Considering the power system dynamics as well as the swing equation, we can come up
with the following generalized differential equation

dxi
dt

= fi
(
xi, Idi, Iqi, Vi

)
(1)

The various parameters can be further analyzed using the below equations

Idi = hdi (xi, Vi, θi)

Iqi = hdi (xi, Vi, θi)

(Pmi + jQmi) + (PLi + jQLi) = ∑ ViVjYikej(θi−θj−σik)

(2)

where Pi, Qi, Vi, I, and θi are the active power, reactive power, bus voltage, currents and electrical
angles, respectively. d, q, L, m, and i are notations for d-axis, q-axis, loads, generation, and ith
busbar, respectively.

Where the state space representation of the above equation can be given as

.
x = p (x, y, u)

0 = q (x, y, u)
(3)

where xi, yi, and ui are the state, output, and input vectors, respectively.
From (3), it can be seen that p and q are some known functions. The general assumption which

will be consistent in this paper is that the initial values of the system are provided by WAMS. Once the
power system operator has the real time information and measurements provided by WAMS platform,
the dynamic behavior can be monitored and assessed online.
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2.2. Power System Dynamic Modelling

The system frequency response (SFR) model has been commonly used to represent the frequency
dynamics of a power system [35,36]. The model can make use of re-heated turbines or non-reheated
turbines. An SFR model block diagram of a non-reheated power system is shown in Figure 1. Generally,
the model is commonly used in load frequency control (LFC) [37,38]. The dynamics of area i considering
a multi-area power system is described by the differential Equations (4)–(8). This model can be used
for practical power systems modelling and still giving technically sound results.

∆
.
f i =

1
2Hi

∆Pmi −
1

2Hi
∆PLi −

D
2Hi

∆ fi −
1

2Hi
∆Ptie,i (4)

∆
.
P mi =

1
Tti

∆Pgi −
1

Tti
∆Pmi (5)

∆
.
P gi =

1
Tgi

∆Pci −
1

RiTgi
∆ fi −

1
Tgi

∆Pgi (6)

∆Ptie,i = 2π
N

∑
j=1,j 6=i

Tij
(
∆ fi − ∆ f j

)
(7)

∆Ptie,i =
m

∑
i=1

(
∆Ptie,actualj

− ∆Ptie,scheduledj

)
(8)

where Hi is the inertia, D is the damping coefficient, Tti is the turbine time constant, Tgi is the governor
time constant, Tij is the tie line coefficient and Ri is the droop. In addition, ∆ fi is the frequency
deviation, ∆Pmi is the mechanical power deviation, ∆Pgi is the governor deviation, ∆Ptie,i is the tie line
power deviation and ∆Pci is the control input.
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Figure 1. System frequency response (SFR) model with non-reheat turbines.

The overall power system dynamics can be expressed in state space form as follows:

ẋi = Aixi (t) + Biui (t) + Fi∆Pi; i = 1, 2, 3 · · · n (9)

where Ai, Bi, Fi, ∆Pi, xi and ui are the system matrix, input matrix, disturbance matrix, disturbance,
state vector and the input respectively.
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2.3. Single Area Dynamics

To implement localized or decentralized disturbance estimation, where each area is responsible
for estimating its own disturbance, we consider a single area. Using Equation (9) we can construct
matrices that define the dynamics of area i. Firstly, we include the tie line dynamics and the state vector
can be described as follows

xi (t) =
[
∆ fi ∆Pmi ∆Pgi ∆Ptie,i

]T
(10)

ui (t) = ∆Pci (11)

The matrices with tie line dynamic considered are given in Appendix A. If we neglect the tie line
dynamics, we remain with three states as follows:

xi (t) =
[
∆ fi ∆Pmi ∆Pgi

]
(12)

The system matrices then reduce and are given in Appendix A.

2.4. Multi Area Dynamics

In addition to the single area dynamics, we can also consider the multi area dynamics.
In real power systems, a single area can represent a power station or a specific region of a large
power system. These power stations or regions are then connected together to form an interconnected
grid. The control center monitors the whole grid and gives specific commands in emergency scenarios
and this is known as centralized disturbance estimation. The general equation for the whole power
system becomes

ẋ (t) = Ax (t) + Bu (t) + F∆P (13)

where
x (t) =

[
x1 (t) x2 (t) x3 (t) · · · xn (t)

]T
(14)

u (t) =
[
u1 (t) u2 (t) u3 (t) · · · un (t)

]T
(15)

∆P =
[
∆P1 ∆P2 ∆P3 · · · ∆Pn

]T
(16)

If we neglect the tie line dynamics, for an n area power system the overall matrices are given in
the Appendix A. The matrices with tie lines neglected have the following dimension: A ∈ R3n×3n,
B ∈ R3n×3 and F ∈ R3n×3. The entire elements are real numbers. If we consider the tie line dynamics,
we have A ∈ R4n×4n, B ∈ R4n×4 and F ∈ R4n×4.

3. Proposed Disturbance Observer-Based Disturbance Estimation

The disturbance observer can be used to accurately estimate the disturbance magnitude. Figure 2
shows the structure of the proposed set up for disturbance estimation. For a disturbance which
occurs at any time (t) in a power system. The input and the states of the system obtained via a state
observer are required to estimate the disturbance magnitude. The design of both the power system
state observer and the disturbance observer are described in what follows.
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Figure 2. Set up for disturbance estimation.

3.1. State Observer Design

In order to design the disturbance observer we first need to design the state observer to estimate
the unknown system states. In real systems, some states might not be directly accessible, hence the
need to design a state observer. In control and design, any virtual system driven by the inputs and
outputs of the actual system can act as an observer. If we consider a linear time invariant (LTI) system
given as {

ẋ = Ax + Bu + Fddlx

y = Cx + Duu + Dddy
(17)

In a more compact term by taking into account the time varying parameters, the system can be
represented as {

ẋ(t) = Ax(t) + Bu(t) + Fddlx

y(t) = Cx(t)
(18)

where Du = Dd = 0, C is the output matrix.
In state observer design x(t0) = x0 is unknown, however, the output variables y(t) of the original

systems are present at any time. This output information is necessary to design a virtual system of
the same order, which replicates the dynamics of the original system. From design and experiments,
the matrices A, B, Fd and C are known, therefore, the observer can have the following structure{

˙̂x(t) = Ax̂(t) + Bu(t) + Fdd̂lx

ŷ(t) = Cx̂(t)
(19)

Since x(t0) = x0 for the system is unknown and x̂(t0) = x̂0 for the observer is chosen randomly,
the difference between y(t) and ŷ(t) will generally give an error that can be calculated as

y(t)− ŷ(t) = Cx(t)− Cx̂(t) = Ce(t) (20)
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Since our aim is to estimate the states, the output error can then be used as a feedback to minimize
the state errors given by

e(t) = x(t)− x̂(t) (21)

By considering the feedback, the state observer becomes

˙̂x(t) = Ax̂(t) + Bu(t) + Fdd̂lx + K (y(t)− ŷ(t)) (22)

Or simply
˙̂x(t) = Ax̂(t) + Bu(t) + Fdd̂lx + KCe(t) (23)

K is the state observer gain to be chosen such that K
t→∞

= 0.

Using Equations (18) and (23), the error dynamics are given as{
ė(t) = (A− KC) e(t)

e(t0) = unknown
(24)

The requirement for the observer design is that K needs to be chosen such that (A − KC) is
asymptotically stable. This assures that for any randomly chosen initial value, the estimation error
will in time eventually be zero. The pair (A, C) must be observable or detectable. Ideally, the observer
dynamics must be faster as compared to the system dynamics. As an example, the observer can be
chosen to be five times faster. Mathematically this is done by assuring that the smallest real eigenvalue
of the observer is five times that of the original system thus

|Re {λmin (A− KC)}|observer > 5|Re {λmax (A− BF)}|system (25)

The observer eigenvalues λi (A− KC) can be obtained from a pole placement method.

3.2. Disturbance Observer Design

To stabilize the power system frequency through UFLS, the information of the unknown power
system disturbance should be obtained at first, which mainly comprises of the load variations.
Using our proposed scheme we design a disturbance observer to estimate the power system
disturbance, dlx. With the estimated results, the proposed UFLS can be implemented more accurately.
To design a disturbance estimator we will consider a power system described in (17).

In real power systems, the system disturbance problem concerns not only external disturbances,
but also influence caused by model uncertainties. To include this fact, the model (17) is further modified
and rewritten as {

ẋ = Anx + Bnu + Fddlx

y = Cnx + Dnu + Dddly
(26)

where the nominal system matrices are An, Bn, Cn and Dn, dlx and dly are the lumped disturbances on
states and outputs, which can be given as in (27) and (28). Equation (26) is similar to the one in (13),
the only difference is that we also added the desired outputs and its associated matrices.

dlx = dx + (A− An) x + (B− Bn) u (27)

dly = dy + (C− Cn) x + (D− Dn) u (28)

The lumped disturbances consist of external disturbances and internal disturbances caused by
model uncertainties. In order to design the disturbance observer to estimate the lumped disturbances
we make use of the input, output and estimated state information. The estimate of dly is then obtained
from the second equation in (26), and is described as
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d̂ly = y− Cnx− Dnu (29)

The estimation error edly
is then be obtained as

edly
= d̂ly − dly = 0 (30)

To obtain the disturbance d̂lx, which is of critical concern, we consider the following assumption.

Assumption 1. The lumped disturbances d̂lx is slowly varying relative to the observer dynamics, that is
ḋlx ≈ 0. This is true because for the UFLS problem, it can assume the system load variations are slow changing
except for the instance of the disturbance.

Assumption 1 will be consistent in our simulations, and results show that the assumption holds
true. However, the method is also feasible for fast time-varying disturbances. When uncertainties
are taken into account, the lumped disturbances becomes a function of the states, and can still be
accurately estimated if the disturbance observer dynamics are faster than that of the closed-loop
system. Consequently, for the system described by (26), the disturbance observer in (31) is designed to
estimate the disturbances dlx of any n-area power system.{

ż = −LBd (z + Lx̂)− L (An x̂ + Bnu)

d̂lx = z + Lx̂
(31)

where d̂lx = ∆P is the power system disturbance we are interested in, z is an auxiliary vector and L is
the disturbance observer gain matrix to be designed.

Considering the system described by (26) under the lumped disturbances, it meets the
requirements of Assumption1. Using disturbance observer (31), its output estimates can asymptotically
track the lumped disturbances if the observer gain matrix L is chosen such that the matrix −LBd is
stable. The eigenvalue theory states that all eigenvalues of the system matrix must have a negative
real part for the system to be stable. Likewise, −LBd must have negative real part. To prove this,
the disturbance estimation error of the disturbance observer (31) is defined as

edlx
= d̂lx − dlx (32)

Considering Assumption 1, and combining (26), (31) and (32) gives

ėdlx
= ˙̂dlx − ḋlx

ėdlx
= ż + Lẋ

ėdlx
= −LBdd̂lx − L (Anx + Bnu) + L (Anx + Bnu + Bddlx)

ėdlx
= −LBd

(
d̂lx − dlx

)
ėdlx

= −LBdedlx

(33)

The given proof −LBd has negative real eigenvalues. Therefore (33) is asymptotically stable and
the disturbance observer assures that the estimated disturbance achieves stability in a finite time.
Figure 3 shows the state observer, the disturbance observer and the plant.
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4. Power System Under Investigation

In real power systems, areas are interlinked to form one overall power system. An area can
represent a single power plant with a number of generators. These several power plants are then joined
to form a multi-area power system. In some cases, an area can represent a country and a number of
countries can be joined to form a multi-area power system. As an example, to analyze the advantages of
the proposed method, a four-area power system with non-reheated turbines is used in our simulations.
The power system has been used in some research papers dealing with load frequency control [5,6].
In our case, we are applying it to estimate a disturbance in the event of a generation loss. As seen
in Figure 4 Areas 1, 2 and 3 are interconnected with each other, while Area 4 is only connected with
Area 1. Areas 1, 2, 3 and 4 are identical systems with non-reheated turbines. Figure 3 shows the general
structure of each area. The data for the power system is given in Table 1.

Area

 # 3

Area

 # 2

Area

 # 4

Area

 # 1

Figure 4. Four-area power system under investigation.

Table 1. Parameters of the four-area power system with non-reheated turbines.

Area No Tt Tg H D

1 0.4 0.08 0.08335 0.015
2 0.33 0.072 0.111 0.04
3 0.35 0.07 0.08 0.05
4 0.375 0.085 0.065 0.0667

5. Simulation Results and Discussions

The use of disturbance observers is a technique that can be used to accurately determine the
magnitude of the disturbance. In this sub-section, a four-area power system with non-reheated turbines



Appl. Sci. 2019, 9, 990 10 of 19

is considered. Firstly, we consider the dynamics of the single area 2. Equation (31) is used to design
the disturbance observer. The system matrix A is simply a 3 × 3 matrix and neglects tie-line dynamics.
Afterwards we consider the dynamics of the whole area, a 16 × 16-system matrix A is used, and it
makes use of four states per area that includes the tie line dynamics.

5.1. Disturbance Estimation for Single Area 2 Using the Disturbance Observer

Three disturbance scenarios are considered as follows:

• Disturbance 1: a small disturbance (0.01 p.u),
• Disturbance 2: a medium disturbance (0.05 p.u),
• Disturbance 3: a large disturbance (0.1 p.u).

Based on WAMS, decentralized monitoring of the power system can also be done. Here we
assume that each of the four areas is under the monitoring of an operator specifically responsible for
that area. We only considered the results for area 2 because we assumed that in the other three areas
no disturbance occurred. In all the simulated scenarios, a disturbance occurred at t = 1, as shown
in Figures 5–7. In all cases it took the disturbance observer only 0.2 s to estimate the disturbance.
The estimated values were the same as the actual disturbance that occurred. This shows the superiority
of disturbance observers if the system parameters are known.

Figure 5. Estimated and actual disturbance for scenario 1.

Figure 6. Estimated and actual disturbance for scenario 2.
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Figure 7. Estimated and actual disturbance for scenario 3.

5.2. Disturbance Estimation for the Whole Combined Areas Using the Disturbance Observer

In contrast to the decentralized monitoring scheme, based on WAMS, monitoring for the whole
power system can also be done in real time at a control center. To achieve this a 16 × 16 matrix for the
whole power system is developed. The power system matrix A and the disturbance matrix F are then
used in the design of the disturbance observer. To show the efficiency of this method, four different
disturbance scenarios are simulated and evaluated. The four simulated scenarios are aimed at showing
that the observer can accurately estimate single disturbances and multiple disturbances occurring at
the same time or at different times. From Table 2 it can be seen that in scenario 1 a large disturbance
of magnitude 0.1 p.u occurred only in area 1. The estimation is given in Figure 8a,b, it can be seen
that the observer took approximately 2.5 s to accurately estimate the disturbance. In scenario 2,
two disturbances of magnitude 0.01 p.u and 0.05 p.u occurred at t = 1 and t = 5 in area 1 and 2
respectively. Figure 9a,b show that it took 1.5 s to estimate disturbance in area 1 and 2.5 s in area 2.

In scenario 3 a large disturbance occurred at t = 1 in area 3 and a medium disturbance occurred
in area 4 at t = 5. Figure 10a,b show that it took 3 s to estimate the disturbance in area 3 and less than a
1 s to estimate the disturbance in area 4. The power system under investigation is an interconnected
power system consisting of several control-areas. In the aforementioned figure, a 0.1 p.u. disturbance
occurred in area 3 at time t = 1 s , then at time t = 5 s another disturbance with magnitude of 0.05 p.u.
occurred in area 4. Due to the natural interconnection between these areas by the major tie-lines,
a dipping in the estimated disturbance in area 3 at t = 5 s has occurred. This dipping would not affect
the estimation and does not have bad consequences since the operator at the control center can monitor
this situation and can observe the disturbances in all areas simultaneously.

Table 2. The disturbances and their time considered in the simulation study.

Scenario Area#1 Area#2 Area#3 Area#4
∆P1 t1 ∆P2 t2 ∆P3 t3 ∆P4 t4

S1 0.1 5 0 0 0 0 0 0
S2 0.01 1 0.05 5 0 0 0 0
S3 0 0 0 0 0.1 1 0.05 5
S4 0.1 1 0 0 0 0 0.05 1
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(a)

(b)
Figure 8. Scenario 1: (a) estimated disturbances and (b) actual vs. estimated disturbances.

(a)

(b)
Figure 9. Scenario 2: (a) estimated disturbances and (b) actual vs. estimated disturbances.
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(a)

(b)
Figure 10. Scenario 3: (a) estimated disturbances and (b) actual vs. estimated disturbances.

Finally, in scenario 4 a large and medium disturbances occurred in area 1 and area 4 respectively,
both at t = 1. From Figure 11a,b, it took only 1.5 s in both cases to estimate the disturbance. It is also
important to note that due to power line deviations in cases of two disturbance occurring at different
times, the observed disturbance for the first occurred disturbance will drop then quickly return to its
actual value.

(a)

(b)
Figure 11. Scenario 4: (a) estimated disturbances and (b) actual vs. estimated disturbances.
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5.3. Comparison with the Existing Methods

In order to show the superiority of the disturbance observer over the swing equation, we compare
three different disturbance scenarios. The swing equation is the commonly applied technique to
estimate the magnitude of the power system disturbance. The equation is given as

2Hid fi
fndt

= Pmi − Pei = ∆Pi (34)

where Hi, fi, Pmi, Pei, ∆Pi and fn are the generator inertia, generator frequency, input mechanical power,
output electrical power and the nominal system frequency respectively.

For comparison purposes, four disturbance scenarios are investigated as in Tables 3 and 4.
In the event of a disturbance, the frequency gradient is negative, therefore, using the swing equation
we would expect the disturbance magnitude to be the most negative value measured. However,
in Figures 12–15, we inverted the swing curve for comparison purposes. Table 3 shows that the
greater the disturbance the greater the estimation error when using the swing equation. In scenario
1, a disturbance of 0.01 p.u magnitude occurred and the estimation error was 1.22%. For a large
disturbance 0.2 p.u in scenario 4, the estimation error was 2%. Table shows the estimation results
when using the disturbance observer. In all the simulated scenarios, the disturbance estimation error
was 0%. In as far as disturbance estimation is concerned, the disturbance observer is superior to the
swing equation.

Table 3. Disturbance estimation using swing equation.

Scenario Actual Disturbance Estimated Disturbance Error (%)

S1 0.01 0.009878 1.22
S2 0.05 0.049300 1.40
S3 0.1 0.098200 1.80
S4 0.2 0.196000 2.00

Table 4. Disturbance estimation using the proposed disturbance observer.

Scenario Actual Disturbance Estimated Disturbance Error (%)

S1 0.01 0.01 0
S2 0.05 0.05 0
S3 0.1 0.10 0
S4 0.2 0.20 0

Figure 12. Scenario 1 disturbance observer vs swing equation estimation.
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Figure 13. Scenario 2 disturbance observer vs swing equation estimation.

Figure 14. Scenario 3 disturbance observer vs swing equation estimation.

Figure 15. Scenario 4 disturbance observer vs swing equation estimation.

The swing equation based method can be improved for better disturbance estimation considering
the following suggestions: (i) associating the swing equation-based method with accurate online
inertia estimation method, (ii) online updating the swing equation-based method with the online and
accurately estimated damping coefficient, (iii) using her sapling methods and curve fitting techniques
for estimating the missing data in the frequency response curve, and (iv) developing a fast method for
calculating the center-of-inertia online, which can improve the disturbance estimation using the swing
equation-based method.

6. Conclusions

In this paper, disturbance estimation using a disturbance observer is presented. The main
advantages of the disturbance observer are: If the system parameters are close to the true values,
the disturbance observer accurately estimates the disturbance. When considering single area
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dynamics, the response of the disturbance observer is excellent. This technique proves to be more
efficient than the swing equation, especially for large disturbances. If the observer gain is properly
designed, the estimation time can be significantly reduced. The disadvantages of the disturbance
observer are summarized as: The disturbance observers require accurate values of the power
system. When considering interconnected areas, the tie line deviations can affect the estimation
speed. The presented technique can be used at the disturbance estimation stage in under frequency
load shedding. For further studies, the estimated disturbance can then be used in optimization to
come up with the minimum amount of load shed that exactly fits the system requirements.
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approved the final manuscript.
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Appendix A

The matrices for single area i with tie line dynamics considered are as follows:

Ai =



−D
2Hi

1
2Hi

0 −1
2Hi

0 −1
Tti

1
Tti

0
−1

RiTgi
0 −1

Tgi
0

2π
N
∑

j=1,i 6=j
Tij 0 0 0



Bi =


0
0
1

Tgi

0



Fi =


−1
2Hi

0
0
0


The matrices for single area i by neglecting the tie line dynamics are as follows:

Ai =


−D
2Hi

1
2Hi

0
0 −1

Tti
1

Tti
−1

RiTgi
0 −1

Tgi



Bi =

 0
0
1

Tgi



Fi =


−1
2Hi

0
0
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The matrices for the multi-area system with tie line dynamics neglected are given as:

A =


A1 0 0 0 0
0 A2 0 0 0
0 0 A3 0 0

0 0 0
. . . 0

0 0 0 0 An



B =


B1 0 0 0 0
0 B2 0 0 0
0 0 B3 0 0

0 0 0
. . . 0

0 0 0 0 Bn



F =


F1 0 0 0 0
0 F2 0 0 0
0 0 F3 0 0

0 0 0
. . . 0

0 0 0 0 Fn
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