Mitigating the Impact of Mask Absorber Error on Lithographic Performance by Lithography System Holistic Optimization
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Abstract: The non-ideal mask absorber can cause an increase in critical dimension error (CDE) and decrease in process window (PW). However, the random mask absorber errors induced during mask fabricating and measuring are not considered in computational lithography. The problem cannot be neglected as the continuous scaling of lithography technology node. In this work, for the first time to our knowledge, a source, numerical aperture (NA), and process parameters co-optimization (SNPCO) method is developed to reduce the CDE induced by absorber errors and improve the PW. First, the source is represented by Zernike polynomials to balance computational burden and flexibility of source. Then a weighted cost function containing CDE and PW that incorporates the influences of absorber errors is created. Finally, a statistical optimization method is used to optimize the lithographic system parameters. Simulations of 1D mask pattern show that for the system with extreme absorber errors, the pattern errors of the proposed method are reduced by 62.1% and 58.9%, and the PWs are increased by 40.3% and 36.4%, respectively. The results illustrate that this method is effective in mitigating the CDE caused absorber errors and improving process robustness.
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1. Introduction

With the continuous scaling in the feature size of lithography technology node, the deep ultraviolet (DUV) lithography steps into the ultra-low \( k_1 \) regime [1]. As the feature’s sizes on a mask are smaller than the scanner exposure wavelength, the 3D mask effects must be taken into account in computational lithography [2,3]. The 3D mask effects are mainly subject to the morphology of the mask absorber including mask absorber thickness and absorber profile. Related research has indicated that mask absorber thickness (MAT) and the absorber sidewall angle (SWA) have a big impact on critical dimension (CD), best focus (BF), and depth of focus (DOF) [4–9]. However, mask absorber errors are inevitably introduced by the imperfect etching process in mask fabrication and measurement [10,11]. In addition, the MAT error and tapered SWA deformation of the absorber are increased by repeated mask cleaning process [12,13]. Recently, Sturtevant et al. and Rudolph et al. studied the impact of photomask uncertainties on computational lithography [4,14,15]. The results revealed that the variations of MAT and SWA cause significant CD errors (CDEs) that cannot be ignored. The research of Wisdom et al. [16] and Ko et al. [17] indicated that the SWA variations of the mask absorber also have great influence on the lithography patterning result. Therefore, it is very necessary to mitigate the impacts of mask absorber errors on lithography performance in computational lithography.
Various advanced computational lithography techniques have been proposed to compensate for the 3D mask effects. Sears et al. proposed a genetic algorithm-based pupil wavefront optimization (PWO) method to compensate for the wavefront phase error introduced by the mask topography effects [18]. Fühner et al. developed a combined source, mask, and projector pupil optimization (SMPO) procedure to maximize the common process window (PW) [19]. Li et al. presented a conjugate gradient method-based source mask optimization (SMO) approach incorporating pupil wavefront aberrations to improve the usable DOF by compensating for mask topography effects [20]. Han et al. developed an inverse PWO method to improve image fidelity by compensating for thick mask induced aberration including 37 Zernike terms [21]. However, the computational lithography techniques mentioned above are established for an ideal lithography system without taking into account of the impacts of random mask absorber errors on lithography imaging performance.

To mitigate the impact of mask absorber errors on lithographic imaging performance, this paper develops a source, numerical aperture (NA), process parameters co-optimization (SNPCO) method for the DUV lithography system. To achieve this, an effective alternate optimization procedure based on a statistical method is built, which treats the mask absorber errors as random variables and takes their statistical properties into account. In our prior work, we had proposed a mask, process, and lithography-tool parameters co-optimization (MPLCO) method to improve the PW [22]. However, that method adopted a parametric source represented by only three parameters (including inner radius, outer radius, and opening angle) with limited flexibility, and it was established with a 2D mask model without considering the impacts of random mask absorber error on lithography performance. To solve this problem, we first use the Zernike polynomials to represent the source patterns in view of their capacity in fitting arbitrary form wavefront [23–25]. The even, symmetric Zernike polynomials are selected as the basis functions based on the symmetry of the DUV lithography illumination source. Thus, a freeform source is created by the linear superposition of these basis functions. In this way, the flexibility of the source pattern is improved, and the computational burden of a pixelated source along with the 3D mask model is avoided. Then, for source optimization, a weighted cost function, which is the superposition of the CDE and normalized image log slopes (NILS) incorporating the impacts of random MAT errors and SWA variations, is innovated to improve image fidelity and process stability. The stochastic gradient (SGD) algorithm is applied to optimize the source. Next, to further increase the PW, the cost function for the NA and process parameters optimization is the DOF at a specific exposure latitude (EL). As these parameters are not of the same order of magnitude, the large-scale parameters are likely to be obstructed by small-scale parameters during the optimization procedure. We employ the normalized stochastic gradient (NSGD) algorithm to optimize the NA and process parameters. Finally, in consideration of the interaction of source, NA, and process parameters on lithography performance, the optimization procedures are implemented alternately to get better performance. The SNPCO method is tested on two types of layouts at 14 nm technology node. Simulations of 1D mask pattern demonstrate that for the system with extreme mask absorber errors, the CDEs of the proposed method are reduced by 62.1% and 58.9%, respectively. In such cases, the corresponding DOFs at EL = 5% are increased by 40.3% and 36.4%, respectively. The results indicate that the proposed method mitigates the CDEs caused by mask absorber errors and improves the process robustness effectively in the DUV lithography system.

The remainder of the paper is organized as follows. In Section 2, the source pattern representation, weighted cost function definition, and inverse optimization problem formulation are described. In Section 3, the gradient-based inverse DUV lithography optimization algorithm is developed. Simulation results are presented in Section 4. Finally, conclusions are provided in Section 5.

2. Modeling of DUV Lithography

It is known that source pattern representation and cost function play an important role in computational lithography. To balance the computational burden and flexibility in the optimization procedure, we need to create a suitable freeform source to minimize the CDE caused by the random
mask absorber errors and increase the PW. In addition, we build an effective weighted cost function that incorporates the impacts of the absorber errors.

2.1. Source Pattern Representation

For DUV lithography partially coherent imaging systems, the source pattern is limited to a unit circle. In view of the ability of Zernike polynomials in fitting the wavefront of projection objective, we use the Zernike polynomials to represent the source pattern whose form is similar to the wavefront. For ease of calculation, we use a normalized source. Thus, the source pattern is

\[ 0 \leq s(f, g) \leq 1, \quad f^2 + g^2 \leq 1 \]  

where \( f \) and \( g \) are space frequency coordinates, and \( s(f, g) \) represents the source pattern.

According to the above constraints, the source pattern is expressed as

\[ s(f, g) = T\{\sum_{i=1}^{n} c_i Z_i(f, g)\}, \]  

where \( Z_i(f, g) \) is the \( i \)th Zernike polynomial, \( c_i \) is its corresponding coefficient, and \( T\{\cdot\} \) is an operator to keep the source intensity to meet the requirements of Equation (1). Thus, we set the operator to

\[ T\{x\} = \frac{1 + \cos(x)}{2}. \]  

We denote the Zernike coefficients \( c_i \) as a coefficient vector \( c \):

\[ c = [c_1, c_2, \cdots, c_n]. \]  

Thus, a freeform source pattern can be obtained by changing the Zernike coefficient vector \( c \).

To obtain a symmetric source, we select some suitable, even symmetric Zernike polynomials as the basis functions. The well-chosen 21 basis functions selected from the Zernike polynomials to represent the source pattern are presented in Figure 1.

![Figure 1. The 21 basis functions for representing the source pattern.](image)

2.2. Mathematical Modeling

To mitigate the impacts of mask absorber errors and increase the PW, an alternate optimization framework of the source, NA, and process parameters are built to improve the optimization performance. Consequently, we develop different cost functions for the alternate optimization.
procedure. We evaluate the lithographic imaging performance by measuring both the image fidelity and the process robustness.

The cost function for source optimization consists of two parts: the CDE for the lithography system with random MAT error and SWA error to evaluate the image fidelity, and NILS to improve the PW. Thus, the weighted cost function is formulated as

\[ F_S = \varepsilon\{\alpha_1 P_{CDE}(c; \text{MAT}, \text{SWA}) - \alpha_2 P_{NILS}(c; \text{MAT}, \text{SWA})\}, \]  

where \( \varepsilon\{\cdot\} \) is the expectation operator to the random absorber errors including the MAT and SWA error which follow the Gaussian distribution; \( P_{CDE}(c; \text{MAT}, \text{SWA}) \) and \( P_{NILS}(c; \text{MAT}, \text{SWA}) \) represent the absolute value of resist image CDE and aerial image NILS with random mask MAT and SWA error, respectively; \( \alpha_1 \) and \( \alpha_2 \) are the corresponding weighting coefficients; \( \text{MAT} \) and \( \text{SWA} \) represent the value of mask absorber thickness error and absorber sidewall angle error, respectively.

To lighten the computation burden, we calculate \( F_S \) by discretizing MAT and SWA to a set of values \( \text{MAT}_i \) and \( \text{SWA}_j \) with the corresponding probabilities \( \xi_i \) and \( \eta_j \), that is,

\[ F_S = \sum_i \sum_j \xi_i \eta_j \cdot \{\alpha_1 P_{CDE}(c; \text{MAT}_i, \text{SWA}_j) - \alpha_2 P_{NILS}(c; \text{MAT}_i, \text{SWA}_j)\}. \]  

Then we denote the NA and process parameter to be optimized as vector \( x \):

\[ x = [x_1, x_2, \cdots, x_n]. \]  

The cost function for NA and process parameters optimization consists of the DOF at a specific exposure latitude (EL) with random MAT and SWA errors to further increase the PW. Thus, the cost function is formulated as

\[ F_{NP} = \varepsilon\{-P_{DOF}(x; \text{MAT}, \text{SWA})\}, \]  

where \( P_{DOF}(x; \text{MAT}, \text{SWA}) \) represents the absolute value of the DOF with random MAT and SWA error.

Similarly, the \( F_{NP} \) is calculated by discretizing MAT and SWA to a set of values \( \text{MAT}_i \) and \( \text{SWA}_j \) with the corresponding probabilities \( \xi_i \) and \( \eta_j \), that is,

\[ F_{NP} = -\sum_i \sum_j \xi_i \eta_j \cdot P_{DOF}(x; \text{MAT}_i, \text{SWA}_j). \]  

Therefore, the source optimization problem is formulated as searching for the coefficient vector \( c \) to minimize the cost function \( F_S \). It can be expressed as

\[ \hat{c} = \arg\min_c F_S(c), \]  

where \( \hat{c} \) is the optimum result of \( c \).

The NA and process parameters optimization problem is formulated as seeking the parameter vector \( x \) to minimize the cost function \( F_{NP} \). This can be expressed as

\[ \hat{x} = \arg\min_x F_{NP}(x), \]  

where \( \hat{x} \) is the optimum result of \( x \).

3. SNPCO Method for DUV Lithography System

In this section, we develop a gradient-based SNPCO method to comprehensively optimize the source, NA, and process parameters for mitigating the impacts of mask absorber errors on lithographic
imaging performance. For the statistical optimization problem described in Equations (10) and (11), the SGD algorithm is adept in solving such problem [26,27]. Thus, we use the SGD algorithm to optimize the source. And the NSGD algorithm is applied to optimize the NA and process parameters of different scales to improve convergence of algorithm. The optimization procedures are carried out alternately.

The pseudocode in Table 1 explains the procedure of the SNPCO method, and the supplementary explanations are detailed in the following context.

Table 1. Pseudocode of the source, numerical aperture, process parameters co-optimization (SNPCO) method.

<table>
<thead>
<tr>
<th>Source optimization procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Initialization: Assign the coefficient vector $c$ of the starting source, source optimization step size $\Lambda_S = 0.1$, the increment of $c$ for derivative calculation, the weighting coefficients of the objective functions, maximum source iteration number $n_S = 50$, initial source iteration number $k_S = 0$, initial alternate loop count $k_{SNP} = 0$, and the maximum alternate loop count $n_{SNP} = 10$.</td>
</tr>
<tr>
<td>2. Update the source pattern: If $k_{SNP} \leq n_{SNP}$, $k_{SNP} = k_{SNP} + 1$; While $k_S \leq n_S$, $k_S = k_S + 1$; Randomly generate the absorber errors $MAT_i$ and $SWA_j$; Calculate the search direction $d_S$ at the current iteration point using the Equation (13); Update the Zernike coefficient vector: $c(k_S) = c(k_S-1) + \Lambda S d_S(k_S-1)$. End El If $k_{SNP} \leq n_{SNP}$, $k_{SNP} = k_{SNP} + 1$; While $k_S \leq n_S$, $k_S = k_S + 1$; Randomly generate the absorber errors $MAT_i$ and $SWA_j$; Calculate the search direction $d_S$ at the current iteration point using the Equation (13); Update the Zernike coefficient vector: $c(k_S) = c(k_S-1) + \Lambda S d_S(k_S-1)$. End Else: Terminate the SNPCO method, and output the source pattern and the numerical aperture (NA) and process parameters. 3. Output the optimized source pattern into the NA and process parameters optimization procedure.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NA and process parameters optimization procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Initialization: Assign the NA and process parameters vector $x$, the parameters optimization step size $\Lambda_{NP} = 0.5$, the increment of $x$ for derivative calculation $\Delta x = 0.1$, maximum NA and process parameters iteration number $n_{NP} = 40$, initial process and lithography-tool iteration number $k_{NP} = 0$.</td>
</tr>
<tr>
<td>2. Normalize the optimization parameters using Equation (12);</td>
</tr>
<tr>
<td>3. Update the NA and process parameters: While $k_{NP} \leq n_{NP}$, $k_{NP} = k_{NP} + 1$; Randomly generate the absorber errors $MAT_i$ and $SWA_j$; Calculate the search direction $d_{NP}$ at the current iteration point using Equation (14); Update the NA and process parameters vector: $x = x + \Lambda_{NP} d_{NP}(k_{NP}-1)$. End</td>
</tr>
<tr>
<td>4. Return the optimized NA and process parameters to the source optimization procedure.</td>
</tr>
</tbody>
</table>

As the NA and process parameters are not of the same order of magnitude, the large-scale parameters are likely to be obstructed by small-scale parameters in the optimization. Hence, we normalize the different scale process parameters in the same range of 0 to 1. The normalization is expressed as

$$x = \frac{x - x_{min}}{x_{max} - x_{min}}, \quad (12)$$

where parameter vector $x_{min}$ and $x_{max}$ are the minimum and maximum values of $x$.

Since the SGD method is applied to optimize source, we need to calculate the search direction at the $k^{th}$ Zernike coefficients iteration point. The search direction is

$$d_S^{(k)} = -\nabla F_S(c^{(k)}), \quad (13)$$
The NSGD method is used to optimize the NA and process parameters. The search direction at the $k'$th optimization parameters iteration point is

$$d_{NP}^{(k)} = -\nabla F_{NP}(x),$$  \hspace{1cm} (14)

As the optimization of lithography process parameters and mask topography effects are involved, there are no explicit analytical relations between the cost function and the optimization parameters. We use a numerical approximation of the gradient instead of calculating the derivative of the cost function.

The gradient of Zernike coefficients vector is expressed as

$$\nabla F_S(c) = \frac{F_S(c) - F_S(c - \Delta c)}{\Delta c},$$  \hspace{1cm} (15)

The gradient of normalized NA and process parameters vector is expressed as

$$\nabla F_{NP}(x) = \frac{F_{NP}(x) - F_{NP}(x - \Delta x)}{\Delta x},$$  \hspace{1cm} (16)

where $\Delta c$ and $\Delta x$ are the small increments between the current iteration point and its neighboring point.

4. Optimization Results

4.1. Simulation Conditions

PROLITH X6.0 software is used to evaluate the lithography imaging performance. A water immersion lithography system with a reduction ratio $R = 4$ is used. The wavelength is set to 193.368 nm. The illumination is Y-polarized for the line-space mask pattern and TE-polarized for the contact hole mask pattern. The mask absorber of the line-space mask is composed of molybdenum silicide layer (refractive index = 2.343, extinction coefficient = $-0.586$), and the mask absorber of the contact hole mask is chrome (refractive index = 0.844, extinction coefficient = $-1.654$). The rigorous coupled wave analysis (RCWA) method is used to calculate the mask diffraction spectrum. The well-calibrated JSR ARX2895JN photoresist is used. Dual bottom antireflective coatings (BARCs) are applied to reduce the substrate reflectivity. The thicknesses of BARCs are 33 nm and 43 nm for the line-space pattern and 24 nm and 43 nm for the contact hole pattern.

A full physical photoresist model and 3-stage post exposure bake (PEB) model are used to simulate the process conditions accurately. The full physical photoresist model is capable of simulating the reaction and diffusion of a chemically amplified photoresist accurately. The 3-stage PEB model describes the temperature variation when the wafer is placed on a hotplate or chill plate and the wafer transition time between the two plates. Four process parameters are selected for optimization, including hotplate duration, transition duration, chill plate duration, and photoresist development time. The NA of the imaging system is chosen for optimization. To ensure the values of these parameters are realizable in lithography, these parameters are set in reasonable ranges. The minimum value and the maximum value are listed in Table 2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Min.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hotplate duration (s)</td>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>Transition duration (s)</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>Chill plate duration (s)</td>
<td>10</td>
<td>60</td>
</tr>
<tr>
<td>Development time (s)</td>
<td>5</td>
<td>60</td>
</tr>
<tr>
<td>NA</td>
<td>1</td>
<td>1.35</td>
</tr>
</tbody>
</table>
The weighting coefficients $\alpha_1$ and $\alpha_2$ in the cost function Equation (6) are set to 0.5 and 0.5, respectively.

4.2. Simulation Results

This section demonstrates the simulations of the proposed SNPCO method with two types of test patterns at 14 nm technology node. The two types of test patterns are shown in Figure 2, the 1D line space pattern with target CD = 28 nm is referred to as “Pattern 1”, and the 2D contact hole pattern with target CD = 40 nm is referred to as “Pattern 2”, respectively [28,29]. We evaluate the lithographic performance by measuring both the image fidelity and the robustness of process. The image fidelity is evaluated by computing the absolute value of CDE caused by a random mask absorber error. The robustness of process is evaluated by simulating the common PW at critical locations marked by the red lines of the test patterns, and all the measurements are in wafer dimensions.

![Figure 2. Two test patterns used in the simulation. Pattern 1 represents the 1D line space mask pattern, and pattern 2 represents the 2D contact hole mask pattern.](image)

4.2.1. Line Space Pattern

The validity of the proposed SNPCO method is first demonstrated for pattern 1. The ideal MAT is 68 nm and the ideal SWA is 90°. Figure 3 presents the simulation results of the MPLCO and the SNPCO in the case of pattern 1. From top to bottom, Figure 3 shows the corresponding simulation results of the MPLCO and the SNPCO. From left to right, Figure 3 exhibits the optimized source patterns, mask patterns, resist profiles for the ideal system, and the system with MAT = 63 nm and SWA = 95°. The corresponding NA and process parameters optimization results are listed in Table 3. From the comparison results, it can be seen that the optimized SNPCO source is obviously different from the MPLCO source. The PEB durations, development time, and NA of the SNPCO are all smaller than that of the MPLCO. For the ideal system, the CDEs of the two methods are $-0.04$ nm and $0.01$ nm, respectively. In this case, the image fidelities of the two methods are very close. However, for the system with the MAT = 63 nm, the CDEs of the two cases are $-3.43$ nm and $-1.30$ nm. In this case, the CDEs of the SNPCO is 62.1% smaller than that of the MPLCO. For the system with the SWA = 95°, the CDEs of the two cases are $5.35$ nm and $2.20$ nm. In such circumstance, the CDEs of the SNPCO is 58.9% lower than that of the MPLCO.

Figure 4 shows the exposure latitude (EL) versus DOF curves of the MPLCO and the SNPCO method. Figure 4a–c are the EL versus DOF curves for the ideal system, the system with MAT = 63 nm, and the system with SWA = 95°, respectively. We use the dashed lines to indicate the DOF at EL = 5% in the figure. For the ideal system, the DOFs at EL = 5% of the MPLCO and SNPCO methods are 166 nm and 294 nm, respectively. The DOF of the proposed SNPCO method is 43.5% larger than that of the MPLCO. For the system with MAT = 63 nm, the DOFs at EL = 5% of the MPLCO and SNPCO are 176 nm and 295 nm. In this case, the DOF of the SNPCO is 40.3% larger than that of the MPLCO, and for the system with SWA = 95°, the DOFs at EL = 5% of the MPLCO and SNPCO are 185 nm and 314 nm.
291 nm, respectively. In such circumstance, the DOF of the proposed method is 36.4% larger than that of the MPLCO.

Table 3. NA and process parameters optimization results of pattern 1.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Parameters</th>
<th>MPLCO Results</th>
<th>SNPCO Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line space</td>
<td>Hotplate duration (s)</td>
<td>62</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>Transition duration (s)</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Chill plate duration (s)</td>
<td>28</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>Development time (s)</td>
<td>34</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>1.34</td>
<td>1.23</td>
</tr>
</tbody>
</table>

Figure 3. Simulation results of the mask, process, and lithography-tool parameters co-optimization (MPLCO) and the SNPCO method in the case of pattern 1. Top to bottom: simulations for the MPLCO and the SNPCO. Left to right: optimized source, mask, resist profile for the ideal system, and the system with mask absorber thickness (MAT) = 63 nm and sidewall angle (SWA) = 95°.

Figure 4. Exposure latitude (EL) versus depth of focus (DOF) curves of the MPLCO (blue curve) and the SNPCO (red curve) in the case of pattern 1. (a) the ideal system; (b) the system with MAT = 63 nm; (c) the system with SWA = 95°.

Figure 5 illustrates the mask absorber errors dependencies of the CDEs of the two methods for pattern 1. The MAT and SWA dependencies of the CDEs are presented in Figure 5a,b, respectively. In Figure 5a, it can be observed that the CDE of the proposed SNPCO method is generally smaller than that of the MPLCO with the same MAT error. When the MAT error is less than −4.25 nm, the corresponding CDE of the MPLCO exceeds 2.8 nm. It does not meet the requirements of the current lithography technology node (within 10% CD). Under the same circumstance, the CDE of the SNPCO is always less than 2.8 nm. As can be seen from Figure 5b, the CDE of the SNPCO is also smaller than that
of the MPLCO with the same SWA error. When the SWA error is larger than 2.5°, the corresponding CDE of the MPLCO is larger than 2.8 nm. In the corresponding situation, the CDE of the SNPCO is still less than 2.8 nm. This means that the pattern fidelity of the proposed SNPCO is more robust with regards the mask absorber errors than that of the MPLCO for pattern 1.

![Figure 5. The mask absorber errors dependencies of the critical dimension errors (CDEs) of the MPLCO (blue curve) and the SNPCO (red curve) in the case of pattern 1. (a) The MAT error dependencies of the CDEs; (b) the SWA error dependencies of the CDEs.](image)

Comparisons between the simulation results of the two methods for pattern 1 clearly demonstrate that the proposed SNPCO method improves the image fidelity and increases the PW of the lithography system with random mask absorber errors effectively. It indicates that the impacts of the mask absorber errors on lithography performance are mitigated by our SNPCO method. This can be attributed to the application of higher flexibility source along with the alternate optimization of source, NA, and process parameters, which incorporate the impact of random mask absorber errors.

4.2.2. Contact Hole Pattern

To demonstrate the universality of the SNPCO method, another set of simulations for pattern 2 are provided in Figure 6. The ideal MAT is 80 nm and the ideal SWA is 90°. From top to bottom, Figure 6 shows the corresponding simulation results of the MPLCO and the SNPCO method. From left to right, Figure 6 exhibits the optimized source patterns, mask patterns, resist profiles for the ideal system and the system with MAT = 75 nm and SWA = 94°. The corresponding NA and process parameters optimization results are listed in Table 4. It is observed that the optimized SNPCO source is different from the MPLCO source. The optimized NA and process parameters of the SNPCO are all smaller than that of the MPLCO. For the ideal system, the CDEs of the two methods are 0.02 nm and 0.03 nm, respectively. In this case, the image fidelities of the two methods are still very close. However, for the system with MAT = 75 nm, the CDEs of the two cases are 5.53 nm and 4.42 nm. In this case, the CDEs of the SNPCO is 20.1% smaller than that of the MPLCO. For the system with SWA = 94°, the CDEs of the two cases are −11.34 nm and −6.95 nm. In such circumstance, the CDEs of the SNPCO are 38.7% lower than that of the MPLCO.

Figure 7 shows the exposure latitude (EL) versus DOF curves of the MPLCO and the SNPCO method for pattern 2. Figure 7a–c are the EL versus DOF curves for the ideal system, the system with MAT = 75 nm and the system with SWA = 94°, respectively. We use the dashed lines to indicate the DOF at EL = 5% in the figure. For the ideal system, the DOFs at EL = 5% of the MPLCO and SNPCO methods are 64 nm and 124 nm, respectively. The DOF of the proposed SNPCO method is 48.4% larger than that of the MPLCO. For the system with MAT = 75 nm, the DOFs at EL = 5% of the MPLCO and SNPCO are 36 nm and 76 nm. In this case, the DOF of the SNPCO is 52.6% larger than that of the MPLCO, and for the system with SWA = 94°, the DOFs at EL = 5% of the MPLCO and SNPCO are
37 nm and 85 nm, respectively. In such circumstance, the DOF of the proposed method is 56.5% larger than that of the MPLCO.

Table 4. NA and process parameters optimization results of pattern 2.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Parameters</th>
<th>MPLCO Results</th>
<th>SNPCO Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contact</td>
<td>Hotplate duration (s)</td>
<td>64</td>
<td>61</td>
</tr>
<tr>
<td>hole</td>
<td>Transition duration (s)</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Chill plate duration (s)</td>
<td>35</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>Development time (s)</td>
<td>40</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>1.35</td>
<td>1.24</td>
</tr>
</tbody>
</table>

Figure 6. Simulation results of the MPLCO and the SNPCO in the case of pattern 2. Top to bottom: Simulations for the MPLCO and the SNPCO. Left to right: optimized source, mask, resist profile for the ideal system and the system with MAT = 75 nm and SWA = 94°.

Figure 7. EL versus DOF curves of the MPLCO (blue curve) and the SNPCO (red curve) in the case of pattern 2. (a) The ideal system; (b) the system with MAT = 75 nm; (c) the system with SWA = 94°.

Figure 8 illustrates the mask absorber errors dependencies of the CDEs of the two methods for pattern 2. The MAT and SWA dependencies of the CDEs are presented in Figure 8a,b, respectively. In Figure 8a, it is observed that the CDE of the proposed SNPCO method is generally smaller than that of the MPLCO with same MAT error. When the MAT error is less than ±2.77 nm or greater than 2.50 nm, the corresponding CDE of the MPLCO exceeds 4.00 nm. It does not meet the requirements of the current lithography technology node (within 10% CD). Under the same circumstance, the CDEs of the SNPCO are 2.47 nm and -2.29 nm, respectively. As can be seen in Figure 8b, the CDE of the SNPCO is also smaller than that of the MPLCO with the same SWA error. When the SWA error is larger than 2.0°, the corresponding CDE of the MPLCO is less than -4.00 nm. In the corresponding situation, the
CDE of the SNPCO is $-2.87$ nm. This means that the pattern fidelity of the proposed SNPCO is also more robust with regards the mask absorber errors than that of the MPLCO for pattern 2.

![Figure 7](image-url) Figure 7. EL versus DOF curves of the MPLCO (blue curve) and the SNPCO (red curve) in the case of pattern 2. (a) The MAT error dependencies of the CDEs; (b) the SWA error dependencies of the CDEs.

Similarly, the comparisons between the simulation results of the two methods for pattern 2 further prove the validity of the proposed method in reducing the impact of random absorber errors on image fidelity and extending the PW.

5. Discussion and Conclusions

In this paper, as far as we know, it is the first time a SNPCO method is proposed for mitigating the impacts of random mask absorber errors on lithography performance. First, the freeform source is represented by the linear superposition of Zernike polynomials to balance the source flexibility and computation burden. Then, a weighted cost functions consisting of PAE and PW which incorporates the impacts of random absorber errors is created. In view of the distribution laws of random absorber errors, a gradient-based statistical optimization algorithm is used to optimize the lithographic system parameters. The optimization procedures are carried out alternately. Simulations of 1D mask pattern at 14 nm technology node demonstrate that for the system with extreme absorber errors, the CDEs of the proposed method are reduced by 62.1% and 58.9%, respectively. In addition, the corresponding DOFs at EL = 5% are increased by 40.3% and 36.4%, respectively. The results manifest that the proposed method is effective in mitigating the CDEs induced by absorber errors and improving the PW.
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