Improved Student’s t-Based Unscented Filter and its Application to Trajectory Estimation for Maneuvering Target
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Abstract: To estimate the systems with one-step randomly delayed measurement and time-correlated heavy-tailed measurement noises, on the basis of robust Student’s t based unscented filter (RSTUF), an improved Student’s t based unscented filter (ISTUF) is proposed. Referring to the measurement differencing method, a reformed measurement model was built. Then, by augmenting the system state vector, the conditional probability distribution of the measurement noise with respect to delayed measurement was taken into consideration. Based on the reformed measurement model and the augment state vector, a novel estimator was designed to solve the one-step randomly delayed problem. Maneuvering target tracking systems were used for simulation. Compared with unscented Kalman filter (UKF) or RSTUF, ISTUF had higher accuracy.
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1. Introduction

In recent years, as a state estimation tool, a Kalman filter (KF) has been successfully applied in the target tracking system. However, in practice, the Gaussian assumption of KF is an over-simplification. The unknown maneuverings or outliers will produce non-Gaussian noises. To estimate systems with non-Gaussian noises, Huber-based Gaussian filters (HGFs) have been proposed. This kind of filter obtains the optimal solution by minimizing a Huber cost function, such as a Huber-based divided difference filter [1], Huber-based unscented Kalman filter [2], Huber-based cubature Kalman filter [3]. However, the influence function does not redescend, which may affect the accuracy of HGFs. The maximum correntropy criterion based Gaussian filters (MCCGFs) are also common methods for non-Gaussian noise [4–6]. However, the development of estimation error covariance matrix of MCCGFs lacks a theoretical basis, and the estimation accuracy may be degraded [7]. Particle filter (PF) can also deal with non-Gaussian noise and the estimation accuracy is higher than the filters in a GF framework [8,9]. However, the particle degeneracy problem and the high computational cost restrict the application of PF in practical engineering. Moreover, the shadowing filter is a novel method to estimate the nonlinear system, in recent years [10–12], and it needs to obtain all the observations simultaneously to estimate the trajectory. The random time-delayed measurement may affect the accuracy of the shadowing filter. The Student’s t distribution (STD) is a generalized Gaussian distribution with a heavier tail. As a result, it is more suitable to describe heavy-tailed noises than Gaussian distribution. Many works about Student’s t based filters (STFs) are proposed [13–15] as well.

The STD can only describe the distribution of noises. To describe the time-correlation of noises, two approaches have been proposed. One assumes that the noise is Gaussian and time-correlated noise with known covariance, and augments the original state with the noise to adapt the standard KF [16]. In Reference [17], the algorithm has been improved to reduce the computational complexity.
The other assumes that the noise is a linear recursive model, and uses a measurement differencing approach to eliminate the time-correlated part of the noise [18,19].

In addition, a randomly delayed measurement may occur, when the information is transferred to the system in practical application. To solve the randomly delayed problem, Hermoso-Carazo [20] proposed an unscented filter for two-step randomly delayed measurement. Wang [21] proposed a filter based on one-step delayed measurement, which expanded the state vector with measurement noises to contain the correlation information between the noise and the one-step delayed measurement state. Based on Gaussian mixture approximation, Gu [22] designed a filter to deal with the d-step state-delay problem. By state augmentation and projection theory, an optimal filter was designed for systems with one-step delayed measurement [23]. However, all the algorithms above mentioned are based on GF, and cannot handle the heavy-tailed noises.

Summarizing the above discussions, the objective of the work was to estimate the states of the systems with one-step delayed measurement and time-correlated heavy-tailed noises accurately. Firstly, we used the linear recursive model and STD to construct the measurement noise, and the Bernoulli random variables to describe the one-step delayed measurement. Secondly, based on the measurement differencing approach, the time-correlated part of noises was eliminated. Then, the state space was expanded, and the measurement noise was regarded as a new state. Finally, the unscented transform (UT) was applied to compute the Student’s t weighted integral.

The rest is organized as follows. The preliminary and the problem statement are introduced in Section 2, and the main result of this paper is listed in Section 3. In Section 4, ISTUF is designed. In Section 5, ISTUF is tested by two simulation examples. In Section 6, the Conclusion is drawn

2. Preliminaries and Problem Statement

2.1. Problem Statement

Consider the following classic discrete stochastic system with time-correlated measurement noise:

\begin{align*}
  x_{k+1} &= A_k x_k + \omega_k \\
  z_k &= H_k x_k + \xi_k \\
  \xi_{k+1} &= C_k \xi_k + \epsilon_k
\end{align*}

where \( x_k \in \mathbb{R}^n \) is the state vector; \( z_k \in \mathbb{R}^m \) is the measurement vector; \( A_k \in \mathbb{R}^{n \times n}, H_k \in \mathbb{R}^{m \times n} \), and \( C_k \in \mathbb{R}^{m \times m} \) are known transition matrices; \( \omega_k \in \mathbb{R}^n \), and \( \xi_k \in \mathbb{R}^m \) are the heavy-tailed process noise vector, the time-correlated heavy-tailed measurement noise vector respectively. The heavy-tailed noises are caused by system outliers, which are modeled as STD:

\begin{align*}
  p(\omega_k) &= \text{St}(\omega_k; 0, Q_k, v_1) \\
  p(\epsilon_k) &= \text{St}(\epsilon_k; 0, R_k, v_2)
\end{align*}

where \( \text{St}(x; \mu, \Sigma, \nu) \) is the Student’s t probability density function (PDF); \( \mu \) is the mean value; \( \Sigma \) is the scale matrix; \( \nu \) is the dof parameter.

The initial state \( x_0 \) is also assumed to satisfy STD, and the PDF is as follows:

\[ p(x_0) = \text{St}(x_0; \bar{x}_0, P_0, v_3). \]

Furthermore, \( x_0, \omega_k \) and \( \xi_k \) are assumed to be mutually independent. According to Reference [13], for STD, the conditional estimating vector \( \hat{x}_{4|N} \) and the corresponding covariance matrix \( P_{4|N} \) can be approximated as:

\[ \hat{x}_{4|N} = E[x_k|Z_N] = \int x_k p(x_k|Z_N)\,dx_k \]
where $\tilde{x}_{k|N} = x_k - \hat{x}_{k|N}$ denotes the estimating error.

The one-step delayed measurement is described as:

$$y_k = (1 - \gamma_k)z_k + \gamma_k z_{k-1}, \ k > 1; \ y_1 = z_1$$

where $\gamma_k$ is a sequence of Bernoulli random variables with a value of 0 or 1, i.e.,

$$p(\gamma_k = 1) = E[\gamma_k] = p_k, \quad p(\gamma_k = 0) = 1 - E[\gamma_k] = 1 - p_k,$$

$$E[(\gamma_k - p_k)^2] = (1 - p_k)p_k$$

Here, $p_k$ is the probability of delay occurrence at time $k$.

Remark 1. Referring to Reference [13], for a vector $x$ with PDF $p(x) = St(x; \mu, \Sigma, v)$, the corresponding covariance matrix satisfies $\frac{v - 2}{v} \Sigma$, i.e., $E[(x - \mu)(x - \mu)^T] = \frac{v - 2}{v} \Sigma$.

2.2. Problem Statement

In Reference [13], a Student’s t based filter framework is designed. Firstly, there are two assumptions as follows:

Assumption 1. The joint PDF $p(x_k, z_{k}|z_{k-1})$ satisfies STD, i.e.,

$$p(x_k, z_{k}|z_{k-1}) = St\left[\begin{bmatrix} x_k \\ z_k \end{bmatrix} \middle| \begin{bmatrix} \hat{x}_{k-1} \\ \hat{z}_{k-1} \end{bmatrix} \right] \begin{bmatrix} P_{k|k-1} \\ P_{z|k-1}^2 \\ P_{z|k-1} \end{bmatrix}, \begin{bmatrix} v_3 \end{bmatrix}$$

Assumption 2. The joint PDF $p(x_k, x_{k+1}|z_{k})$ satisfies STD, i.e.,

$$p(x_k, x_{k+1}|z_{k}) = St\left[\begin{bmatrix} x_k \\ x_{k+1} \end{bmatrix} \middle| \begin{bmatrix} \hat{x}_{k} \\ \hat{x}_{k+1} \end{bmatrix} \right] \begin{bmatrix} P_{k|k} \\ P_{k|k}^T \\ P_{k+1|k} \end{bmatrix}, \begin{bmatrix} v_3 \end{bmatrix}$$

The framework is shown:

1. Time prediction

$$\hat{x}_{k|k-1} = \int_{\mathbb{R}^n} A_{k-1}x_{k-1}St(x_{k-1}; \hat{x}_{k-1|k-1}, P_{k-1|k-1}, v_3)dx_{k-1}$$

$$P_{k|k-1} = \frac{v_3 - 2}{v_3} \int_{\mathbb{R}^n} A_{k-1}x_{k-1}x_{k-1}^TA_{k-1}^TS\left(x_{k-1}; \hat{x}_{k-1|k-1}, P_{k-1|k-1}, v_3\right)dx_{k-1}$$

where $(\bullet)^T$ is the transpose operation, $\hat{x}_{k|k-1}$ and $P_{k|k-1}$ are the one-step predicted vector and the corresponding covariance matrix, respectively.

2. Measurement update

$$\Delta_k = \sqrt{\left(z_k - \hat{z}_{k|k-1}\right)^T \left(P_{z|k-1}^{zz}\right)^{-1} \left(z_k - \hat{z}_{k|k-1}\right)}$$

$$K_k = P_{z|k-1}^{zz}\left(P_{z|k-1}^{zz}\right)^{-1}$$

$$\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k(z_k - \hat{z}_{k|k-1})$$
where $(\cdot)^{-1}$ is the inverse operation, \( \hat{z}_{k|k-1} \) and \( P_{k|k} \) are the estimating state and the corresponding covariance matrix, respectively, \( z_{k|k-1} \) and \( P_{k|k-1}^{zz} \) are the predicting measurement and its covariance matrix, respectively, \( P_{k|k-1}^{xz} \) is the cross-covariance matrix of the state and measurement vectors. The formulas of them are as follows:

\[
\hat{z}_{k|k-1} = \int_{\mathbb{R}^v} H_k x_k S(\theta_1; \hat{z}_{k|k-1}, P_{k|k-1}, v_3) \, dx_k
\]

\[
P_{k|k-1}^{zz} = \frac{v_3 - 2}{v_3} \int_{\mathbb{R}^v} H_k x_k x_k^T H_k^T S(\theta_1; \hat{z}_{k|k-1}, P_{k|k-1}, v_3) \, dx_k
\]

\[
P_{k|k-1}^{xz} = \frac{v_3 - 2}{v_3} \int_{\mathbb{R}^v} x_k x_k^T H_k^T S(\theta_1; \hat{z}_{k|k-1}, P_{k|k-1}, v_3) \, dx_k
\]

\[
P_{k|k-1}^{xx} = \frac{v_3 - 2}{v_3} \int_{\mathbb{R}^v} x_k x_k^T H_k^T H_k S(\theta_1; \hat{z}_{k|k-1}, P_{k|k-1}, v_3) \, dx_k
\]

In practice, the time-correlation of the measurement noises often originates from a time-correlated noisy work environment or the dependence on the states. Otherwise, the STD is suitable to describe the heavy-tailed noises. The goal of the paper was to design an estimator for systems with Student’s t distributional time-correlated noises.

3. Main Results

The measurement noise is no longer time irrelevant. To solve the problem, according to Reference [24], the measurement differencing method was used. We defined the equivalent measurement \( z_k^* = z_k - C_{k-1} z_{k-1} \) and Equations (1)–(3) can be converted to the following form:

\[
x_{k+1} = A_k x_k + \omega_k \tag{22}
\]

\[
z_k^* = F_k x_k + \eta_k \tag{23}
\]

where \( F_k = H_k - \Gamma_{k-1}, \eta_k = \Gamma_{k-1} \omega_{k-1} + \epsilon_{k-1} \), and \( \Gamma_{k-1} = C_{k-1} H_{k-1} A_{k-1}^{-1} \).

After transformation, \( \xi_k \) has been rewritten as an equivalent measurement noise \( \eta_k \), which consists of Student’s t distributional noises \( \omega_{k-1} \) and \( \epsilon_{k-1} \).

Theorem 1. Denoting that \( \Xi_k \) is the covariance of \( \eta_k \), and \( S_k \) is the cross-covariance of \( \omega_{k-1} \) and \( \eta_k \), we can derive:

\[
\Xi_k = \frac{v_1}{v_1 - 2} \Gamma_{k-1} Q_{k-1} \Gamma_{k-1}^T + \frac{v_2}{v_2 - 2} R_{k-1} \tag{24}
\]

\[
S_k = \frac{v_1}{v_1 - 2} Q_{k-1} \Gamma_{k-1}^T. \tag{25}
\]

Proof. Firstly, the expectation of \( \eta_k \) is \( E[\eta_k] = E[\Gamma_{k-1} \omega_{k-1} + \epsilon_{k-1}] \). As \( \omega_k \) and \( \xi_k \) are independent, \( E[\eta_k] = E[\Gamma_{k-1} \omega_{k-1}] + E[\epsilon_{k-1}] = 0 \). Then, we have

\[
\Xi_k = E[\eta_k \eta_k^T] = E[\Gamma_{k-1} \omega_{k-1} + \epsilon_{k-1}](\Gamma_{k-1} \omega_{k-1} + \epsilon_{k-1})^T = E[\Gamma_{k-1} \omega_{k-1} \omega_{k-1}^T \Gamma_{k-1}^T] + E[\epsilon_{k-1} \epsilon_{k-1}^T]. \tag{26}
\]

According to Remark 1, we can derive Equation (24).

Likewise, the cross-covariance \( S_k \) in Equation (25) can be derived as follows:

\[
S_k = E[\omega_{k-1} \eta_k^T] = E[\omega_{k-1} (\Gamma_{k-1} \omega_{k-1} + \epsilon_{k-1})^T] = E[\omega_{k-1} \omega_{k-1}^T \Gamma_{k-1}^T] + E[\omega_{k-1} \epsilon_{k-1}^T]. \tag{27}
\]
Moreover, Equation (9) can be transformed into
\[
y^T_k = (1 - \gamma_k)(F_k x_k + \eta_k) + \gamma_k(F_{k-1} x_{k-1} + \eta_{k-1}).
\]  
(28)

From Equation (28), we find that the computation of \( \mathbb{E}(\hat{Y}_k^T|Y_{k-1}) \) also depends on the computation of \( \mathbb{E}(\eta_{k-1}\eta_{k-1}^T|Y_{k-1}) \). Therefore, according to Reference [21], we need to augment the state vector as follows:
\[
x^c_k = \begin{bmatrix} x^T_k & \eta^T_k \end{bmatrix}^T.
\]  
(29)

\[\Box\]

**Theorem 2.** Given \( \hat{x}^o_{k-1|k-1} \) and \( P^{y}_{k-1|k-1} \), the posterior estimation of \( \eta_{k|k} \) and the corresponding covariance matrix \( P^{yy}_{k|k} \) are derived by
\[
\hat{\eta}_{k|k} = K^o_k (y^c_k - \hat{y}^*_{k|k-1})
\]  
(30)
\[
P^{yy}_{k|k} = \left( \frac{v_2 - 2}{v_2 + \Delta^2_k} \right) \left[ \Xi_k - K^o_k P^{yy}_{k-1|k-1}(K^o_k)^T \right]
\]  
(31)
where \( K^o_k \) is the filtering gain of the measurement noise, and
\[
K^o_k = P^{yy}_{k-1|k-1}(P^{yy}_{k-1|k-1})^{-1}
\]  
(32)
\[
\Delta^2_k = \sqrt{((y^c_k - \hat{y}^*_{k|k-1}) (P^{yy}_{k-1|k-1})^{-1} (y^c_k - \hat{y}^*_{k|k-1}))}
\]  
(33)
\[
\hat{y}^*_{k|k-1} = (1 - p_k)\hat{x}^o_{k|k-1} + p_k\hat{x}^*_k - k - k
\]  
(34)
\[
P^{yy}_{k|k-1} = (1 - p_k)\Xi_k
\]  
(35)
\[
\hat{\eta}_{k|k-1} = \int (F_{k-1} x_{k-1} + \eta_{k-1}) \mathbb{S}_k(\hat{x}^o_{k|k-1}; \hat{x}^o_{k|k-1}, \hat{\eta}_{k|k-1}) d\xi^2_{k-1}
\]  
(36)
\[
P^{yy}_{k|k-1} = \left( \frac{v_2 - 2}{v_2} \right) \left( \int (F_{k-1} x_{k-1} + \eta_{k-1}) [(F_{k-1} x_{k-1} + \eta_{k-1})^T \mathbb{S}_k(\hat{x}^o_{k|k-1}; \hat{x}^o_{k|k-1}, \hat{\eta}_{k|k-1})] d\xi^2_{k-1} \right)
\]  
(37)
\[
\hat{\eta}_{k|k-1} = \int (F_{k} x_{k} + \eta_{k}) \mathbb{S}_k(\hat{x}_{k|k-1}; \hat{x}_{k|k-1}, \hat{\eta}_{k|k-1}) d\xi^2_{k}
\]  
(38)
\[
\hat{\eta}_{k|k-1} = \int (F_{k} x_{k} + \eta_{k}) \mathbb{S}_k(\hat{x}_{k|k-1}; \hat{x}_{k|k-1}, \hat{\eta}_{k|k-1}) d\xi^2_{k}
\]  
(39)
\[
P^{yy}_{k|k-1} = \left( \frac{v_2 - 2}{v_2} \right) \left( \int (F_{k} x_{k} + \eta_{k}) \mathbb{S}_k(\hat{x}_{k|k-1}; \hat{x}_{k|k-1}, \hat{\eta}_{k|k-1}) d\xi^2_{k} \right)
\]  
(40)
\[
P^{yy}_{k|k-1} = \left( \frac{v_2 - 2}{v_2} \right) \left( \int (F_{k} x_{k} + \eta_{k}) \mathbb{S}_k(\hat{x}_{k|k-1}; \hat{x}_{k|k-1}, \hat{\eta}_{k|k-1}) d\xi^2_{k} \right)
\]  
(41)

**Proof.** First, Equation (40) is derived by the definition of \( \hat{\eta}^*_{k|k-1} \), and according to the definition of \( P^{yy}_{k|k-1} \), we have
\[
P^{yy}_{k|k-1} = \mathbb{E} \left[ \left( F_k x_k + \eta_k - \hat{\eta}^*_{k|k-1} \right)^T \left( F_k x_k + \eta_k - \hat{\eta}^*_{k|k-1} \right) \right]
\]  
(42)
Then, the definition of $\hat{x}_{k-1|k-1}$ and $P_{k-1|k-1}^{xx}$ is as follows:

$$
\hat{x}_{k-1|k-1} = E \left[ (F_{k-1}x_{k-1} + \eta_{k-1}) | Y_{k-1} \right]
$$

(43)

$$
P_{k-1|k-1}^{xx} = E \left[ (F_{k-1}x_{k-1} + \eta_{k-1} - \hat{x}_{k-1|k-1}) (F_{k-1}x_{k-1} + \eta_{k-1} - \hat{x}_{k-1|k-1})^T | Y_{k-1} \right].
$$

(44)

Using the Student’s t integral to approximate $p(x_{k-1}^* | Y_{k-1}^*)$ with the known $\hat{x}_{k-1|k-1}$ and $P_{k-1|k-1}^{xx}$, we can obtain Equations (37) and (38).

Second, according to Equation (10), $Y_{k|k-1}$ can be written as follows:

$$
\overline{y}_{k|k-1} = y_k - y_{k|k-1} = (1 - \gamma_k)z_{k|k-1} + \gamma_k \hat{x}_{k-1|k-1} + (\gamma_k - p_k)(\hat{x}_{k-1|k-1} - x_{k|k-1}^*).
$$

(45)

Then, by substituting Equation (45) to the definition of $P_{k|k-1}^{yy}$ and $P_{k|k-1}^{yy} = E [y_k Y_{k|k-1}]$, we get Equations (35) and (36).

Finally, $\eta_{k|k}$ and $P_{k|k}$ can be derived as similar methods as $\hat{x}_{k|k}$ and $P_{k|k}$ by Equation (30) and (31).

$\Box$

**Theorem 3.** Given $\hat{x}_{k-1|k-1}$ and $P_{k-1|k-1}^{x}$, the posterior estimation of the augmented state $\hat{x}_{k|k}$ and the covariance $P_{k|k}^{x}$ are given as follows:

$$
\hat{x}_{k|k} = \begin{bmatrix} \hat{x}_{k|k} \\ \eta_{k|k} \end{bmatrix}
$$

(46)

$$
P_{k|k}^{x} = \begin{bmatrix} P_{k|k}^{x|y} & P_{k|k}^{y|y} \\ (P_{k|k}^{y|y})^T & P_{k|k}^{y|y} \end{bmatrix}
$$

(47)

where

$$
\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k^x (y_k - y_{k|k-1})
$$

(48)

$$
P_{k|k} = \frac{(v_3 + 2)^2}{v_3(v_3 + m - 2)} P_{k|k-1} - K_k P_{k|k-1}^{yy} K_k^T
$$

(49)

$$
K_k^x = (P_{k|k-1}^{yy})^{-1}
$$

(50)

$$
P_{k|k-1}^{yy} = (1 - p_k) P_{k|k-1}^{x|y} + p_k P_{k|k-1}^{x|y}
$$

(51)

$$
P_{k|k}^{yy} = -K_k^x P_{k|k-1}^{yy} (K_k^x)^T
$$

(52)

where $K_k^x$ is the filtering gain of states, and

$$
\hat{x}_{k|k-1} = \int_{\Omega} A_{k-1} x_{k-1} S(t_{k-1}; \hat{x}_{k|k-1}, P_{k-1|k-1}, v_3) d x_{k-1}
$$

(53)

$$
P_{k|k-1} = \frac{v_3 - 2}{v_3} \int_{\Omega} A_{k-1} x_{k-1} A_{k-1}^T S(t_{k-1}; \hat{x}_{k|k-1}, P_{k-1|k-1}, v_3) d x_{k-1} - \frac{v_3 - 2}{v_3} \hat{x}_{k|k-1} \hat{x}_{k|k-1}^T + \frac{v_1(v_3 - 2)}{v_3} Q_{k|k-1}
$$

(54)

$$
P_{k|k-1}^{x|y} = \frac{v_3 - 2}{v_3} \left( \int x_k (A_k x_k)^T F_k^T S(\hat{x}_k; \hat{x}_{k|k-1}, P_{k|k-1}, v_3) d x_k \right) x_k - \hat{x}_{k|k-1} \hat{x}_{k|k-1}^T + S_k
$$

(55)

$$
P_{k|k-1}^{x|y} = \frac{v_3 - 2}{v_3} \left( \int A_{k-1} x_{k-1} [F_{k-1} x_{k-1} + \eta_{k-1}] S(\hat{x}_{k|k-1}; \hat{x}_{k|k-1}, P_{k|k-1}, v_4) d x_{k-1} \right) x_{k-1} - \hat{x}_{k|k-1} \hat{x}_{k|k-1}^T
$$

(56)
Proof. First, $\hat{x}_{k|k}$, $P_{k|k}$, $K_{k}^{w}$, $\hat{x}_{k|k-1}$, and $P_{k|k-1}$ can be obtained by definition. Then, substituting Equation (28) to the definition of $P_{k|k-1}^{w|y} = E[\hat{x}_{k|k-1}Y_{k|k-1}]$, we can easily obtain Equation (51).

Second, according to the definition, $P_{k|k-1}^{w}$ is given as:

$$P_{k|k-1}^{w} = E\left[ (x_{k} - \hat{x}_{k|k-1})(x_{k} - \hat{x}_{k|k-1})^{T} \right]_{Y_{k|k-1}}$$

Then, according to the definition, $P_{k-1|k-1}^{w}$ can be obtained as:

$$P_{k-1|k-1}^{w} = E\left[ (x_{k-1} - \hat{x}_{k-1})(x_{k-1} - \hat{x}_{k-1})^{T} \right]_{Y_{k|k-1}}$$

Under the Student’s t approximation of $p(x_{k|k-1}^{w})$ with the known $\hat{x}_{k-1|k-1}$ and $P_{k-1|k-1}^{w}$, we can get Equation (56).

Finally, using Equations (30) and (48), we can get

$$\hat{\eta}_{k|k} = \eta_{k} - K_{k}^{w}y_{k|k-1}$$

Then, we can easily get Equation (52) by substituting Equation (59) into the definition of $P_{k|k-1}^{w|y}$. □

Remark 2. By augmenting the state with measurement noise, the following terms appear from Equations (38) and (56), i.e.,

$$E\left[ F_{k-1}x_{k-1}(\eta_{k-1})^{T} \right]_{Y_{k-1}} = \int F_{k-1}x_{k-1}(\eta_{k-1})^{T}St(x_{k|k-1}^{w}, x_{k|k-1}^{w}, P_{k|k-1}^{w|y}, v_{k})dx_{k-1}$$

$$E\left[ A_{k-1}x_{k-1}(\eta_{k-1})^{T} \right]_{Y_{k-1}} = \int A_{k-1}x_{k-1}(\eta_{k-1})^{T}St(x_{k|k-1}^{w}, x_{k|k-1}^{w}, P_{k|k-1}^{w|y}, v_{k})dx_{k-1}.$$  

The Equations (60) and (61) take the correlation between $\eta_{k-1}$ and $Y_{k-1}$ into consideration. Therefore, the accuracy of the filtering algorithm for the one-step randomly delayed system will be improved.

4. Improved Student’s t-Based Unscented Filter

4.1. The Calculation of the Student’s t Integral

To implement ISTUF, we need to calculate the following weighted integrals:

$$I(g) = \int g(x)St(x; \mu, \Sigma, v)dx.$$  

Referring to Reference [13], we used UT to approximately compute the Student’s t weighted integrals. By UT, $St(x; \mu, \Sigma, v)$ can be approximated as:

$$St(x; \mu, \Sigma, v) = \sum_{i=0}^{2n}w_{i}\delta(x - x_{i})$$
where $\delta(\cdot)$ denotes the Kronecker delta function, $x_i$ and $w_i$ are the sigma points and corresponding weights. The detail form is as follows:

\[
\begin{cases}
  x_i = \mu, i = 0 \\
  x_i = \mu + \frac{\sqrt{\nu(n+\kappa)}}{n-2} \Sigma e_i, i = 1, \ldots, n \\
  x_i = \mu - \frac{\sqrt{\nu(n+\kappa)}}{n-2} \Sigma e_i, i = n + 1, \ldots, 2n \\
  w_i = \kappa/(n+\kappa), i = 0 \\
  w_i = 1/2(n+\kappa), i = 1, \ldots, n \\
  w_i = 1/2(n+\kappa), i = n + 1, \ldots, 2n
\end{cases}
\]  

(64)

where $\kappa$ is a free parameter, $e_i$ is the $i$th column vector of a unit matrix.

Then, by substituting Equation (63) into Equation (62), we can obtain

\[
I(g) = \int g(x) \left[ \sum_{i=0}^{2n} w_i \delta(x - x_i) \right] dx = \sum_{i=0}^{2n} w_i g(x_i).
\]  

(65)

4.2. Improved Student’s t-Based Unscented Filter

Assuming $\hat{x}_{k-1|k-1}$ and $P_{k-1|k-1}$ are known, based on theorems 1–2, the calculation flow is as follows.

1. Initialization

\[
\begin{bmatrix}
  \hat{x}_{0|0} \\
  P_{0|0}
\end{bmatrix} =
\begin{bmatrix}
  0 \\
  0
\end{bmatrix}.
\]  

(66)

2. Sigma points construction

According to Equation (64), we construct sigma points $\zeta_{i,k-1|k-1} = \begin{bmatrix} (\zeta_{i,k-1|k-1}^x)^T & (\zeta_{i,k-1|k-1}^\eta)^T \end{bmatrix}^T$.

Then, compute the propagated sigma points

\[
X_{i,k|k-1}^x = A_{k-1} \zeta_{i,k-1|k-1}^x, A_{i,k|k-1}^x = F_{k-1} \zeta_{i,k-1|k-1}^x
\]  

(67)

3. Prediction

Equations (53) and (54) can be approximated as

\[
\begin{align*}
\hat{x}_{k|k-1} &= \sum_{i=0}^{2L} \tilde{w}_i X_{i,k|k-1}^x \\
O_{k|k-1} &= \frac{\nu_3 - 2}{\nu_3} \left( \sum_{i=0}^{2L} \tilde{w}_i X_{i,k|k-1}^x \left( X_{i,k|k-1}^x \right)^T - \hat{x}_{k|k-1} \hat{x}_{k|k-1}^T + \frac{\nu_1}{\nu_1 - 2} Q_{k-1} \right).
\end{align*}
\]  

(68)

(69)

Then, construct predicting sigma points $\zeta_{i,k|k-1}$ and compute the propagated sigma points:

\[
\theta_{i,k|k-1} = F_k \zeta_{i,k|k-1}, i = 1, 2, \ldots, n.
\]  

(70)

4. Update

Equations (37)–(38), (40)–(41), and (55)–(56) can be calculated as follows:

\[
\begin{align*}
\tilde{z}_{k-1|k-1} &= \sum_{i=0}^{2L} \tilde{w}_i \left( A_{i,k|k-1}^x + \zeta_{i,k-1|k-1}^\eta \right) \\
O_{k-1|k-1} &= \frac{\nu_3 - 2}{\nu_4} \sum_{i=0}^{2L} \tilde{w}_i \left( A_{i,k|k-1}^x + \zeta_{i,k-1|k-1}^\eta \right) \left( A_{i,k|k-1}^x + \zeta_{i,k-1|k-1}^\eta \right)^T - \tilde{z}_{k-1|k-1} \left( \tilde{z}_{k-1|k-1}^T \right).
\end{align*}
\]  

(71)

(72)
\[ \hat{z}_{k|k-1}^* = \sum_{i=0}^{2n} w_i \theta_{i|k-1} \]  

(73)

\[ P_{zz}^{k|k-1} = \frac{v_3 - 2}{v_3} 2n \sum_{i=0}^{2n} w_i \theta_{i|k-1}^T \]  

(74)

\[ P_{z\xi}^{k|k-1} = \frac{v_4 - 2}{v_4} \sum_{i=0}^{2L} w_i' X_{z|\xi|k-1} \begin{bmatrix} A_{z|\xi|k-1} + \xi_{z\xi|k-1}^T \end{bmatrix} - \hat{x}_{k|k-1}^* (\hat{z}_{k|k-1}^* )^T + \Xi_k \]  

(75)

\[ P_{\xi|k-1}^{k} = \frac{v_4 - 2}{v_4} \sum_{i=0}^{2L} w_i' X_{z|\xi|k-1} \begin{bmatrix} A_{z|\xi|k-1} + \xi_{z\xi|k-1}^T \end{bmatrix} - \hat{x}_{k|k-1}^* (\hat{z}_{k|k-1}^* )^T + \Xi_k \]  

(76)

At time \( k - 1 \), by substituting Equations (71)–(76) into Equations (30)–(36) and (48)–(52), we can easily obtain \( \hat{x}_{k|k}^a \) and \( P_{a|k}^k \) in Equations (46) and (47).

**Remark 3.** The difference between ISTUF and RSTUF in Reference [8] can be summarized in Table 1.

<table>
<thead>
<tr>
<th>Problems</th>
<th>ISTUF</th>
<th>RSTUF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dealing with STD noises</td>
<td>Use the Student’s t filtering framework</td>
<td>Use the Student’s t filtering framework</td>
</tr>
<tr>
<td>Dealing with time-correlated noises</td>
<td>Based on measurement differencing method, rewrite the noise function to time-irrelevant form.</td>
<td>no action</td>
</tr>
<tr>
<td>Dealing with the randomly delayed measurement</td>
<td>Expand the state vector with measurement noise, and consider the conditional PDF of the measurement noise.</td>
<td>no action</td>
</tr>
<tr>
<td>Calculating the Student’s t weighted integrals</td>
<td>Use the UT method</td>
<td>Use the UT method</td>
</tr>
</tbody>
</table>

5. Simulation

5.1. Case 1

In this section, two simulation examples were used to test the performance of ISTUF, one was a constant-turn (CT) target tracking system and the other was a Singer acceleration model-based target tracking system. The results were compared to improved UKF (IUKF) in Reference [21] and RSTUF in Reference [13].

The CT target tracking system was in two dimensional space [13]. The detailed model is as follows:

\[ \mathbf{x}_k = \begin{bmatrix} 1 & \sin \Omega T \frac{T}{\Omega} & 0 & \cos \Omega T - 1 \frac{T}{\Omega} & 0 \\ 0 & \cos \Omega T & 0 & - \sin \Omega T & 0 \\ 0 & 1 - \cos \Omega T & 1 & \sin \Omega T & 0 \\ 0 & \sin \Omega T & 0 & \cos \Omega T & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix} \mathbf{x}_{k-1} + \mathbf{w}_k \]  

(77)
where $x = [\zeta, \dot{\zeta}, \dot{\zeta}, \Omega]^T$; $\zeta$ and $\dot{\zeta}$ are the position values; $\dot{\zeta}$ and $\Omega$ denote the velocity values; $\Omega$ is the turn rate; and $T$ is the sampling interval of measurements, and $T = 0.1s$. The values of $Q$ and $R$ are given as:

$$Q = 0.1 \times \begin{bmatrix}
\frac{\zeta^3}{3} & \frac{\zeta^2}{2} & 0 & 0 & 0 \\
\frac{\zeta^2}{2} & T & 0 & 0 & 0 \\
0 & 0 & \frac{\zeta^3}{3} & \frac{\zeta^2}{2} & 0 \\
0 & 0 & \frac{\zeta^2}{2} & T & 0 \\
0 & 0 & 0 & 0 & 0.018T
\end{bmatrix}$$

(80)

$$R = \begin{bmatrix}
\sigma_r^2 & 0 \\
0 & \sigma_\theta^2
\end{bmatrix}$$

(81)

where $\sigma_r = 10m$ and $\sigma_\theta = \sqrt{\pi}mrad$. The initialization is given as:

$$x_0 = \begin{bmatrix}
1000m & 30m/s & 1000m/s & -3^\circ/s
\end{bmatrix}^T$$

(82)

$$P_0 = \text{diag}(\begin{bmatrix}
200m^2 & 20m^2/s^2 & 200m^2 & 20m^2/s^2 & 100mrad^2/s^2
\end{bmatrix})$$

(83)

The probability of $\gamma_k = 1$ was set as $p_k = 0.2$. The maneuvering target was estimated for 10 s by IUKF, RSTUF and ISTUF. The root mean square errors (RMSEs) of the estimation results were used as the testing standard of estimated accuracy, which were computed by 100 Monte-Carlo (MC) runs.

The comparison between the true trajectory and estimated trajectories is shown in Figure 1. It is obvious that IUKF failed to track the target and even diverged in some points. The estimated trajectory of ISTUF was more convergent to the true trajectory than that of RSTUF.

The RMSEs of estimated results are shown in Figures 2–4. From the figures, it could be seen that the RMSE of IUKF was much larger than that of RSTUF and ISTUF. Especially, the position RMSE of IUKF diverges in most points. The RMSEs of RSTUF and ISTUF were similar during the beginning 4 s, and then the RMSE of ISTUF is less than RSTUF.

As the time-correlated heavy-tailed noises were against the assumption of the GF, IUKF cannot track the target well and the RMSEs diverge. As time goes on, the occurrence of the one-step random delay affects the estimating accuracy of RSTUF, so RSTUF cannot perform as well as the proposed ISTUF.

The averaged RMSE (ARMSE) and time-consuming of the three filters are listed in Table 2. From Table 2, we can observe that the ARMSE of ISTUF was less than IUKF and RSTUF, and the consumption time of calculation of the three filters was similar. In summary, ISTUF was able to provide much accurate estimation with little increase in computational cost.
Remark 4. From Figures 2–4, it can be seen that the error values of RSTUF and ISTUF were similar because the probability of time-delayed measurement was small and the effect of it was not large enough. Moreover, the RSTUF was also robust to heavy-tailed noise. As a result, the two methods had a similar performance.

Remark 5. From Table 2, we can find the estimation accuracy is higher than that in Reference [8] because the scale of noise affected the estimation accuracy of filters, and the scale of noise in this paper was less than that in Reference [8]. As a result, the estimation accuracy was higher than that in [8].
Table 2. The ARMSE and time consuming of the three filters.

<table>
<thead>
<tr>
<th>Filters</th>
<th>ARMSE of Position</th>
<th>ARMSE of Velocity</th>
<th>ARMSE of Turn Rate</th>
<th>Time Consuming</th>
</tr>
</thead>
<tbody>
<tr>
<td>IUKF</td>
<td>14.779 m</td>
<td>2.866 m/s</td>
<td>0.607°/s</td>
<td>0.0481 s</td>
</tr>
<tr>
<td>RSTUF</td>
<td>2.342 m</td>
<td>0.578 m/s</td>
<td>0.051°/s</td>
<td>0.0494 s</td>
</tr>
<tr>
<td>ISTUF</td>
<td>1.841 m</td>
<td>0.386 m/s</td>
<td>0.027°/s</td>
<td>0.0519 s</td>
</tr>
</tbody>
</table>

5.2. Case 2

The form of Singer acceleration model [25] is as follows:

\[
x_k = Fx_{k-1} + G\omega_{k-1}
\]

\[
z_k = \begin{bmatrix} r_k \\ \theta_k \end{bmatrix} = \begin{bmatrix} \sqrt{z_k^2 + \zeta_k^2} \\ \tan^{-1}(\frac{z_k}{\zeta_k}) \end{bmatrix} + \xi_k
\]

where \( x = [\zeta \; \zeta \; \zeta \; a_x \; a_y ]^T \), \( \zeta \), \( \zeta \), \( \zeta \), and \( \zeta \) denote the same definition as in case 1. \( a_x \) and \( a_y \) are the acceleration values; The transition matrices \( F \) and \( G \) are given as follows:

\[
F = \begin{bmatrix} 1 & 0 & T & 0 & (\alpha T - 1 + e^{-\alpha T})/\alpha^2 \\ 0 & 1 & 0 & T & 0 \\ 0 & 0 & 1 & 0 & (1 - e^{-\alpha T})/\alpha \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & e^{-\alpha T} \end{bmatrix}
\]

\[
G = \begin{bmatrix} 0.5T^2 & 0 & T & 0 & 1 & 0 \\ 0 & 0.5T^2 & 0 & T & 0 & 1 \end{bmatrix}^T
\]

where \( T = 0.1s \) and the maneuver frequency \( \alpha = 0.0045 \). The initialization is selected as:

\[
x_0 = \begin{bmatrix} 10000m \\ 7900m \\ -6m/s \\ -10m/s \\ 0m/s^2 \\ 0m/s^2 \end{bmatrix}^T
\]

\[
P_0 = \text{diag}\left(\begin{bmatrix} 1m^2 \\ 1m^2 \\ 0.1m^2/s^2 \\ 0.1m^2/s^2 \\ 0.01m^2/s^4 \\ 0.01m^2/s^4 \end{bmatrix}\right)
\]

The variance matrix \( Q = G \begin{bmatrix} 0.04 & 0.09 \end{bmatrix} G^T \), and \( R = \text{diag}\left(\begin{bmatrix} (300m)^2 \\ (10\text{rad})^2 \end{bmatrix}\right) \).

In case 2, the probability of \( \gamma_k = 1 \) was set as \( p_k = 0.4 \), i.e., the probability of the time-delayed measurement increased. Moreover, the noises have been enlarged. The comparison between the true trajectory and estimated trajectories is shown in Figure 5, and it is clear that the estimated trajectory of ISTUF was closest to the real trajectory. The trajectory of IUKF has been divergent, because of the effect of heavy-tailed noise.
probability of time-delayed measurement had increased, the effect of heavy-tailed noise. Furthermore, augmenting the state measurement increased. Moreover, the noises have been enlarged. The comparison between the true trajectory and estimated trajectories is shown in Figure. 5, and it is clear that the estimated measurement increased. The variance matrix was first used to construct the time-correlated heavy-tailed noises. The linear recursive model with STD was applied for a target tracking system with time-delayed measurement and time-correlated heavy-tailed noises. The RMSEs of the estimating results are shown in Figures 6–8. The figures indicate that the RMSE of IUKF had been divergent, i.e., the enlarged heavy-tailed noise seriously affected the performance of filters under GF framework. The RMSE of RSTUF was also larger than that of ISTUF obviously. As the probability of time-delayed measurement had increased, the effect of the phenomenon was aggravated.

![Figure 5. Comparison of the trajectories.](image1)

The RMSEs of the estimating results are shown in Figures 6–8. The figures indicate that the RMSE of IUKF had been divergent, i.e., the enlarged heavy-tailed noise seriously affected the performance of filters under GF framework. The RMSE of RSTUF was also larger than that of ISTUF obviously. As the probability of time-delayed measurement had increased, the effect of the phenomenon was aggravated.

![Figure 6. RMSE of estimating position.](image2)

![Figure 7. RMSE of estimating velocity.](image3)
The ARMSE of the three filters is listed in Table 3. It is clear that the ARMSE of ISTUF was less than IUKF and RSTUF, and the ARMSE of IUKF was too large. As a result, ISTUF was more suitable for a target tracking system with time-delayed measurement and time-correlated heavy-tailed noises.

<table>
<thead>
<tr>
<th>Filters</th>
<th>ARMSE of Position (m)</th>
<th>ARMSE of Velocity (m/s)</th>
<th>ARMSE of Acceleration (m/s²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IUKF</td>
<td>662.2783</td>
<td>327.1131</td>
<td>0.9213</td>
</tr>
<tr>
<td>RSTUF</td>
<td>40.7887</td>
<td>37.7753</td>
<td>0.0748</td>
</tr>
<tr>
<td>ISTUF</td>
<td>12.1137</td>
<td>8.8290</td>
<td>0.0247</td>
</tr>
</tbody>
</table>

6. Conclusions

In the paper, a novel filter ISTUF has been designed for systems with one-step delayed measurement, and time-correlated heavy-tailed noises. The linear recursive model with STD was first used to construct the time-correlated heavy-tailed noises. Furthermore, augmenting the state with measurement noise can deal with the correlation problem caused by one-step delayed, and UT was applied to calculate the Student’s t weighted integral accurately. The simulation results illustrated that ISTUF reached a higher estimating accuracy than IUKF and RSTUF, and the computational cost of ISTUF is similar to IUKF and RSTUF.
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