Recommendation Framework Combining User Interests with Fashion Trends in Apparel Online Shopping
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Abstract: Although fashion-related products account for most of the online shopping categories, it becomes more difficult for users to search and find products matching their taste and needs as the number of items available online increases explosively. Personalized recommendation of items is the best method for both reducing user effort on searching for items and expanding sales opportunity for sellers. Unfortunately, experimental studies and research on fashion item recommendation for online shopping users are lacking. In this paper, we propose a novel recommendation framework suitable for online apparel items. To overcome the rating sparsity problem of online apparel datasets, we derive implicit ratings from user log data and generate predicted ratings for item clusters by user-based collaborative filtering. The ratings are combined with a network constructed by an item click trend, which serves as a personalized recommendation through a random walk. An empirical evaluation on a large-scale real-world dataset obtained from an apparel retailer demonstrates the effectiveness of our method.
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1. Introduction

Fashion-related products ranked the most popular of global online shopping categories (with 58% of online purchases), based on purchases up to November 2016 [1]. In addition, the increment of shoppers will accelerate with the rapid increase in smartphone users. However, as the number of fashion products available online dramatically increases, users spend considerable time looking for preferred products and sometimes fail to find products of interest. This is especially prominent in fashion shopping, because the attributes of fashion products are difficult to describe or classify. Therefore, an effective and efficient recommendation service of fashion items is becoming indispensable for both purchases and sales.

A general approach for recommending fashion items is to explain each user’s taste with item attributes such as color, material, and price of items, or/and user profile information such as age and gender [2]. One of the most recent studies [3] generated user clusters based on color, age range, and price range, and scored a user’s preference for an item as a function of the preference of a cluster containing the user by reinforcement learning to adapt to the user’s behavior. It is also suggested to calculate the similarity of apparel items [4] or brands [5] based on their attributes, and to recommend those with similar style to the previously preferred items/brands. However, to define users’ tastes using several well-recognizable factors does not guarantee successful recommendation, owing to the emotional and subjective elements of apparel products, which are generally difficult to convert into a structured data form. Several studies [6–8] have been performed to further classify additional features...
of fashion items through image pattern recognition. More specific research topics related to fashion recommendation are referred to in [7].

A collaborative filtering (CF) algorithm, which effectively filters information or patterns by borrowing other users’ preferences for items, remains valid. Yu and Dong [9] used two types of CF for item similarity and user similarity based on historical buying data, from which candidate items for recommendation are generated in a similar manner to the target user’s or the nearest neighbors’ buying items. However, periodic large-scale replacement of fashion products according to seasons causes extreme sparsity on the user–item ratings matrix, and thus, frequent cold starts make it difficult to obtain good recommendation performance. In addition to these, there are several characteristics when users select fashion products online, which are detrimental to the performance of recommender systems based on such existing approaches. Short-term factors, such as weather changes and fads, also affect the selection of fashion products. People are influenced by fashion trends, but also pursue their own personal tastes through fashion products. We should also consider shopping according to the needs of specific item categories, such as men’s winter pants.

In this paper, we propose a novel recommendation framework for apparel items by predicting individual taste and needs for items, and integrating these into fashion trends based only on users’ access log data excluding attributes, profiles, and other external factors. Specifically, our proposed method includes three components:

- We construct an item trend graph to sensitively capture the temporal dynamics of item search flow resulting from any external factors.
- We score the user’s preference for item clusters using user-based CF along with methods to overcome the sparsity problem and combine it with the item trend graph.
- We predict the user’s needs with respect to item category and gender based on recent access logs and reflect them in the final recommendation.

Typically, there are two types of recommendation services in online fashion malls. One is top-N recommendation, which suggests N products that are most likely to be preferred from a comprehensive perspective, and another is recommending related items, which are similar to, or possibly more satisfactory than, a given product. Because the former requires a more general approach and is capable of performance evaluation based on historical access data, we focus on a new method for top-N recommendation. Furthermore, considering the commercial purpose of the fashion recommendation service, our goal is to maximize the number of products to be purchased by recommendation, rather than those to be clicked by recommendation.

2. Related Works

To overcome the sparsity problem of using CF, many studies have attempted to increase the accuracy of the similarity between users to improve the recommendation performance. One commonly used approach is a hybrid method [10–12] that complements the similarity from the user–item ratings matrix with the similarity of item attributes. However, this method can be applied when the item features are sufficient to explain the item similarity. Instead of using item attributes, some researchers attempted to estimate more accurate similarities [13–15] or ratings [16,17] using additional methods or algorithms on the user–item ratings matrix. For example, Gan [13] proposed a method of estimating user similarity by establishing the relationship between user similarity and item similarity as a regression model. Further approaches include a proposal to supplement similarity by the addition of external data [18,19], and to alleviate sparsity through user clustering [20,21]. In this study, we also attempt to reduce sparsity by generating dense ratings from user log data for the most recent months and clustering items based on item similarity.

To generate ratings from implicit feedback datasets, a general approach is to map the users’ activities on items such as click, cart, and purchase into ratings. Nguyen et al. [22] set the proportion of each activity to its score range to generate a personalized score in a functional form; this is not the best
scheme using CF based on the common ground ratings. According to [23], using implicit feedback
data resulted in a more diverse and accurate recommendation by providing a wealth of unbiased
information compared to using explicit ratings.

A major topic in addition to user interest in apparel recommendations is the incorporation of
up-to-date fashion trends and seasonality into the recommendations, which requires a model that
captures sequential and temporal dynamics from user behaviors. The most popular method for
representing such dynamics is a graph, although some studies [24–26] suggested models that reflect
item sequence without using graphs. Several studies [27–29] demonstrated that link analysis methods
using Markov chains, such as personalized PageRank [30], can be effectively applied to personalized
recommendation considering a sequential pattern based on implicit feedback data. According to [31],
exploiting a graph-based model for recommendation makes it easy to not only combine various types
of information, but also to represent indirect relationships. Recent research focuses on recommending
items with diversity or serendipity, rather than items with only strong relevance or popularity,
in order to broaden the user experience and avoid typicality [32,33]. For example, in related entity
recommendations for entity queries, diverse but related entities are ranked by link analysis methods
on related entity networks based on a co-occurrence relation added by an entity importance vector [33].
Some recommendation systems attempted to reflect both personalization and temporal dynamics
by considering user interest as long- and short-term preferences. He and McAuley [34] suggested a
sequential prediction model by combining a similarity-based method for long-term preference and
a Markov chain for short-term dynamics. For top-N news recommendations, Li et al. [32] utilized
long-term user profiles to model users’ general topic interests and short-term profiles to capture the
recent preferences with respect to new topics based on user profiling by a time-sensitive weighting
scheme. In our proposed framework, we conceptually define the user’s taste as a consistent preference
for items and the user’s needs as purchase intent for item categories, which differ conceptually and in
terms of object level with the exception of the temporal division of long- and short-term preferences
from existing studies.

Finally, the capture of purchase intent of users for item group levels, such as category or brand,
requires the analysis of interaction between users and item-groups based on purchase activities over
time [35,36]. A recent study regarding purchase prediction for a certain brand [36] identified the most
important input feature by comparing purchase prediction performances through various prediction
models on action count for three types of activities over several time periods. In contrast to the
preference for a brand, the purchase probability of an apparel category is dependent on necessity
rather than preference; thus, our study quantifies the purchase intention by modeling whether to buy
through daily click counts and cart activities based on the recent few days.

3. Proposed Method

3.1. System Overview

As mentioned earlier, frequent item changes due to fashion trends and seasonality makes data
sparsity severe, especially in online apparel shopping. In order to cope with the data sparsity problem,
we utilize implicit ratings, i.e., ratings generated from user activity logs. However, the data of implicit
ratings are still too sparse to directly apply a CF algorithm. We therefore adopt item clustering based
on the implicit ratings, which results in a user–item cluster ratings matrix. Apparel products typically
follow the hierarchy of gender–category–item, where the gender takes either female (women’s wear)
or male (men’s wear) and the category can be t-shirts, pants, skirts, and so on. The construction of
item-clusters implies that we adopt the four-level hierarchy of gender–category–cluster–item, as can be
seen in Figure 1. Notice from the figure that items belonging to different categories are not grouped in
a same cluster in this study.

Although typical CF algorithms can make personalized recommendations, they are not designed
to incorporate temporal dynamics of items. Moreover, we cannot recommend specific items from a CF
algorithm based on the user–item cluster ratings matrix. In order to address this problem, we construct
directed graphs using the same user activity log and update those as time passes. Frequently visited
items by random walks on the graphs would be good candidates for recommendation. This graph-based
method, however, does not make personalized recommendations. We therefore combine the user-based
CF based on the user–item cluster ratings matrix and the graph-based random walk to incorporate
both personalization and temporal dynamics of items, namely fashion trends and seasonality, into an
apparel recommender system.

![Figure 1: Hierarchy of apparel products.](image)

Apparel products are usually selected according to a customer’s needs with respect to categories.
For example, a customer needs a t-shirt on one day and a pair of pants on another day. It is also
important to know for which product categories the user under recommendation searches. Because
apparel products are grouped into women’s and men’s wear, we should consider gender as a key
factor for recommendation. It is worth noting that the gender does not refer to a user’s gender and
we do not use users’ personal information. We only attempt to determine which category the user
searches for between women’s and men’s wear.

Figure 2 represents an overview of our recommendation framework, including all of the
abovementioned aspects. After generating implicit ratings from user log data, we perform
item-clustering (Figure 2a) and construct a directed base graph (Figure 2b). The user’s preference
ratings with regard to item clusters are calculated by a user-based CF algorithm. We construct a
personalized graph by projecting the user’s cluster ratings onto the latest item flow graph, and then
derive item preference scores through random walks (Figure 2b). Final recommendation items are listed
by a combination of item preference scores, the user’s needs for categories, and the gender, as shown
in Figure 2c. Each of the stages in our method will be explained in detail as follows: Figure 2a in
Section 3.2, Figure 2b in Section 3.3, and Figure 2c in Section 3.4. To aid readers in better understanding
our method, we prepared an example dataset in Table 1. This dataset will be used for a stage-by-stage
description of our proposed method.

![Figure 2: Overview of the proposed recommendation framework. (a) Clustering items and rating item
clusters. (b) Scoring item preferences. (c) Reflecting user’s needs.](image)
where which can be interpreted as the degree of purchase intention when an item is clicked or placed in cart. The rating of cart activity is then computed by purchase an item by one click and the user may do so after multiple clicks (preserve the generality of the proposed method. Note that although cart and order are one-time activities, a user placed an item in her cart but did not purchase it. Owing to the small size, \( N \) of both cart and order activities in the log data. Accordingly, \( \text{count the number of activities by which a user clicked } k \) these activities from the log data, which is denoted by \( N \) using the fact that more clicks on an item by a user imply her / his stronger interest in it and vice versa. Suppose that a user finally purchased an item after \( k \) clicks on it. We count the number of these activities from the log data, which is denoted by \( N(\text{CLICK}(k) \cap \text{ORDER}) \). Notice that a user may purchase an item by one click and the user may do so after multiple clicks (\( k = 1, 2, 3, \ldots \)). We then count the number of activities by which a user clicked \( k \) times on a certain item, which is denoted by \( N(\text{CLICK}(k)) \). From the example in Table 1, we can obtain \( N(\text{CLICK}(1)) = 7 \) \( (u_1 \text{ clicked } i_3, i_4, \text{ and } i_7 \text{ once each, } u_2 \text{ clicked } i_3 \text{ and } i_5 \text{ once each, and } u_3 \text{ clicked } i_8 \text{ and } i_9 \text{ once each}), N(\text{CLICK}(2)) = 1 \) \( (u_1 \text{ clicked } i_1 \text{ twice}), \text{ and } N(\text{CLICK}(3)) = 1 \) \( (u_2 \text{ clicked } i_2 \text{ three times}). \) Because \( u_1 \text{ purchased } i_3 \) after one

### Table 1. An example of user activity log.

<table>
<thead>
<tr>
<th>User ID</th>
<th>Item ID</th>
<th>Gender</th>
<th>Category</th>
<th>Activity</th>
<th>Time Stamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>u_1</td>
<td>i_1</td>
<td>W</td>
<td>A_1</td>
<td>CLICK</td>
<td>2017-01-09 20:59</td>
</tr>
<tr>
<td>u_1</td>
<td>i_4</td>
<td>W</td>
<td>A_1</td>
<td>CLICK</td>
<td>2017-01-09 21:00</td>
</tr>
<tr>
<td>u_1</td>
<td>i_3</td>
<td>W</td>
<td>A_1</td>
<td>CLICK</td>
<td>2017-01-09 21:01</td>
</tr>
<tr>
<td>u_1</td>
<td>i_1</td>
<td>W</td>
<td>A_1</td>
<td>CLICK</td>
<td>2017-01-09 21:17</td>
</tr>
<tr>
<td>u_1</td>
<td>i_7</td>
<td>W</td>
<td>A_2</td>
<td>CLICK</td>
<td>2017-01-10 19:05</td>
</tr>
<tr>
<td>u_1</td>
<td>i_5</td>
<td>W</td>
<td>A_1</td>
<td>ORDER</td>
<td>2017-01-10 19:07</td>
</tr>
<tr>
<td>u_2</td>
<td>i_2</td>
<td>W</td>
<td>A_1</td>
<td>CLICK</td>
<td>2017-01-09 11:24</td>
</tr>
<tr>
<td>u_2</td>
<td>i_3</td>
<td>W</td>
<td>A_1</td>
<td>CLICK</td>
<td>2017-01-09 11:31</td>
</tr>
<tr>
<td>u_2</td>
<td>i_3</td>
<td>W</td>
<td>A_1</td>
<td>CART</td>
<td>2017-01-09 11:36</td>
</tr>
<tr>
<td>u_2</td>
<td>i_2</td>
<td>W</td>
<td>A_1</td>
<td>CLICK</td>
<td>2017-01-10 15:27</td>
</tr>
<tr>
<td>u_2</td>
<td>i_5</td>
<td>W</td>
<td>A_1</td>
<td>CLICK</td>
<td>2017-01-10 15:31</td>
</tr>
<tr>
<td>u_2</td>
<td>i_2</td>
<td>W</td>
<td>A_1</td>
<td>CLICK</td>
<td>2017-01-10 16:02</td>
</tr>
<tr>
<td>u_3</td>
<td>i_6</td>
<td>W</td>
<td>A_2</td>
<td>ORDER</td>
<td>2017-01-09 13:37</td>
</tr>
<tr>
<td>u_3</td>
<td>i_8</td>
<td>W</td>
<td>A_2</td>
<td>CLICK</td>
<td>2017-01-10 17:18</td>
</tr>
<tr>
<td>u_3</td>
<td>i_9</td>
<td>M</td>
<td>A_3</td>
<td>CLICK</td>
<td>2017-01-10 18:09</td>
</tr>
</tbody>
</table>

### 3.2. Rating Item Clusters

Rating the user’s preference for item clusters is performed in three steps: Generating implicit ratings, clustering items, and rating item clusters by CF. We first suggest a weighting scheme that computes an implicit rating by the combination of three types of user activities, i.e., click, cart, and order, from user log data. The click activity implies browsing a webpage of a product and viewing its detailed information. Although the click represents an initial interest in an item, the cart activity shows more interest than the click. A user finally makes a choice by the order activity, which is an even stronger representation of interest in an item. Because these types of activities—click, cart, and order—are applied to almost all types of e-commerce [22,36], we decide to use them in our study in order to preserve the generality of the proposed method. Note that although cart and order are one-time activities, a user can visit the webpage of a specific product multiple times, which means that k clicks can executed by a user. Setting the rating for order activity, \( w_{\text{order}} \) to the highest value of one (1 if ordered, 0 otherwise), the proportion of cart or click activity to order activity is assigned to its rating, which can be interpreted as the degree of purchase intention when an item is clicked or placed in cart. The rating of cart activity is then computed by

\[
    w_{\text{cart}} = \frac{N(\text{CART} \cap \text{ORDER})}{N(\text{CART})},
\]

where \( N(\text{CART}) \) is the number of cart activities and \( N(\text{CART} \cap \text{ORDER}) \) is the number of co-occurrences of both cart and order activities in the log data. Accordingly, \( N(\text{CART}) - N(\text{CART} \cap \text{ORDER}) \) is the number of activities by which a user placed an item in her/his cart but did not purchase it. Owing to the small size, \( N(\text{CART}) = 1 \) and \( N(\text{CART} \cap \text{ORDER}) = 0 \) in our example dataset in Table 1. The real dataset used in our experiments shows that approximately 18 percent of cart activities finally resulted in ordering the items in the cart (See Figure 7 in Section 4.3). We now evaluate the click activity, using the fact that more clicks on an item by a user imply her/his stronger interest in it and vice versa. Suppose that a user finally purchased an item after \( k \) clicks on it. We count the number of these activities from the log data, which is denoted by \( N(\text{CLICK}(k) \cap \text{ORDER}) \). Notice that a user may purchase an item by one click and the user may do so after multiple clicks (\( k = 1, 2, 3, \ldots \)). We then count the number of activities by which a user clicked \( k \) times on a certain item, which is denoted by \( N(\text{CLICK}(k)) \). From the example in Table 1, we can obtain \( N(\text{CLICK}(1)) = 7 \) \( (u_1 \text{ clicked } i_3, i_4, \text{ and } i_7 \text{ once each, } u_2 \text{ clicked } i_3 \text{ and } i_5 \text{ once each, and } u_3 \text{ clicked } i_8 \text{ and } i_9 \text{ once each}), N(\text{CLICK}(2)) = 1 \) \( (u_1 \text{ clicked } i_1 \text{ twice}), \text{ and } N(\text{CLICK}(3)) = 1 \) \( (u_2 \text{ clicked } i_2 \text{ three times}). \) Because \( u_1 \text{ purchased } i_3 \) after one
we cluster items for each category using the \( A \) procedure, while simultaneously regarding all data points as exemplars. One advantage is that it is not required to specify the number of exemplars in advance. Based on a real-valued similarity matrix, two types of real-valued messages, “responsibility” sent from other data points to candidate items, notice that Equation (1) can be applied to any other one-time activity and Equation (2) to any other recurring activities if needed.

To finally determine the user \( u \)’s implicit rating on item \( i \) (\( r_{ui} \)), we first assign \( \hat{w}_{\text{click}}(k) \), \( w_{\text{cart}} \), and \( w_{\text{order}} \) values based on the user–item–activity combination, and then take the maximum value among those. Table 2 shows how the implicit ratings can be generated from the activity ratings by using the example in Table 1. Notice that, owing to the size of the example, we used \( \hat{w}_{\text{click}}(1) = 0.021 \), \( \hat{w}_{\text{click}}(2) = 0.032 \), \( \hat{w}_{\text{click}}(3) = 0.049 \), and \( w_{\text{cart}} = 0.18 \), as shown in Figure 7, which were computed from our real dataset.

<table>
<thead>
<tr>
<th>User</th>
<th>Item</th>
<th>Gender</th>
<th>Category</th>
<th>#Clicks</th>
<th>Cart</th>
<th>Order</th>
<th>( \hat{w}_{\text{click}}(k) )</th>
<th>( w_{\text{cart}} )</th>
<th>( w_{\text{order}} )</th>
<th>( r_{ui} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_1 )</td>
<td>( i_1 )</td>
<td>W</td>
<td>( A_1 )</td>
<td>2</td>
<td>T</td>
<td>0.032</td>
<td>0.021</td>
<td>0.021</td>
<td>0.032</td>
<td></td>
</tr>
<tr>
<td>( u_1 )</td>
<td>( i_3 )</td>
<td>W</td>
<td>( A_1 )</td>
<td>1</td>
<td>1</td>
<td>0.021</td>
<td>1</td>
<td>1</td>
<td>0.021</td>
<td></td>
</tr>
<tr>
<td>( u_1 )</td>
<td>( i_4 )</td>
<td>W</td>
<td>( A_1 )</td>
<td>1</td>
<td>1</td>
<td>0.021</td>
<td>0.021</td>
<td>0.021</td>
<td>0.021</td>
<td></td>
</tr>
<tr>
<td>( u_1 )</td>
<td>( i_7 )</td>
<td>W</td>
<td>( A_2 )</td>
<td>1</td>
<td>1</td>
<td>0.021</td>
<td>0.021</td>
<td>0.021</td>
<td>0.021</td>
<td></td>
</tr>
<tr>
<td>( u_2 )</td>
<td>( i_2 )</td>
<td>W</td>
<td>( A_1 )</td>
<td>3</td>
<td>T</td>
<td>0.049</td>
<td>0.021</td>
<td>0.18</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>( u_2 )</td>
<td>( i_3 )</td>
<td>W</td>
<td>( A_1 )</td>
<td>1</td>
<td>T</td>
<td>0.021</td>
<td>0.18</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( u_2 )</td>
<td>( i_5 )</td>
<td>W</td>
<td>( A_1 )</td>
<td>1</td>
<td>1</td>
<td>0.021</td>
<td>0.021</td>
<td>0.021</td>
<td>0.021</td>
<td></td>
</tr>
<tr>
<td>( u_3 )</td>
<td>( i_6 )</td>
<td>W</td>
<td>( A_2 )</td>
<td>0</td>
<td>T</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( u_3 )</td>
<td>( i_8 )</td>
<td>W</td>
<td>( A_2 )</td>
<td>1</td>
<td>1</td>
<td>0.021</td>
<td>0.021</td>
<td>0.021</td>
<td>0.021</td>
<td></td>
</tr>
<tr>
<td>( u_3 )</td>
<td>( i_9 )</td>
<td>M</td>
<td>( A_3 )</td>
<td>1</td>
<td>1</td>
<td>0.021</td>
<td>0.021</td>
<td>0.021</td>
<td>0.021</td>
<td></td>
</tr>
</tbody>
</table>

Based on the user–item ratings matrix, we derive the item similarity of item \( i \) and item \( j \), \( \text{sim}(i, j) \) by calculating the cosine similarity of item vectors as follows:

\[
\text{sim}(i, j) = \frac{\sum_{u \in |U(i) \cap U(j)|} r_{ui}r_{uj}}{\sqrt{\sum_{u \in |U(i) \cap U(j)|} r_{ui}^2} \cdot \sqrt{\sum_{u \in |U(i) \cap U(j)|} r_{uj}^2}}
\]

where \( U(i) \) and \( U(j) \) denote the set of users who have accessed item \( i \) and item \( j \), respectively. Then, we cluster items for each category using the affinity propagation (AP) clustering method described in [37]. AP gradually finds exemplars and clustered data points through an iterative message passing procedure, while simultaneously regarding all data points as exemplars. One advantage is that it is not required to specify the number of exemplars in advance. Based on a real-valued similarity matrix, two types of real-valued messages, “responsibility” sent from other data points to candidate
exemplars and “availability” sent from candidate exemplars to other data points, are exchanged until the exemplar decisions remain constant for a given number of iterations. Its application to various fields has demonstrated that AP performs clustering with considerably lower errors in less execution time compared to other methods.

After clustering items, we generate user–cluster ratings by summing all $r_{ui}$ within a cluster. If a cluster has $n$ items accessed by user $u$, the rating on the cluster by user $u$ is calculated as $R_{uk} = \sum_{i=1}^{n} r_{ui}$. Figure 3 represents an example of the generation of a user–cluster ratings matrix based on the example data in Table 2. In this example, we assumed items are clustered as follows: $\{i_1, i_2, i_3\} \in C_1$, $\{i_4, i_5\} \in C_2$, $\{i_6, i_7\} \in C_3$, and $\{i_8\} \in C_4$.

![Figure 3](image_url)

**Figure 3.** Construction of user–cluster ratings matrix. (a) Before merging. (b) After merging.

As can be seen from Figure 3b, some of the cluster preferences are missing if the items in a cluster have not been assessed by the user. The missing preferences are imputed by predicted values via a user-based CF algorithm. In computing user similarities for the user-based CF, we adopt only the numerator, i.e., the inner product, from the original cosine similarity to reflect the difference in ratings. This represents the relative importance of each activity. Thus, the similarity between user $u$ and $v$, $\text{sim}(u, v)$, is computed as follows:

$$\text{sim}(u, v) = \sum_{i \in I(u) \cap I(v)} R_{ui} \cdot R_{vi},$$

where $I(u)$ is a set of clusters accessed by user $u$. For example, $\text{sim}(u_1, u_2) = (1.032) \cdot (0.229) + (0.021) \cdot (0.021) = 0.237$ in Figure 3b. Then, the predicted rating on cluster $k$ by user $u$, $\hat{R}_{uk}$ is computed as follows:

$$\text{sim}(u, v) = \sum_{i \in I(u) \cap I(v)} R_{ui} \cdot R_{vi},$$

where $U$ is the set of all users. Here, we do not subtract the user’s mean rating from each rating, whereas the original user-based CF does, because the cluster preference $R_{uk}$ does not contain bias, unlike explicit ratings by users. Notice from Figure 3a that owing to data sparsity, $\hat{r}_{34}$ and $\hat{r}_{35}$ cannot be computed by user-based CF, because $\text{sim}(u_3, u_1) = \text{sim}(u_3, u_2) = 0$. After clustering items, $\hat{R}_{32}$ can be calculated, because $\text{sim}(u_3, u_1) \neq 0$, as can be seen from Figure 3b. In this way, we cope with the data sparsity problem through item clustering, computing more user similarities based on item clusters, and imputing missing preferences. The cluster preferences, $\hat{R}_{uk}$ and $R_{uk}$, are used to construct personalized graphs in the subsequent stage of our recommendation framework.
3.3. Personalized Random Walk

In this subsection, we describe the stage for scoring item preferences, which consists of three steps: Generating a base graph, personalizing the graph, and scoring item preferences through random walks. We begin with constructing a directed graph with items as nodes and the number of transitions as edge weights; this is called a unity graph. From the sequential click data in Table 1, the transitions by user 1 for A1 on 9 January 2017 are expressed as \((i_1, i_4), (i_4, i_3),\) and \((i_3, i_1)\) in the form of (source node, target node). Figure 4a,b depicts the directed graphs for \(u_1\) and \(u_2\), respectively. In succession, the integration of the two graphs by summing edge weights on the same transition results in the unity graph shown in Figure 4c. Here, we define a unity graph from the entire click data generated for one day, which represents the item click flow of the day.

![Figure 4](image)

**Figure 4.** Construction of unity graph for \(A_1\) on 9 January 2017. (a) A directed graph for \(u_1\) on 9 January. (b) A directed graph for \(u_2\) on 9 January. (c) A unity graph on 9 January.

The base graph is created by sequentially integrating the unity graphs such that the graph represents the trend of the latest item selection. We initially set the oldest unity graph as a base graph and repeatedly update the base graph on a daily basis, using a temporal weighting scheme. Let \(w_{\text{old}}(x, y)\) be an edge weight from node \(x\) to node \(y\) in the latest base graph, which was updated yesterday, and \(w_0(x, y)\) be an edge weight in a unity graph of today, which is not yet reflected in the base graph. Then, the edge weight in the updated base graph, \(w_{\text{new}}(x, y)\), is calculated as follows:

\[
w_{\text{new}}(x, y) = \max\{\tau w_{\text{old}}(x, y), w_0(x, y)\}, \quad 0 < \tau < 1.
\] (6)

By setting a unity graph on 9 January 2017 in Figure 4c as an initial base graph and applying \(\tau = 1/e\), an updated base graph on 10 January 2017 is created as shown in Figure 5. Notice that the new edge weight from \(i_1\) to \(i_4\) on the updated base graph on 10 January 2017 is \(w_{\text{new}}(i_1, i_4) = \max\{\frac{1}{e}, 0\} = \frac{1}{e}\).

![Figure 5](image)

**Figure 5.** Construction of base graph on 10 January 2017. (a) A unity graph on 9 January. (b) A unity graph on 10 January. (c) A base graph on 10 January.
In Equation (6), any change in the new edge weight is sensitively reflected in the new base data by decreasing the previous edge weight. In addition, we take the maximum of the two weights instead of the sum to provide items with different sales periods with a fair standard by reflecting the click data for one day for each weight. Therefore, the base graph represents not only the latest item popularity, but also the rich connectivity for long-tail items. For reference, the recommendation of related items for a given item is easily derived in this step by sorting the target nodes of outgoing edges from a given node according to their edge weights.

In the next step, a personalized graph is created by combining the user’s preferences on clusters, \( R_{uk} \), with the edge weight on the base graph, \( w_{\text{new}}(x, y) \). Let \( C_k \) be an item set contained in cluster \( k \). Then, a personalized edge weight from \( x \) to \( y \in C_k \) for user \( u \), \( w_u(x, y) \) is defined as follows:

\[
w_u(x, y) = (1 - \alpha_1) \cdot w_{\text{new}}(x, y) + \alpha_1 \cdot R_{uk}, \quad y \in C_k \text{ and } 0 < \alpha_1 < 1.
\]  

Figure 6a illustrates a personalized graph in \( A_1 \) for \( u_1 \). It was created from the base graph in Figure 5c. The preferences of \( u_1 \) on \( C_1 \) and \( C_2 \) are \( R_{11} = 1.032 \) and \( R_{12} = 0.021 \), respectively, and \( \alpha_1 = 0.5 \) was chosen in this example. Therefore, the edge weight from \( i_5 \) to \( i_2 \in C_1 \) becomes \( w_1(i_5, i_2) = (1 - 0.5) \times 1 + 0.5 \times 1.032 = 1.016 \) and that from \( i_2 \) to \( i_5 \in C_1 \) is updated to \( w_1(i_2, i_5) = (1 - 0.5) \times 1 + 0.5 \times 0.021 = 0.511 \).

**Figure 6.** Construction of personalized graph and adjacency matrix. (a) A personalized graph in \( A_1 \) for \( u_1 \). (b) An adjacency matrix for Figure 6a.

Note that \( R_{uk} \) (or \( \hat{R}_{uk} \)) is applied to an incoming node, \( y \in C_k \) in Equation (7), to control the item selection flow to the items in cluster \( k \). In addition, Equation (7) adjusts the proportion of common trends and personal taste using \( \alpha_1 \), which practically serves to filter out the latest and commonly popular items from the personally preferred items within a cluster. The personalized edge weights are then used to construct the adjacency matrix in Figure 6b. We divide each row of the adjacency matrix by the row sum to convert it into a transition matrix used for a Markov chain. Performing \( n \) random walks on the Markov chain derives the item preferences by simulating the user’s selection process with defined transition probabilities. The preference score for item \( i \) by user \( u \), \( f_{ui} \), can finally be calculated as follows:

\[
f_{ui} = \frac{n(i)}{n},
\]

where \( n(i) \) is the number of visits on node \( i \) through \( n \) random walks.

3.4. Reflecting User’s Needs

We mentioned previously that it is important to determine which category and item-gender the user under recommendation needs. Based on user’s preferences in the previous stage, we generate a final list for recommendation by additionally reflecting user’s purchase intention on certain categories and the long-term interest for item-gender.
Some users shop according to their purchase needs in certain categories, which leaves access logs of items in corresponding categories. Therefore, our strategy is to adjust the preference score according to the category purchase probability to improve the recommendation quality. To build a prediction model for category purchase probability from logs with three types of activities, we extract the number of daily clicks and carts for 7 days prior to when any purchase activity occurred, which act as predictors, and the purchase or nonpurchase of the category at the time as a dependent variable. In setting the dependent variable, whether a category is purchased or not as a binary number for a classifier yields the purchase probability of the category. Formally, let \( v_{kt} \) and \( w_{kt} \) be the daily frequencies for clicks and carts, respectively, for category \( k \) that occurred \( t \) days (\( t \in \{0, 1, \ldots, T\} \)) prior to the purchase time, where \( t = 0 \) implies the purchase day. Then, the purchase probability for category \( k, p_k \), is expressed as follows:

\[
p_k = f(v_{k0}, w_{k0}, v_{k1}, w_{k1}, \ldots, v_{kT}, w_{kT}), \quad k = 1, 2, \ldots, n.
\]

For example, by setting \( T = 1 \), the training data are constructed from the log in Table 1, as shown in Table 3. Notice that \( u_2 \) did not order any item and \( u_3 \) does not have any click and cart log for \( t = 1 \) (8 January 2017) and \( t = 0 \) (9 January 2017, the date when \( u_3 \) ordered \( i_6 \)) in our limited example. The former results in the activity log of \( u_2 \) not making a training example, and the latter results in the training example of \((v_{10} = 0, w_{10} = 0, v_{11} = 0, w_{11} = 0, order = 1)\).

<table>
<thead>
<tr>
<th>User</th>
<th>Category</th>
<th>( v_{10} )</th>
<th>( w_{10} )</th>
<th>( v_{11} )</th>
<th>( w_{11} )</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_1 )</td>
<td>( A_1 )</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( u_1 )</td>
<td>( A_2 )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( u_3 )</td>
<td>( A_2 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

In Equation (9), \( f \) can be any classifier such as binary logistic regression, a random forest, or a neural network. Now, the probability that user \( u \) will purchase items in category \( k, p_{uk} \), is predicted by inputting \([v_{k0}, w_{k0}, v_{k1}, w_{k1}, \ldots, v_{kT}, w_{kT}]\) by user \( u \) to the trained classifier. That is, the purchase probability of \( u_2 \) for \( A_1 \) on 10 January 2017 in our example is \( p_{21} = f(3, 0, 2, 1) \). With the predicted probability \( \hat{p}_{uk} \), the final item preference score for item \( i \) contained in category \( k \) by user \( u \), \( s_{ui} \), is calculated as follows:

\[
s_{ui} = (1 - \alpha_2) r_{ui} + \alpha_2 \hat{p}_{uk}, \quad 0 < \alpha_2 < 1.
\]

Because the classification model \( f \) is trained from the user log for \( T \) recent days, if user \( u \) has no access log for category \( k \) during that time period, then \( \hat{p}_{uk} = 0 \). Therefore, we employ a weighted average scheme to combine item preference and purchase intention of category, instead of a multiplication-based combination method, such as the geometric mean, as applied in previous studies [14,35]. It is also convenient to adjust the weight of each component by controlling the value of \( \alpha_2 \).

It is known that not all but most users access either women’s or men’s wear. Therefore, it is necessary to determine the user’s interest on item-gender to minimize the loss of sales opportunity due to unnecessary item exposure. However, we would rather suggest listing both women’s and men’s wear than display either one set or the other, because it is still possible that the user would like to view the items of different gender. To utilize these, we adjust the proportion of women’s and men’s wear in our top-\( N \) recommended items. We attempt to obtain the long-term interest for gendered items by summing the implicit ratings \( (r_{ui}) \) for accessed items by gender. Let \( S_{uW} \) and \( S_{uM} \) denote the total ratings by user \( u \) for women’s and men’s wear, respectively. Then, the ratio and the number of women’s items to be recommended to user \( u \), \( \rho_{uW} \) and \( N_{uW} \), can be expressed as follows:

\[
\rho_{uW} = \frac{S_{uW}}{S_{uW} + S_{uM}},
\]

\[
N_{uW} = \rho_{uW} N_u.
\]
\[
N_{uW} = \text{Round}(N \cdot \rho_{uW}), \quad (12)
\]

where \(\text{Round}(x)\) represents the nearest integer to \(x\), and \(N\) is the total number of recommended items. From Equation (12), we allocate \(N_{uW}\) items for women’s wear and \((N - N_{uW})\) items for men’s wear. In the case of \(u_3\) in Table 2, \(\rho_{3W} = 1.021 / (1.021 + 0.021) \approx 0.98.\) We therefore recommend 29 women’s items and 1 man’s item to user \(u_3\) if a total of 30 items are recommended to the user \((N = 30)\).

4. Numerical Experiments

4.1. Real World Dataset

To evaluate our proposed recommendation framework for online apparel shopping, we use online users’ access log data from 1 December 2016 to 10 March 2017 from a commercial apparel company in South Korea. We selected 12 categories, 7 for female and 5 for male, by removing categories such as accessories and suits, which have considerably different preference patterns from casual clothes. According to our research goal, we measure the performance of top-\(N\) recommendation based on the items purchased by the users. Of these data, we employ the data for the first three months, from 1 December to 28 February as training data, and the purchase data for the last 10 days, from 1 March to 10 March as test data. To rigorously assess the performance of the recommender system, some of the test data are removed, including (1) data of users and items that had no history in the training data and (2) data of the purchased items that had access history by the test user in the training data because a user generally leaves multiple clicks or cart logs for an item just before purchasing it. This access history is assigned a high rating by our rating scheme, which leads to a high ranking in the recommendation list. Therefore, we do not count it as a recommendation success in the evaluation, although this decreases the accuracy of the recommendation. As a result, we used a total of 26,721,693 access logs by 1,844,683 users, resulting in 18,979 items for training data and 1961 purchased items by 1164 users for test data. Of the total access logs, 93\%, 5\%, and 2\% are click, cart, and order activity, respectively. The user–item ratings matrix, of which the size is 1,844,683-by-18,979, has 70,020,477 ratings. It means that the sparsity of the ratings matrix is 99.8\%. Of the 1,844,683 users, about 20\% has contacted both women’s and men’s items in training period, and about 30\% provided their gender information. It is worth noting that the gender information is quite limited and inefficient to explain the preference on gendered items. The 18,979 items consist of 53\% women’s and 47\% men’s wear.

4.2. Performance Measurement

To measure the performance for our proposed recommender system based on purchase data, we adopt the recall (hit rate: True positive rate) instead of the precision because: (1) The number of purchased items is extremely small and practically limited compared to the total number of items presented, and therefore it is inevitable that a large portion of recommended items are not purchased; (2) the exact false positive is difficult to measure from the historical purchase data, because it is possible that purchased items are different if the recommended items are actually presented to users. Consider that the dataset described in Section 4.1 is a purchase history of users without any recommender systems. It means that the data is not a result from recommendation. For the purpose of performance comparison, we therefore count the number of items purchased based on the assumption that top-\(N\) recommended items were presented to users \([23,38–40]\). At each \(N\), the recall by a user is computed as follows:

\[
\text{recall@}N = \frac{\text{number of purchased items among } N \text{ recommended items}}{\text{total number of items purchased}}. \quad (13)
\]

We varied the value of \(N\) from 10 to 50 in increments of 10 and analyzed how the recall would change with several methods and parameters.
4.3. Results

Regarding the experimental results, it is noted that the purchase of apparel items differs from the purchase or consumption of digital content such as movies and news in terms of item price and access patterns. According to our experimental data, the 10% truncated mean of the prices of 18,979 items is 167,529 KRW (approximately 147.6 USD), and 70% of all users who purchased any items for one month purchased only one or two items. Even for 90% of users, fewer than five items were bought. This implies that in most cases, we should select \( N \) items containing one or two items out of the total of 18,979 items to make a successful recommendation. Under the assumption that a user purchased only one item during the test period (1 March to 3 March), if we randomly recommend 30 items to the user, the expected recall of the random recommendation is

\[
\frac{n - 1}{n} \cdot \frac{18979}{18979} \approx 0.158%,
\]

where \( n \) is the total number of items and \( N \) is the number of recommended items. Likewise, for a user who purchased only two items during the test period, the expected recall becomes

\[
\frac{n - 2}{n} \cdot \frac{18978}{18979} \cdot \frac{29}{30} \cdot \frac{n - 1}{n} \cdot \frac{1}{2} \approx 0.158%.
\]

In addition, a relatively high item price encourages users to make a careful and conservative decision, owing to limited resources. This implies that for multiple items with high preference, they continue comparisons to find the best one or two items instead of easily effecting extra expenditure. In general, the recall in apparel recommendation is not as high as that in other domains, and it is not easy to improve.

Using the rating scheme in Section 3.2, we determined the values of \( w_{\text{cart}} \) and \( w_{\text{click}}(k) \) based on our real dataset and then fitted a function of purchase rate \( (f) \) to the number of clicks to obtain \( \hat{w}_{\text{click}}(k) \) values. A sigmoid function was employed in our experiments, as shown in Figure 7. Examples of \( \hat{w}_{\text{click}}(k) \) are \( \hat{w}_{\text{click}}(2) = 0.032 \) and \( \hat{w}_{\text{click}}(10) = 0.232 \).

![Figure 7. Fitting a sigmoid function of purchase rate to the number of clicks.](image)

In our proposed framework, we determine three parameters, namely \( \tau \) in Equation (6), \( \alpha_1 \) in Equation (7), and \( \alpha_2 \) in Equation (10), which are not trivial owing to the mutual effects among parameters and the limitation of calculation resources. Therefore, for efficient parameter tuning, we first identified the best parameter settings through 440 test users for one day, and then confirmed their effectiveness through 1164 test users for the remaining days. A decay factor, \( \tau \), required to generate a base graph...
indicates how strongly past connectivity is reflected, and the reflection of current click flow decreases relatively for a smaller $\tau$. Under a fixed $\alpha_1$, a reflection rate of user preference on a base graph, we obtained the best result with $\tau = 1/e$ by comparing recall values at $\tau = 1/\sqrt{2}, 1/e, 1/5$. We then confirmed $\alpha_1 = 0.5$ by several experiments according to various $\alpha_1$ values under a fixed $\tau = 1/e$. Because the reflection rate of category purchase probability, $\alpha_2$, affects the optimal $\alpha_1$, we determined the best combination of $\alpha_1$ and $\alpha_2$, which is given by $\alpha_1 = 0.3$ and $\alpha_2 = 0.6$.

Based on the determined parameters, we measured the effect of the proposed methods separately by comparing the results of the applied case with the nonapplied case based on 1164 users. We first measured the effect of gendered-item interest (GENDER), cluster preferences (personalized graph), and category purchase probability (CATE), respectively, on a base graph with no personal taste by comparing four cases: (1) Base graph only, (2) base graph with GENDER, (3) personalized graph, and (4) personalized graph with CATE. As a result, the three effects were proven to considerably improve the recommendation performance, as depicted in Figure 8. In addition, Figure 8 shows that the reflection of category purchase probability remarkably improved the recommendation accuracy, in which the recall was more than doubled.

![Figure 8. Effect of each of components in proposed method.](image)

To validate the effectiveness of the whole framework, we compared our final performance with that of four other prevailing methods: (1) User-based CF on user–item ratings matrix, (2) item-based CF on user–item ratings matrix, (3) slope one, which is the weighted slope one in [41], and (4) funk SVD, which is the regularized singular value decomposition for CF in [42]. Notice that, based on the implicit ratings ($r_{ui}$) in Section 3.2, we can employ the four abovementioned methods to make recommendations. In Figure 9, the comparison of the recall values from the four existing methods with that from the proposed method (personalized graph) demonstrates that our proposed method significantly outperformed the existing methods. Because the item-based CF, slope one, and funk SVD methods clearly performed the worst, we excluded these methods from our further comparative experiments. From Figure 8, we found that incorporating the category purchase probability into the recommendation could improve the performance. We, therefore, applied the category purchase probability to the predicted ratings from the user-based CF and the proposed personalized graph using $\alpha_2 = 0.9$. The former is denoted by “user-based CF with CATE” and the latter is denoted by “personalized graph with CATE.” As can be seen from Figure 9b, our proposed method (personalized graph with CATE) performed the best. Nevertheless, the reflection of the category purchase probability on the user-based CF resulted in a substantial improvement, as in our method.
15 s were spent for more than 70,000 clicks. The computational time for random walks is proportional to the number of nodes and the number of random walks. Our experiments show that 5000 random walks took only approximately 20 s. This empirical study on computational time proves that our proposed method is tangible and useful in practice. These experiments were performed on a computer with an Intel i5 processor running at 2.60 GHz using 8 GB of RAM, on x64 Windows 7.

As illustrated in Figure 10b, the elapsed time linearly increases with respect to the number of nodes. Therefore, the computational complexity of generating a unity graph is $O(nm)$, where $n$ is the number of nodes per category, and $m$ is the number of daily click activities per category. The prediction part becomes $O(Tc)$, where $c$ is the number of click activities per day. Figure 10a shows the time elapsed to generate unity graphs for 12 categories with different numbers of click activities. We can observe that the computational time linearly increases as the number of clicks increases, and approximately 15 s were spent for more than 70,000 clicks. The computational time for random walks is proportional to the number of nodes on the graph ($n$), and the number of random walks ($N$), which results in $O(Nn)$. As illustrated in Figure 10b, the elapsed time linearly increases with respect to the number of nodes and the number of random walks. Our experiments show that 5000 random walks on 3500 nodes took only approximately 20 s. This empirical study on computational time proves that our proposed method is tangible and useful in practice. These experiments were performed on a computer with an Intel i5 processor running at 2.60 GHz using 8 GB of RAM, on x64 Windows 7.

![Figure 9](image-url)  
**Figure 9.** Comparison with existing collaborative filtering (CF) methods. (a) Without category purchase probabilities. (b) With category purchase probabilities.

## 5. Discussion

### 5.1. Computational Complexity

In our proposed method, two major computations are required for its implementation: (1) Initial creation and daily update of a base graph and (2) random walks on the graph. A unity graph is generated by summing the sequential click activities by users for a day, and a base graph is generated by combining $T$ unity graphs, where $T$ is the number of days that we consider to update the graph. Therefore, the computational complexity of generating a unity graph is $O(c)$, and that of generating a base graph is $O(Tc)$, where $c$ is the number of click activities for a day. Figure 10a shows the time elapsed to generate unity graphs for 12 categories with different numbers of click activities. We can observe that the computational time linearly increases as the number of clicks increases, and approximately 15 s were spent for more than 70,000 clicks. The computational time for random walks is proportional to the number of nodes on the graph ($n$), and the number of random walks ($N$), which results in $O(Nn)$.

![Figure 10](image-url)  
**Figure 10.** Analysis on computational time of proposed method. (a) Time elapsed to construct a unity graph. (b) Time elapsed for random walks.
It would be worthwhile to compare the computational complexity of the proposed method with those of existing methods. For a fair comparison, let $m$ be the number of users and $n$ be the number of items. The complexity of training part of our method is $O(mn)$, which is the same with that of the user-based CF under the reasonable assumption that $Tc \ll nm$. The prediction part becomes $O(Nn)$ as explained above. Table 4 compares the computational complexities of the methods tested in our experiments, where the complexities of existing methods came from [43]. For the Funk SVD, $k$ is the number of latent features.

<table>
<thead>
<tr>
<th>Method</th>
<th>Training</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>$O(mn)$</td>
<td>$O(Nn)$</td>
</tr>
<tr>
<td>User-based</td>
<td>-</td>
<td>$O(mn)$</td>
</tr>
<tr>
<td>Item-based</td>
<td>$O(mn^2)$</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>Slope one</td>
<td>$O(mn^2)$</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>Funk SVD</td>
<td>$O(mnk)$</td>
<td>$O(1)$</td>
</tr>
</tbody>
</table>

### 5.2. Analysis on Purchase Intention for Categories

To train a classifier for predicting the category purchase probability, we used clicks and cart data for four days, $T = 3$ in Equation (9), $\{v_0, v_1, v_2, v_3, w_1, w_2, w_3\}$ for category $k$. We adopted a single-hidden-layer neural network and tested various numbers of hidden nodes ranging from 2 to 20. A neural network classifier with 15 hidden nodes (8-15-2 structure) showed a better result with mean absolute error (MAE) = 0.16 than with the other two classifiers: Logistic regression with MAE = 0.19 and random forest with MAE = 0.17. The relative importance of variables for the neural network model is shown in Figure 11, which indicates that clicks two days prior and carts on the current day for a category have the strongest negative and positive relationships, respectively, with the purchase probability. In addition, we observe that clicks and carts three days prior do not have a significant effect on the purchase probability.

Because we derived the base graph and user preference for the personalized graph using training data until 28 February and evaluated our model using the test data from 1 March, a gradual degradation in performance inevitably occurs according to the dates of the test data. We observed a daily temporal trend of the recall values at $N = 30$ from 1 March to 10 March in two cases: (1) Personalized graph with CATE and (2) personalized graph. In Figure 12, although the recall in case (2) exhibits a gradual decrease since 6 March, that in case (1) has no distinct degradation; it is presumed that using data for the most recent three days for CATE complemented the recentness for training data that is no longer valid. Therefore, the application of CATE with low computational complexity for real-time services...
contributes to not only improving performance, but also to reducing the calculation cost by extending the length of the calculation cycle of the user preferences.

![Figure 12. Temporal change in performance.](image)

6. Conclusions

In this paper, we demonstrated that our proposed recommender framework contributes to effectively and systematically improving the recommendation accuracy for apparel items by integrating user preferences and needs into the latest item trend. The generation of the user–item ratings matrix by the suggested rating scheme alleviated the data sparsity problem and increased the effectiveness of the algorithms. The user-based CF on cluster preferences increased the diversity of the recommended items and the reflection of these ratings onto the base graph served a combination of personal taste and common trends. In addition, integrating the item preference with category purchase intention remarkably improved the performance of the recommendation.

An additional advantage of the proposed system is that the separated module structure enables the optional use of modules and the selective operation of the reflection parameters, which allows the adjustment of the calculation cost. The optional extension to other domains is a possible aspect to be addressed in future work. A further topic is the personalization of the reflection rate to optimally balance the taste and trend by analysis of the difference in ranking between recommended and purchased items.
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