Analysis of Two Dimensionality Reduction Techniques for Fast Simulation of the Spectral Radiances in the Hartley-Huggins Band
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Abstract: The new generation of atmospheric composition sensors such as TROPOMI is capable of providing spectra of high spatial and spectral resolution. To process this vast amount of spectral information, fast radiative transfer models (RTMs) are required. In this regard, we analyzed the efficiency of two acceleration techniques based on the principal component analysis (PCA) for simulating the Hartley-Huggins band spectra. In the first one, the PCA is used to map the data set of optical properties of the atmosphere to a lower-dimensional subspace, in which the correction function for an approximate but fast RTM is derived. The second technique is based on the dimensionality reduction of the data set of spectral radiances. Once the empirical orthogonal functions are found, the whole spectrum can be reconstructed by performing radiative transfer computations only for a specific subset of spectral points. We considered a clear-sky atmosphere where the optical properties are defined by Rayleigh scattering and trace gas absorption. Clouds can be integrated into the model as Lambertian reflectors. High computational performance is achieved by combining both techniques without losing accuracy. We found that for the Hartley-Huggins band, the combined use of these techniques yields an accuracy better than 0.05% while the speedup factor is about 20. This innovative combination of both PCA-based techniques can be applied in future works as an efficient approach for simulating the spectral radiances in other spectral regions.
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1. Introduction

The new generation of atmospheric composition sensors such as the TROPospheric Ozone Monitoring Instrument (TROPOMI) delivers a great amount of data. Extracting the information about geophysical parameters (e.g., trace gas concentrations) from spectral radiances requires high-performance computing. The key component of retrieval algorithms is the radiative transfer models (RTMs), which convert optical parameters of the atmosphere (i.e., input space) into spectral radiances (i.e., output space). In hyper-spectral remote sensing retrieval applications, the radiative transfer computations are the bottleneck in the whole processing chain. In this regard, acceleration techniques for hyper-spectral RTMs have to be developed [1]. The correlated k-distribution [2], the exponential-sum fitting transmittance [3], the radiance sampling method [4], and the optimal spectral mapping method [5] are examples of them. Essentially, these techniques do not compute spectral radiances in a line-by-line manner, but rather they take into account the interdependency between spectral channels or group them accordingly, thereby reducing the total number of calls to RTMs.
In the RTM development, there has been a rapid rise in the use of the data reduction concept, e.g., the principal component analysis (PCA). The acceleration techniques based on PCA can be broadly categorized into two groups: data reduction of optical parameters (input space reduction) and data reduction of spectral radiances (output space reduction).

The input space reduction technique was proposed by Natraj et al. [6], and its main idea is to reproduce the residual between the accurate and the approximate RTMs in the reduced space of optical parameters. This approach has the following attributes:

- the approximate model is a two-stream radiative transfer model, while the accurate model is a multi-stream radiative transfer model;
- the PCA is used to reduce the dimensionality of the optical parameters of the atmospheric system;
- the dependency of the correction factor on the optical parameters is modeled by a second-order Taylor expansion about the mean value of the optical parameters.

Previously, this approach was applied for simulating the spectra in the O$_2$ A-band [6], the Huggins band [7], and the CO$_2$ bands [8,9]. Kopparla et al. [10] applied a similar approach to modeling the radiances in the wide spectral range (0.3–3000 nm). In all cases, authors reported that the root-mean-square errors of the computed radiances are about 0.3%, yet achieving almost a 10-fold increase in speed.

In the output space reduction technique, the principal component analysis (PCA) is used to map the spectral radiances into a lower-dimensional subspace and to obtain a set of empirical orthogonal functions. The spectrum at full spectral resolution can be reproduced by computing the radiances only at certain wavelengths. Such an approach is used in several fast RTMs (e.g., PCRTM [11], RTTOV [12] and others [13,14]) and retrieval algorithms [15,16]. To select the most representative spectral subsets, the spectral sampling methods are used (see, e.g., [11,14] and references therein).

Note that, although both techniques are often called the same (namely “PCA-based RTMs”), they are fundamentally different. In the first case, PCA is applied to a data set of optical parameters, comprising the total optical thicknesses and the single scattering albedos for all given atmospheric layers and wavelengths. In the second case, PCA is applied to the data set of spectral radiances.

In the current study, we investigate the efficiency of the dimensionality reduction technique of optical parameters in the Hartley-Huggins band and improve upon the methods to maximize the advantages of the data reduction concept. First, we examine the efficiency of the input space reduction technique for simulating TROPOMI signals in the ultraviolet spectral range, which is typically used for ozone retrieval [17]. As approximate models, we consider the two-stream model and the single-scattering model. The spectral splitting is applied to improve the accuracy of the method. Second, we analyze the effect of including higher-order terms in the Taylor expansion of the correction function. Third, we apply the output space reduction technique to the data set of synthetic TROPOMI spectra and analyze the possible benefits of it. Fourth, we show how the input space reduction technique can be used in conjunction with the output space reduction method. The paper is organized as follows. In Section 2 we explain the input space reduction technique. The output space reduction and the spectral sampling techniques are described in Section 3. In Section 4, we evaluate the performance of these methods and discuss the combined usage of them.

2. Input Space Reduction Technique

2.1. Radiative Transfer Models

Many existing RTMs are based on the discrete ordinate method [18]. The number of streams (discrete ordinates) in the polar hemisphere, $N_{do}$, is an important parameter controlling the computational time and accuracy. Thus, RTMs are called “multi-stream” if $N_{do} \geq 2$ and “two-stream” (TS) if $N_{do} = 1$. The simplest analytical RTM is the single-scattering (SS) model, in which multiple scattering events are neglected. The TS and the SS RTMs are considerably faster than the multi-stream...
models [7]. However, they suffer from a lack of accuracy. TS and SS models are taken in this study as approximate models for fast computations of the spectral radiances. Then the multi-stream model is applied to correct them.

In this study, the multi-stream model is based on the discrete ordinate method with matrix exponential (DOME) [19–21] with 16 streams per hemisphere. Regarding the two-stream model, two comments are in order:

1. the radiation field is found as a sum of the single-scattering solution and the multiple scattering term;
2. in the multiple scattering computations the delta-M truncation method [3] is applied, while for the single-scattering term the exact phase function is used [22].

2.2. Correction Function in the Reduced Input Space

Considering a discretization of the atmosphere in an \(L\) layers, we define an \(N\)-dimensional vector \(x_w\), for each wavelength \(\{LA\}_{w=1,\ldots,W}\), by

\[
x_w^T = [\ln \tau_1 (\lambda_w), \ldots, \ln \tau_L (\lambda_w), \ln \omega_1 (\lambda_w), \ldots, \ln \omega_L (\lambda_w)],
\]

where \(\tau_k\) and \(\omega_k\) are the optical thickness and the single-scattering albedo of the \(k\)-th layer, respectively, and \(N = 2L\). Thus, the vector \(x_w\) encapsulates the wavelength variability of the optical parameters, which are the input parameters of the radiative transfer code. By using PCA, we find an \(M\)-dimensional subspace spanned by a set of linear independent vectors (empirical orthogonal functions) \(\{q_k\}_{k=1}^M\) such that the centered (mean-removed) data \(x_w - \bar{x}\) lie mainly on this subspace, i.e.,

\[
x_w \approx \bar{x} + \sum_{k=1}^M \ y_{wk} q_k, \quad w = 1, \ldots, W,
\]

where \(y_{wk}\) are the principal component (PC) scores.

Let us define a correction function \(f(x_w)\) as follows:

\[
f(x_w) = \ln \frac{L(x_w)}{L_A(x_w)},
\]

where \(L_A(x_w)\) is the radiance provided by the approximate model (here \(A\) stands for “approximate” and refers to SS and TS models), and \(L(x_w)\) is the radiance simulated by the multi-stream model. Introducing \(\Delta x_w = \sum_{k=1}^M y_{wk} q_k\), we consider the Taylor expansion of \(f(x_w)\) around \(\bar{x}\) in the direction \(\Delta x_w\) up to fourth order. For computational simplicity, we neglect the mixed directional derivatives and use central differences to approximate the directional derivatives. Since \(M < N\) (and in practice \(M \ll N\)), it leads to a substantial reduction of the computational time. The final result for the correction function reads as

\[
f(x_w) \approx f(\bar{x}) + \frac{1}{2} \sum_{k=1}^M (f^+_k - f^-_k) y_{wk} + \frac{1}{2} \sum_{k=1}^M (f^+_k - 2f(\bar{x}) + f^-_k) y_{wk}^2 +
\]

\[
+ \frac{1}{12} \sum_{k=1}^M (f^+_k - 2f^+_k + 2f^-_k - f^-_k) y_{wk}^3 +
\]

\[
+ \frac{1}{24} \sum_{k=1}^M (f^+_k - 4f^+_k + 6f(\bar{x}) - 4f^-_k + 2f^-_k - f^-_k) y_{wk}^4,
\]

where \(f^{\pm}_k = f(\bar{x} \pm h q_k)\), being \(h\) either \(k\) or \(k+1\). Once the correction function is computed, the results of the approximate RTM can be converted into those of the multi-stream RTM by using (3). A schematic representation of the input data processing is shown in Figure 1.
To improve the accuracy of the input space reduction technique, PCA can be combined with the clustering of the data space, involving a two-step procedure \cite{23}: (1) clustering of the input data space into disjoint regions (groups of wavelengths), and (2) dimensionality reduction within each region by using PCA. Thus, each region (group of wavelengths) is characterized by its own orthogonal basis, and so, by its own set of correction factors. If $P$ is the number of disjoint regions, then $(2M + 1)P$ calls of the multi- and two-stream models are required to compute the correction function.

![Figure 1. Schematic representation of the data processing in the input space technique with principal component analysis (PCA).](image)

3. Output Space Reduction Technique

3.1. PCA Description

Let $\mathbf{y} = [y(\lambda_1), y(\lambda_2), \ldots, y(\lambda_W)]$ be a row-vector of radiances at $W$ wavelengths $\{\lambda_w\}_{w=1}^{W}$. A set of $S$ spectra is assembled into a matrix $\mathbf{Y}$ whose $i$-th row is $\mathbf{y}_i$. Then, a spectrum $\mathbf{y}_i$ can be represented in a new basis system as follows:

$$\mathbf{y}_i = \mathbf{\bar{y}} + \sum_{j=1}^{W} t_{ij} \mathbf{f}_j. \quad (5)$$

Here, $\mathbf{\bar{y}} = \frac{1}{S} \sum_{i=1}^{S} \mathbf{y}_i / S$ is the sample mean of the spectra (the average spectrum), $t_{ij}$ is the $j$-th coordinate of the vector $\mathbf{y}_i$ in the new basis system and $\mathbf{f}_j = [f_j(\lambda_1), f_j(\lambda_2), \ldots, f_j(\lambda_W)]$ is the $j$-th basis vector. Next, the spectrum $\mathbf{y}_i$ is projected onto the $J$-dimensional subspace ($J < W$) as follows:

$$\mathbf{y}_i \approx \mathbf{\bar{y}} + \sum_{j=1}^{J} t_{ij} \mathbf{f}_j. \quad (6)$$
or in matrix form:

\[ \mathbf{Y} \approx \hat{\mathbf{Y}} + \mathbf{T}\mathbf{F}, \]

where \( \hat{\mathbf{Y}} = \{\mathbf{y}, \ldots, \mathbf{y}\} \), \( \mathbf{F} = \{f_1, f_2, \ldots, f_J\}^T \) and \( \mathbf{T} \) is the matrix whose entries are \( \{t_{ij}\}_{i=1}^{S}, j=1,\ldots,J \). The superscript \( T \) stands for “transpose”. The transformation (6) can be done by using PCA [24].

Then the basic vectors \( f_j \) in (6) are referred to as “principal components” (PCs) or empirical orthogonal functions (EOFs), while the coordinates \( t_{ij} \) in the new coordinate system and the corresponding matrix \( \mathbf{T} \) are called “principal component scores”. Considering a spectral decomposition of the covariance matrix \( \text{cov}(\mathbf{Y}, \mathbf{Y}) \equiv \mathbf{C}_Y \):

\[ \mathbf{C}_Y = \mathbf{E}\mathbf{\Lambda}\mathbf{E}^T, \]

where \( \mathbf{E} \) is the eigenvector matrix and \( \mathbf{\Lambda} \) is the diagonal matrix of eigenvalues, the EOFs are taken as \( J \) eigenvectors related to the \( J \) most significant eigenvalues. The PC scores are then computed as follows:

\[ \mathbf{T} = (\mathbf{Y} - \hat{\mathbf{Y}})\mathbf{F}^T. \]

3.2. Reconstruction of the Full Resolution Spectrum

Let us consider a method of reconstruction of the full resolution spectrum containing \( W \) spectral points using \( J \) monochromatic radiances, given \( J < W \). Assume that we have precomputed a data set of spectra. By applying PCA to it, EOFs are obtained. The theory of PCA discussed in Section 3.1, reveals a linear relationship between PC scores and monochromatic radiances:

\[ \mathbf{y}(\lambda) \approx \bar{\mathbf{y}}(\lambda) + t_1f_1(\lambda) + \ldots + t_Jf_J(\lambda). \]

This approach requires a set of precomputed EOFs which is derived from a training data set of simulated spectra. Hence, for a given set of \( J \) EOFs and \( J \) spectral points, it is possible to obtain a closed linear system of \( J \) equations:

\[ \begin{cases} 
\mathbf{y}(\lambda_1) = \bar{\mathbf{y}}(\lambda) + t_1f_1(\lambda_1) + \ldots + t_Jf_J(\lambda_1), \\
\mathbf{y}(\lambda_2) = \bar{\mathbf{y}}(\lambda) + t_1f_1(\lambda_2) + \ldots + t_Jf_J(\lambda_2), \\
\vdots \\
\mathbf{y}(\lambda_J) = \bar{\mathbf{y}}(\lambda) + t_1f_1(\lambda_J) + \ldots + t_Jf_J(\lambda_J). 
\end{cases} \]

The key point here is that the radiance values in \( J \) spectral points \( \{\lambda_j\}_{j=1}^{J} \) are represented through the same EOFs. Then, by solving (11) we obtain the PC scores, and by using (6) the full spectrum at \( W \) spectral points can be readily restored.

The number of principal components \( J \) can either be tuned empirically or chosen by using semi-empirical rules (see e.g., [25]). Essentially, the number \( J \) depends on the desired level of variance to be captured by the principal components.

3.3. Spectral Sampling

Regarding the choice of wavelengths, in [11] a method is proposed for selecting the location of monochromatic wavelengths by using a correlation function. This method involves the following steps:

1. the correlation coefficients are computed for the radiance values and then converted to vector angles by an arccosine function;
2. the spectral data are rearranged according to the magnitudes of the correlation coefficients;
3. the monochromatic radiances are selected with equal distances in the space of correlation coefficients.
In [14], alternative techniques such as the equal sampling method and the optimization technique are considered.

To summarize, the output space reduction technique can be used in the following way. For the input data set containing optical parameters of the atmosphere for a set of wavelengths, the monochromatic radiative transfer solver is called for each wavelength. That produces a data set of spectra which is divided into a training data set and a validation data set. By applying PCA and the correlation analysis to the training set, the system of EOFs is computed and an appropriate subset of spectral points is chosen (that is the spectral sampling procedure). These two outputs are stored and used later for computing the PC scores for the validation data set. The spectra at the full spectral resolution are restored using (10) and the error of this reconstruction is estimated. If the error is larger than required, then the number of preserved principal components \( j \) is increased. The schematic representation of the output space reduction technique is shown in Figure 2.

![Figure 2. Schematic representation of the data processing in the output space reduction technique with precomputed empirical orthogonal functions.](image)

4. Results

4.1. Dimensionality Reduction of the Optical Parameters in the Hartley-Huggins Band

In this section, we simulate the backscatter signal of the TROPOMI instrument. The spectra are computed with a spectral resolution of 0.125 nm in the spectral interval between 290 and 335 nm, incorporating the longer part of the Hartley band (200–310 nm) and the shorter part of the Huggins band (320–360 nm). Thus, each spectrum contains 361 spectral points.

The simulations are performed for a clear sky model atmosphere and a Lambertian surface albedo of 0.1. The total optical property inputs are given by Rayleigh scattering [26] by atmospheric molecules and trace gas absorption. Additional cloud properties are neglected in the simulated spectra. To represent cloudy scenes, the effective scene approximation [27] can be used, assuming clouds as Lambertian reflectors. In this case, the cloud top is treated as a reflecting surface characterized by internal surface closure [28]. The Brion–Daumont–Malicet cross sections are used for ozone. Regarding
other trace gas species in the spectral range of interest, $\text{SO}_2$ and $\text{NO}_2$ absorptions are very weak compared to that of ozone, and thus both species are not included in the model. The atmosphere is discretized into 14 layers. The top of the atmosphere is at 50 km. The solar zenith angle, viewing zenith angle and relative azimuth angle are $45^\circ$, $35^\circ$ and $90^\circ$, respectively. The simulations are performed on a personal computer with 16 GB RAM and processor Intel(R) Core(TM) i7-6700 CPU @ 3.40 GHz.

Firstly, we compute the radiances of the three RTMs. Figure 3a shows the simulated spectra computed with the multi-stream, TS and SS models. As expected, the TS and SS radiances are inaccurate with maximum errors of about 10% and 30%, respectively. Since the predicted radiances of TS and SS models are inaccurate, three steps are followed in order to improve the accuracy and the computational time: (1) the full spectrum is divided into disjoint regions to apply PCA to each region; (2) a correction function is computed for the different number of PCs and spectral regions; (3) the Taylor expansion up to fourth-order is computed for each spectral region.

Thus, following step (1), we distinguish between three cases depending on the division of the spectral regions:

- Case 1: considering the whole spectral range of 290–335 nm.
- Case 2: considering two intervals of 290–303 nm and 303–335 nm.

Figure 3b illustrates the spectra when this method is applied to the whole spectral range of 290–335 nm (Case 1). Although the accuracy of the TS model is significantly improved, the mean relative errors are still high (reaching 52% and 2.8% for the SS and TS models, respectively). Note that, due to the high variability in the optical properties over the whole spectral range, the use of input space reduction leads to worse results for the SS model as compared to the TS model.

To reduce the variability of the optical parameters, we compute the spectral range 290–303 nm just by using the single-scattering model (without applying PCA) since the mean error was below 1%. The remaining spectral interval 303–335 nm is computed as before (Case 2). The results are shown in Figure 3c. The gray region corresponds to the domain in which the dimensionality reduction of optical parameters is applied. In this case, the errors are below 3% for the SS model and 0.8% for the TS model.

Finally, in Case 3, three sub-intervals are considered. The single-scattering model was applied to the spectral range 290–303 nm as in Case 2. The input space reduction technique was applied to the remaining two sub-intervals: 303–321 nm and 321–335 nm. Figure 3d shows good agreement between the multi-stream model and the corrected SS/TS models. Note that the accuracy and the computational time strongly depend on the number of preserved principal components ($M$) and the order of the Taylor expansion, as indicated in Table 1 for Case 3. Here the main conclusion is that the error decreases when $M$ and the expansion order of the Taylor series increase and vice versa.

In all the considered cases, the TS model is more accurate than the SS model. This result is expected since the TS model includes the SS model and estimates the multiple scattering term (approximately, though). The accuracy of the SS and TS models is significantly improved by the correction procedure in (3). This means that the information about the multi-stream solution is contained in the optical data and can be retrieved by using machine learning algorithms, and the input space reduction technique can be considered as representative of them. Here we are confronted with the ad hoc learning, i.e., the algorithm extracts the most informative part of the data and predicts the correct solution using the computations in the reduced data space.
Figure 3. (a) Spectral radiance computed by the single-scattering (SS), two-stream (TS) and multi-stream models; (b) Spectral radiance after applying the correction to the whole spectra (Case 1); (c) Spectral radiance after applying the correction within the interval 303–335 nm (Case 2); (d) Spectral radiance after applying the correction within the intervals 303–321 nm and 321–335 nm (Case 3). The different spectral regions are separated by shaded areas: the gray area refers to the interval 303–335 nm; the blue area refers to the interval 303–321 nm, and the red area refers to the interval 321–335 nm. For estimating the correction function, $M = 4$ principal components and Taylor expansion up to the second term were used.

The explained variances of the first PC score in the spectral region 303–321 nm and 321–335 nm are 98.32% and 99.76% respectively, while those for the second PC score in the same regions are 1.63% and 0.21%, respectively. The correction functions are highly correlated with the first PC score and depend smoothly on the first PC score, as shown in Figure 4. However, as it follows from Table 1,
the use of just one PC score leads to a loss in accuracy. Therefore, the correction function is highly sensitive to the high order PC scores and the classical methods of estimating the appropriate number of PC scores may fail.

Table 1. The mean error in percentage (%) for the single-scattering and two-stream models, in Case 3: for 303–321 nm and 321–335 nm, depending on the number of principal components (PCs) ($M$) and derivatives (expansion order) computed.

<table>
<thead>
<tr>
<th>$M$</th>
<th>Expansion Order</th>
<th>Single-Scattering</th>
<th>Two-Stream</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>3.02</td>
<td>1.19</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.43</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.07</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.11</td>
<td>1.06</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2.40</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.19</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.09</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.59</td>
<td>0.18</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2.35</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.03</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.02</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.46</td>
<td>0.14</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2.34</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.03</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.02</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.46</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Figure 4. Corrector vs. the first principal component score for (left) the SS model and (right) the TS model. The plots correspond to Case 3 for the spectral regions 303–321 nm and 321–335 nm.

The computational times are listed in Table 2 for Case 3 since it provides the most accurate spectral radiances among the three cases. Two conclusions follow from the table:

1. the increase in the number of PC scores results in the increase of the computational time. However, this increase is not significant (0.05 s per PC score, i.e., $\approx1\%$ from the total computational time). Therefore, it is recommended to choose $M \geq 3$. 

2. the TS model is 40 times slower than the SS model for simulating the approximate spectra. However, the overall computational times differ by a factor of 2. Given that the TS model is more accurate than the SS model (as it has been shown in Table 1), it is recommended to use the TS model.

Note that the computational time for the multi-stream model called for each spectral point is ~6.8 s. Thus, the input space reduction technique provides the performance enhancement of about 10 times depending on the model used, the number of PC scores, $M$, and the expansion order of the Taylor series.

Table 2. Computational time in seconds for computing the approximate spectrum ($L_A$), corrected radiances ($L$), and the total time (Total) for each model in Case 3. In addition, the number of calls to multiple scattering (MS) radiative transfer model (RTM) is indicated. The computations depend on the number of PCAs ($M$) and the order of Taylor expansion.

<p>| $M$ | Order | Single-Scattering | | | | | Two-Stream | | | | | | |
|-----|-------|------------------|---|---|---|---|---|---|---|---|---|---|---|---|</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th>$L_A$ $L$ Total</th>
<th>Number of MS Calls</th>
<th>$L_A$ $L$ Total</th>
<th>Number of MS Calls</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.0043 0.227 0.231 3</td>
<td>0.175 0.268 0.434 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0.0043 0.251 0.255 3</td>
<td>0.175 0.297 0.477 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0.0043 0.416 0.420 5</td>
<td>0.175 0.494 0.674 10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0.0043 0.418 0.422 5</td>
<td>0.175 0.493 0.673 10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2. Principal Component Analysis of the Data Set of Spectral Radiances

In this section, we examine the efficiency of the output space reduction technique. For that purpose, we generate a data set consisting of $2 \times 10^5$ spectra. The following parameters are varied for the generation of radiance spectra: the solar zenith angle, the viewing zenith angle, the relative azimuth angle, the surface albedo, the ozone total column, the surface height, and the temperature. The smart sampling technique [29] based on Halton sequences [30] is employed to optimally cover the multi-dimensional input space and to concurrently minimize the number of samples generated to represent the output space.

The data set of spectra is divided into a training data set and a validation data set (see Figure 2). By applying PCA to the training data set, the system of EOFs is computed (see Figure 5 left). The right plot in Figure 5 shows that almost 99.9% of the variance in the output data can be explained just with $J = 2$ principal components.

Figure 6 illustrates the spectral sampling procedure [11]. The left panel in Figure 6 shows an example of the arccosine function of the correlation coefficients as a function of the wavelength, while the right panel in Figure 6 shows the resulting plot with rearranging the arccosine function of the correlation coefficients. By using this technique, $J = 30$ wavelengths are identified.
Next, the EOFs and $\lambda$ wavelengths are saved in the memory and reused for computing PC scores for the validation data set. The spectra at a full resolution are restored using Equation (10). Figure 7 shows one example of the restored spectrum in the Hartley-Huggins band. The histogram of the relative error of the restored spectra from the validation data set is shown in Figure 8. The mean relative error of the spectra is 0.00023% with a standard deviation of 0.12%. Using $\lambda = 30$ spectral points provides a performance enhancement of about 12 times. A higher amount of principal components ($\lambda > 30$) assures a higher accuracy and a more robust result.
4.3. Combined Use of Input and Output Space Reduction Techniques

In this section, we examine the combined use of the input and output space reduction techniques. The input space reduction technique is used with the parameters corresponding to the case in Table 2 marked with a gray color, namely:

- the number of preserved principal components is \( M = 3 \),
- the correction function is expanded in Taylor series up to the second order,
- the two-stream model is used for computing the approximate solution; and for that, the two-stream model is called for each spectral point (i.e., \( W = 361 \) times).

In this case, the computations of the TS solutions require \(~30\%\) of the total computational time. The output space reduction technique is applied to accelerate the computations of the approximate solution. For that, the data set of the spectra computed by using the two-stream solution has been generated and analysis similar to that from Section 4.2 is conducted. To ensure a robust result, \( J = 30 \) spectral points are chosen. Table 3 summarizes the acceleration factors and mean errors for both methods when they are applied separately and jointly.
The input space reduction technique provides a speedup factor of about 13. The output space reduction technique accelerates the two-stream computations by 12 times, practically making this part negligible in terms of overall computational time. The resulting acceleration factor is about 18. Note that the combined use of two techniques does not compromise the robustness of the scheme keeping the error below 0.05%.

Table 3. Acceleration factor and mean error for the input space reduction method, the output space reduction method and a combination of both methods for the best configuration (i.e., three PC scores and the second order expansion).

<table>
<thead>
<tr>
<th></th>
<th>Input Space Reduction</th>
<th>Output Space Reduction</th>
<th>Combined Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceleration factor</td>
<td>13</td>
<td>12</td>
<td>18.2</td>
</tr>
<tr>
<td>Mean error</td>
<td>0.05</td>
<td>0.00023</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Hence, the results presented in Table 3 exhibit that the combined use of both methods results in an efficient approach to accelerate the input and output data without losing accuracy.

5. Summary

In this work, we have examined in detail the efficiency of two acceleration techniques based on the principal component analysis (PCA) for simulating the spectral radiances in the Hartley-Huggins band. The first technique is based on the input space reduction, in which the correction function for approximate radiative transfer models is applied. The second technique deals with the analysis of the precomputed data sets of spectra. By estimating the set of empirical orthogonal functions and most relevant (representative) spectral points, it is possible to reproduce a spectrum at full spectral resolution by performing radiative transfer simulations only for a subset of wavelengths.

The first technique does not require a precomputed data set and therefore can be regarded as a sort of RTM with ad hoc learning. The second technique can be applied to the real measurements, and therefore, the instrumental features like detector degradation can be easily taken into account. It has been shown that both techniques achieve an order of magnitude speed improvement.

An innovative method which combines these PCA-based techniques has been introduced to increase the computational efficiency of radiative transfer models. The output space reduction technique is used to speed up the two-stream computations in the framework of the input space reduction technique, providing an overall speedup factor of about 20. The combined method is just as accurate as the input space reduction technique, applied separately.

In our future works, we plan to examine the efficiency of the proposed approach for other spectral bands and to investigate the overall performance enhancement of the ozone retrieval algorithms.
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Abbreviations

The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOME</td>
<td>Discrete Ordinate Method with Matrix Exponential</td>
</tr>
<tr>
<td>EOF</td>
<td>Empirical Orthogonal Function</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
</tbody>
</table>
PC Principal Component
RTM Radiative Transfer Model
SS Single Scattering
TROPOMI TROPospheric Ozone Monitoring Instrument
TS Two-Stream
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