Fetch Effect on Flux-Variance Estimations of Sensible and Latent Heat Fluxes of *Camellia Sinensis*
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Abstract: Precise estimation of surface-atmosphere exchange is a major challenge in micrometeorology. Previous literature presented the eddy covariance (EC) as the most reliable method for the measurements of such fluxes. Nevertheless, the EC technique is quite expensive and complex, hence other simpler methods are sought. One of these methods is Flux-Variance (FV). The FV method estimates sensible heat flux ($H$) using high frequency (~10Hz) air temperature measurements by a fine wire thermocouple. Additional measurements of net radiation ($R_n$) and soil heat flux ($G$) allow the derivation of latent heat flux ($LE$) as the residual of the energy balance equation. In this study, the Flux Variance method was investigated, and the results were compared against eddy covariance measurements. The specific goal of the present study was to assess the performance of the FV method for the estimation of surface fluxes along a variable fetch. Experiment was carried out in a tea garden; an EC system measured latent and sensible heat fluxes and five fine-wire thermocouples were installed towards the wind dominant direction at different distances (fetch) of TC$_1$ = 170 m, TC$_2$ = 165 m, TC$_3$ = 160 m, TC$_4$ = 155 m and TC$_5$ = 150 m from the field edge. Footprint analysis was employed to examine the effect of temperature measurement position on the ratio between 90% footprint and measurement height. Results showed a good agreement between FV and EC measurements of sensible heat flux, with all regression coefficients ($R^2$) larger than 0.6; the sensor at 170 m (TC$_1$), nearest to the EC system, had highest $R^2 = 0.86$ and lowest root mean square error (RMSE = 25 Wm$^{-2}$). The estimation of LE at TC$_1$ was also in best agreement with eddy covariance, with the highest $R^2 = 0.90$. The FV similarity constant varied along the fetch within the range 2.2–2.4.
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1. Introduction

Accurate estimation of surface-atmosphere exchanges of mass, energy, and momentum is a major challenge in micrometeorology. Estimating the exchange of water vapor, also known as Evapotranspiration (ET), is of prime importance for effective crop water management. The estimation of ET has been a major research concern during the past few decades [1,2]. Many techniques have been developed for measuring ET (e.g., eddy covariance (EC), Bowen ratio (BR), lysimeter), each technique with its own advantages and limitations. However, the EC is the only direct method and the most
widely used for whole canopy latent (LE) and sensible heat flux (H) measurements [3–5]. However, the EC method is relatively expensive and complex, hence it is not available for day-to-day use by farmers, for irrigation management; it is mostly used as a research tool [6,7]. Therefore, there is a need for developing a less complex and low-cost method. There are some well-established indirect ET estimation methods available, including surface renewal (SR) and flux variance (FV). The FV method, based on the principle of Monin Obukhov Similarity Theory (MOST), has been very popular and undergone a series of developments since its inception by Tillman in 1972 [8].

The FV is less complex in estimating H, as this method requires only a single-level measurement of air temperature at high frequency (~2–10Hz) [9]. Using additional measurements of net radiation and soil heat flux, LE can be derived from the energy balance equation. The FV method has been examined successfully in many previous studies [10–15]. In many cases, the FV method was applied for the LE estimation (through the energy balance), mainly under unstable conditions [16–18]. Since the FV measures air temperature by a fine-wire thermocouple, it does not have to be positioned high above the canopy, like the EC, but it can be installed near the canopy top. This raises the possibility that the method might perform satisfactorily under conditions of small fetch. On the other hand, when fetch is small, turbulence development might be limited, adversely affecting the validity of MOST and hence the performance of the FV method. The main objective of the present study was to examine the effect of variable fetch on flux estimations by the FV method under unstable conditions over a Tea plantation (*Camellia sinensis*). To the best of our knowledge, so far, no results have been reported on the effect of variable fetch on flux estimations by the FV method in the open field. Tanny et al. presented the effect of variable fetch on FV estimation of sensible heat flux under screenhouse conditions [14]. However, the present study was performed in an open field with different conditions than the screenhouse. The ultimate goal of this study was to examine the performance of the FV technique at various positions along the fetch of the prevailing wind direction and test its applicability in *Camellia sinensis*. Hence, H estimations using the FV method were first regressed against corresponding EC data to derive the similarity constant. Then, it was used for extracting latent heat flux (LE) as a residual of the energy balance closure. The latent heat flux estimated from the FV method and energy balance was finally compared against direct measurements by the EC method to examine the performance of the FV technique under conditions of variable fetch.

2. Theory

2.1. Flux Variance (FV) Method

The FV method established by Tillman, (1972) is based on the MOST which defines the relationships among structure parameters of temperature, relative humidity and surface fluxes assuming stationary conditions and horizontal homogeneity [8]. Using MOST, it can be shown that under unstable conditions, the sensible heat flux in the inertial sub-layer can be expressed as Equation (1) [19]:

\[
H_{FV} = \rho c_p \left( \frac{\sigma_T}{C_T} \right)^{1.5} \left( \frac{k g (z - d)}{T} \right)^{0.5},
\]

where \( \rho \) is air density (kg m\(^{-3}\)), \( c_p \) is air specific heat capacity (J kg\(^{-1}\) K\(^{-1}\)), \( \sigma_T \) is standard deviation of air temperature (K), \( C_T \) is similarity constant, \( k \) is von Karman’s constant (\( k = 0.41 \)), \( g \) is gravitational acceleration (g = 9.81 m s\(^{-2}\)), \( z \) is measurement height (m), \( d \) is zero-plane displacement (m) and \( T \) is mean air temperature (K).

Since the above expression Equation (1) is valid for unstable conditions only, all half-hourly data points measured in this study were classified according to stability conditions. Stability parameter (\( \zeta \)) was estimated as Equation (2):

\[
\zeta = \frac{z - d}{L},
\]
where L is Obukhov length (m) defined as Equation (3):

$$L = \left( \frac{u^* T}{k_S \sigma_w (\tilde{w'} T')} \right).$$  \hspace{1cm} (3)

Here, $\sigma_w (\tilde{w'} T')$ is the covariance of vertical velocity and air temperature, and $u^*$ is friction velocity defined as Equation (4), [20,21]:

$$u^* = \left( \left( u' w' \right)^2 + \left( v' w' \right)^2 \right)^{1/4}. \hspace{1cm} (4)$$

In Equation (4), $u'$, $v'$ and $w'$ are the fluctuations of three velocity components. The estimated value of the Obukhov length Equation (3) was used to differentiate between stable and unstable conditions for each half-hourly data point (Table 1), whereas days with high precipitation were excluded from the data analysis.

<table>
<thead>
<tr>
<th>Stability Condition</th>
<th>Obukhov Length (L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stable</td>
<td>$0 &lt; L &lt; 200$</td>
</tr>
<tr>
<td>Unstable</td>
<td>$-200 &lt; L &lt; 0$</td>
</tr>
<tr>
<td>Neutral</td>
<td>$</td>
</tr>
</tbody>
</table>

2.2. Footprint Analysis

Footprint analysis was conducted for estimating the relative contribution of the upwind surface to the fluxes measured by the EC method. In many agricultural practices, surfaces are limited in their area or surrounded by some trees or buildings. Therefore, estimation of the footprint for turbulent fluxes is crucial for proper and reliable execution of EC measurements. The following are input variables for the footprint analysis: Measurement height ($z_a$), displacement height ($d$), mean wind speed (ms$^{-1}$), Obukhov length (L), standard deviation of horizontal wind speed (ms$^{-1}$), friction velocity ($u^*$), and wind direction (°) [24–27]. The footprint model used for the estimation of the distance from which 90% of the measured flux originated or the ratio of this distance to measurement height is expressed as Equation (5) [28]:

$$x / z_a = 2 \times \frac{9.491}{z_a} x_{\text{peak}}, \hspace{1cm} (5)$$

where $x$ is the horizontal distance along the fetch from the EC system, $z_a$ is the measurement height, and $x_{\text{peak}}$ is the peak location of the footprint distribution function, expressed as Equation (6):

$$x_{\text{peak}} = \frac{D z_u L^{1-p}}{2 k^2}. \hspace{1cm} (6)$$

Here, D and P are similarity parameters presented in Table 2, and $z_u$ is calculated as Equation (7):

$$z_u = \left( z_a - d \right) \frac{z_a - d}{z_a - (d + z_o)} \left[ \ln \frac{z_a - d}{z_o} - 1 + \frac{z_o}{z_a - d} \right], \hspace{1cm} (7)$$

where $z_o$ is surface roughness length.

<table>
<thead>
<tr>
<th>D</th>
<th>P</th>
<th>Stability Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.28</td>
<td>0.59</td>
<td>Unstable</td>
</tr>
<tr>
<td>0.97</td>
<td>1</td>
<td>Natural</td>
</tr>
<tr>
<td>2.44</td>
<td>1.33</td>
<td>Stable</td>
</tr>
</tbody>
</table>
3. Materials and Methods

3.1. Study Site and Climate Features

The experiment was performed in a tea garden in Danyang, Jiangsu Province, P.R. China (32.026177° N, 119.674201° E), with an elevation of 18.5 m above sea level [30]. The tea field is located at the southern bank of Yangtze River, about 60 km from Zhenjiang city of Jiangsu Province. The tea plants were four-year-old Anji white tea, with a plant row spacing of 1.5 m and plant spacing within the row of 1 m. Canopy height was 0.8 m during the experiment. The study site is mostly of agricultural land, especially tea, with an erratic distribution of trees. The field was about 5 acres consisting of tea plantation that was irrigated by sprinklers. Data were collected on a non-continuous period of 28 days during September–November 2018 (DOY 291–331). During the experiment, the overall weather was dry, and the mean wind speed was mostly less than 1.5 ms⁻¹. The mean air temperature (Tₐ) was varied from 10 to 23 °C (Figure 1). The mean daily relative humidity (RH) for the whole duration was ranging from 30 to 70 % (Figure 1). The mean precipitation for the experiment period was 2.73 mm day⁻¹.

![Figure 1](image-url) Mean daily values of air temperature and relative humidity for the whole experimental period.

3.2. The Field Experiments

Eddy covariance (EC) measurements were performed approximately in the middle of the tea field at a position that allowed a fetch of about 175 m for the prevailing wind direction (Figure 2a). The EC system was installed at 2.3 m height, such that the available fetch in the prevailing wind direction, was approximately 100 times the measurement height above the zero-plane displacement (d) height according to the common rule of 1:100 height to fetch ratio [31]. The EC system consisted of two sensors (inset of Figure 2c): A three-dimensional sonic anemometer and an Open-path infrared gas analyzer, placed on a tower at the height of 2.3 m. This height is assumed to be above the roughness sublayer, estimated as 1.6 m, for the 0.8 m plant height. Sensors were oriented toward the dominant wind direction (West-North-West) (Figure 3) [32]. Raw data from the EC system was sampled at 10 Hz and stored in a CR3000 data logger. The measurements of sensible and latent heat flux by the EC system were processed using the Easyflux Software (Campbell Sci., USA) which deals with raw data filtering and corrections. Footprint analysis was performed to determine the 90% flux footprint to height ratio for the EC system and two different days were chosen for evaluation. See Table 3 for a list of sensors and their installation heights.
Figure 2. The experimental setup (a) Schematic top view of the tea field with thermocouples positions (TC_1 ... TC_5) and EC system (picture from google earth). (b) Photo of the TC sensors distributed in the tea field along the prevailing wind direction. (c) The EC system (Campbell Scientific, USA).

Figure 3. The wind rose presentation of wind direction and wind speed (m s⁻¹) during the experiment period of Sept–Nov 2018. The prevailing wind direction of West-North-West is clearly observed.
<table>
<thead>
<tr>
<th>Notation Units</th>
<th>Height (m)</th>
<th>Equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D-Wind velocity, Sonic temperature</td>
<td>$u, v, w, T_s$ m s$^{-1}$, °C</td>
<td>0.23</td>
</tr>
<tr>
<td>H$_2$O and CO$_2$ concentrations</td>
<td>µmol m$^{-3}$</td>
<td>0.23</td>
</tr>
<tr>
<td>Soil temperature</td>
<td>$T_{soil}$ °C</td>
<td>0.02 and 0.06 (Depth)</td>
</tr>
<tr>
<td>Air temperature for FV analysis</td>
<td>$T_a$ °C</td>
<td>0.7</td>
</tr>
<tr>
<td>Relative humidity</td>
<td>RH %</td>
<td>0.21</td>
</tr>
<tr>
<td>Soil heat flux</td>
<td>G W m$^{-2}$</td>
<td>0.08</td>
</tr>
<tr>
<td>Net radiation</td>
<td>$R_n$ W m$^{-2}$</td>
<td>0.23</td>
</tr>
<tr>
<td>Liquid precipitation</td>
<td>mm</td>
<td>0.21</td>
</tr>
<tr>
<td>Soil water content</td>
<td>$\theta_v$ m$^3$m$^{-3}$</td>
<td>0.04 (Depth)</td>
</tr>
</tbody>
</table>

Other variables, including wind speed, wind direction (arctan $v/u$), air temperature, relative humidity (RH), rainfall, air pressure, soil temperature, and soil water content ($\theta_v$), were sampled and half-hourly averages were recorded on a CR3000 data logger.

For the FV method, five unshielded type T fine-wire thermocouples (50 µm diameter) were used to measure the air temperature at a height of ~1.7 m above ground. The sensors were handled carefully during the experimental duration and were cleaned with Acetone solution (cleaning agent) after every two weeks. The five thermocouples were placed at different distances (TC$_1$ = 170 m, TC$_2$ = 165 m, TC$_3$ = 160 m, TC$_4$ = 155 m and TC$_5$ = 150 m) from the field boundary (Figure 2a). A CR3000 data logger sampled thermocouples signals at 10 Hz.

Additional measurements were conducted for energy balance analysis. A net radiometer was installed at 2.3 m above the ground, towards the south, on the same pole with the EC system for measuring net radiation ($R_n$) (W m$^{-2}$). Soil heat flux (G) was measured using two soil heat flux plates installed at a depth of 0.08 m in the soil and four soil temperature sensors, placed in the soil layer, two above each plate, at depths of 0.02 and 0.06 m respectively [33]. Half-hourly averages of measured variables ($R_n$, G, and soil temperature) were sampled and recorded on the CR3000 data logger. Dry batteries, charged by solar panels, were used as a power source.

### 3.3. Evaluation Criteria

The performance of the FV method was assessed separately for each thermocouple. RMSE was used to evaluate the accuracy of the estimations of the FV against the measurements of the EC method. In addition, regression analysis was performed to test how well the FV data fit the EC method. The following formulations were used for analysis: (a) Coefficient of determination ($R^2$) Equation (8) [34], (b) the root mean square error (RMSE) Equation (9) [35] (c) Relative error (RE) Equation (10) [36]:

$$R^2 = \frac{\sum_{i=1}^{N} (X_i - \bar{X})(Y_i - \bar{Y})^2}{\sum_{i=1}^{N} (X_i - \bar{X})^2 \sum_{i=1}^{N} (Y_i - \bar{Y})^2} \tag{8}$$

$$RMSE = \sqrt{\frac{\sum_{i=1}^{N} (Y_i - X_i)^2}{N}} \tag{9}$$
where $N$ is the number of half-hourly data points. The relative error (RE) was calculated as Equation (10):

$$RE = 100 \frac{\text{RMSE}}{(Y_{\text{max}} - Y_{\text{min}})}$$

where $Y_{\text{max}}$ and $Y_{\text{min}}$ are the maximum and minimum estimated values from the FV method respectively.

### 3.4. Possible Error Sources

Measurement errors may result either from sensors inaccuracy or from non-optimal conditions in the field measurements. Since all sensors used in this study were purchased just before the field campaign, they were under factory calibration, thus their inaccuracy was minimal. Furthermore, the fine-wire junctions of the thermocouples used for the FV analysis were frequently cleaned (Section 3.2.) to avoid performance deterioration, due to dirt accumulation. Another possible source of error is associated with the suitability of the specific field and atmospheric conditions for EC and FV flux measurements. To minimize this type of error the experiment was conducted in a homogeneous and horizontal tea field, and the sensors were positioned at a location and height that provided sufficient fetch for reliable flux measurements (see Section 4.1. below). Besides, the analysis was done only for data collected under unstable conditions, during daytime hours and rainless days. This minimized the number of data points with low turbulence conditions and assured that for most data points turbulence levels were satisfactory for reliable EC measurements. Hence it is assumed that errors of this type are at the same level as it is common in such field studies [5].

### 4. Results and Discussion

#### 4.1. The Footprint of EC Flux Measurements

A footprint model was applied to analyze the relative contribution of the windward distance to surface fluxes measured by the EC system. The footprint model was estimated by Equations (5)–(7), which provide the ratio between 90% flux footprint and measurement height Equation (5). The analysis was performed mostly for the day time (unstable conditions) [27]. Two days with different climatic conditions were selected from the experimental duration: One (27/11/2018) partly cloudy and the other one (18/10/2018) a sunny day. Diurnal variation of footprint/height ratios for these two days are shown in Figure 4.

![Figure 4](image_url)

**Figure 4.** Variation of half-hourly 90% footprint to measurement height ratio Equation (5) for two days one partly cloudy (27/11/2018) and the other with a clear sky (sunny day) (18/10/2018) [28].
Results in (Figure 4) show that the ratio during the sunny day was in the range 0–30, significantly lower than the ratio determined during the partly cloudy day which ranged between 50 to 60. This difference is presumably because during the sunny day, the surface was warmer, and the boundary layer was more unstable than during the partly cloudy day. This larger instability resulted in a shorter 90% flux footprint during the sunny than the partly cloudy day. Besides, Figure 4 shows that in both days the ratio is smaller than the common 100:1 fetch/height ratio. This indicates that under the conditions of this experiment most of the flux measured by the EC system originated from within the tea field under study. Hence, the EC data is reliable and can be used as a reference to the FV method.

4.2. Energy Balance Closure Analysis

The analysis of EC data was done only for time intervals with a mean wind direction within 45° of the dominant wind direction [37]. The EC raw data were processed using the Easy-Flux DL, a data processing program by Campbell Scientific, USA. Raw data obtained during sensor fault or high precipitation days was discarded from all further analyses.

For the energy balance closure analysis, a linear regression was performed between the sum of half-hourly turbulent fluxes (LE + H) vs the available energy (Rn − G), as shown in (Figure 5). The linear regression is Equation (11):

\[
LE + H = 0.60(R_n - G),
\]

where 0.60 is the closure slope (Figure 5). The reliability of the energy balance closure was justified with the slope of 0.60 and relatively high \( R^2 = 0.83 \) which supports the reasonable quality of flux data measured by the EC and used for the further analysis against the FV estimations. Although the energy balance closure is low, this result is in good agreement with previous studies, as in most of the literature the slope is ranged between (0.55–0.99) for open fields [38,39]. These results support the use of \( H_{EC} \) measured by the EC system to calibrate the similarity constant (\( C_T \)) of the FV method using Equation (1).

![Figure 5. Linear regression between the components of the energy balance closure based on the EC flux measurements.](image)

4.3. Sensible Heat Flux Comparison

Results in Figure 6a–e show regressions between FV estimated and EC measured sensible heat flux, for five different thermocouple positions, under unstable conditions. The FV estimations are based on the similarity constant (\( C_T \)) that was adjusted to give the best agreement between \( H_{FV} \) and \( H_{EC} \) for each position separately.
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Figure 6. (a) Fetch of 170 m from field boundary; (b) Fetch 165 m from the field boundary; (c) Fetch of 160 m from field boundary; (d) Fetch of 155 m from field boundary; (e) Fetch of 150 m from field boundary. Regression analysis between the estimated $H_{FV}$ and measured $H_{EC}$ at five different positions along the fetch.
As shown in Figure 6a, very good agreement was observed between the 30-min estimations of \( H_{\text{FV}} \) and \( H_{\text{EC}} \) at 170 m from the field edge, with a slope of 0.94, a relatively high \( R^2 = 0.86 \), low RMSE = 25 Wm\(^{-2}\) and relative error \( \text{RE} = 9.25\% \). All estimations at the other positions were also in good agreement with the measurements of the EC method, with \( R^2 \) always larger than 0.6. Some data points, especially in Figure 6b–e show a relatively high estimation of \( H_{\text{FV}} \) as compared to \( H_{\text{EC}} \). The analysis showed that this occurred mainly in the later part of the day, from 15:00 to 16:00. The parameters of regressions between \( H_{\text{FV}} \) and \( H_{\text{EC}} \) showed that this occurred mainly in the later part of the day, from 15:00 to 16:00. The parameters of regressions between \( H_{\text{FV}} \) and \( H_{\text{EC}} \) are presented in Table 4 and plotted in Figure 7. Figure 7 clearly shows that \( R^2 \) increases, whereas RMSE decreases with increasing fetch. Hence, a larger fetch provides a better agreement between FV and EC sensible heat flux. This is presumably because with a larger fetch the surface layer becomes more developed and the FV approach, which is based on MOST, is more valid.

Table 4. Statistical parameters of the regressions between \( H_{\text{EC}} \) and \( H_{\text{FV}} \) at the different positions: \( R^2 \), the similarity constant \( C_T \), RMSE, RE, and slope. \( n \) is the number of data points in each regression. Fetch is the distance from the field edge for the dominant wind direction.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>( H_{\text{FV}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensors TC</td>
<td>TC1 TC2 TC3 TC4 TC5</td>
</tr>
<tr>
<td>Fetch (m)</td>
<td>170 165 160 155 150</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.86 0.80 0.72 0.68 0.64</td>
</tr>
<tr>
<td>( C_T )</td>
<td>2.3 2.4 2.3 2.2 2.3</td>
</tr>
<tr>
<td>RMSE (Wm(^{-2}))</td>
<td>25.00 30.55 37.85 41.70 44.84</td>
</tr>
<tr>
<td>RE (%)</td>
<td>9.25 10.74 14.33 14.44 12.57</td>
</tr>
<tr>
<td>Slope</td>
<td>0.94 0.98 0.98 0.96 0.97</td>
</tr>
<tr>
<td>( n )</td>
<td>291 289 294 291 293</td>
</tr>
</tbody>
</table>

Figure 7. Variation of \( R^2 \) and RMSE for \( H_{\text{FV}} \) vs \( H_{\text{EC}} \) along fetch.

Another important parameter in the FV analysis is the similarity constant \( (C_T) \), estimated from the regression analysis between \( H \) measurements of the EC system and that estimated by the FV method using Equation (1). In the present study, the estimated \( C_T \) was ranging between 2.2 and 2.4 (Table 4) with an average value of 2.3 [40]. Overall, it was observed from the study that the similarity constant was independent of the fetch.
This is the first study that analyzed the effect of variable fetch on the performance of the FV method under open field conditions. The results of this study, regarding the variability of $R^2$ and $C_T$ with fetch (Table 4) are qualitatively similar to those by Tanny et al. [14] who studied the FV method in a screenhouse in which pepper was grown. In both studies, $R^2$ of the regression between $H_{EC}$ and $H_{FV}$ increased with fetch, indicating the spatial development process of the surface layer and the increasing validity of MOST with distance. The similarity constant obtained in the screenhouse by Tanny et al. [14] was about 3.8, significantly larger than the value obtained here of 2.3. This could be explained by the presence of the screened roof in Tanny et al.’s experiment, which presumably inhibited the development of the turbulence as compared to the open field studied here [14].

4.4. Latent Heat Flux Estimation

The latent heat flux (LE) was estimated as a residual of the energy balance Equation (12):

$$LE_{FV} = 0.60(R_n - G) - H_{FV}. \quad (12)$$

The regression statistics were performed separately for each thermocouple along the fetch. Since the FV data was analyzed only under unstable conditions, and these prevail mostly during the daytime, only daytime values of the latent energy flux were analyzed. The regressions between the $LE_{FV}$ and measured $LE_{EC}$, are presented in (Figure 8a–e).

Statistical analysis of the results presented in Table 5, showed that $R^2$ varied from TC$_1$ to TC$_5$ along the fetch. The $LE_{FV}$ gave a good estimate of $LE_{EC}$ for all thermocouples and all the slopes were close to unity with RMSE always less than 45 Wm$^{-2}$. The FV latent heat flux at TC$_1$ which was closest to the EC system and had the longest fetch yielded best results with a slope 0.95, lowest RMSE of 25.11 Wm$^{-2}$, lowest RE of 4.73 %, and largest $R^2 = 0.90$, as compared to all other thermocouples. The performance of the $LE_{FV}$, as indicated by RMSE, was improved as position changed and became closer to the EC system and with longer fetch. The overall estimates of $LE_{FV}$, at all positions, were in good agreement with the measurements of the EC system.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>LE$_{FV}$</th>
<th>TC$_1$</th>
<th>TC$_2$</th>
<th>TC$_3$</th>
<th>TC$_4$</th>
<th>TC$_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensors</td>
<td></td>
<td>TC$_4$</td>
<td>TC$_2$</td>
<td>TC$_3$</td>
<td>TC$_4$</td>
<td>TC$_5$</td>
</tr>
<tr>
<td>Fetch (m)</td>
<td></td>
<td>170</td>
<td>165</td>
<td>160</td>
<td>155</td>
<td>150</td>
</tr>
<tr>
<td>$R^2$</td>
<td></td>
<td>0.90</td>
<td>0.87</td>
<td>0.78</td>
<td>0.75</td>
<td>0.71</td>
</tr>
<tr>
<td>RMSE (Wm$^{-2}$)</td>
<td>25.11</td>
<td>29.22</td>
<td>37.79</td>
<td>41.74</td>
<td>44.77</td>
<td></td>
</tr>
<tr>
<td>RE (%)</td>
<td>4.73</td>
<td>5.96</td>
<td>7.52</td>
<td>7.78</td>
<td>7.03</td>
<td></td>
</tr>
<tr>
<td>Slope</td>
<td>0.95</td>
<td>0.87</td>
<td>0.97</td>
<td>0.97</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>291</td>
<td>289</td>
<td>294</td>
<td>291</td>
<td>293</td>
<td></td>
</tr>
</tbody>
</table>

The independence of the FV performance on the fetch observed here implies that the method could be reliable also under conditions of smaller fetch than that realized here (although this was not examined in the present study). A recent study by Haymann et al. (2019) has demonstrated a similar observation regarding another micrometeorological method, the Surface Renewal (SR) [41]. The possibility of reliable LE estimations under limited fetch might be applicable for measurements in small agricultural fields or in agricultural field trials where small plots with different treatments are studied. It provides a significant advantage of the FV method over the EC where large fetch is mandatory.
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Figure 8. (a) Fetch of 170 m from field boundary; (b) Fetch of 165 m from field boundary; (c) Fetch of 160 m from field boundary; (d) Fetch of 155 m from field boundary; (e) Fetch of 150 m from field boundary. Half-hourly $\text{LE}_{\text{PV}}$ derived by using Equation (12) plotted against $\text{LE}_{\text{EC}}$ for unstable conditions during Sep–Nov 2018.
5. Conclusions and Outlook

In this study, the effect of variable fetch on the performance of the FV method for the estimation of surface fluxes of $H$ and LE in the open field was studied for the first time. The results showed that the FV method was reliable for the estimation of $H$ and provided an accurate estimation of LE. The similarity constant ($C_T$), estimated from the regression analysis between the $H$ estimates of the FV and the measurements by the EC method, changed along the fetch, but a consistent trend was not observed, and it was concluded that the $C_T$ has a mean value of 2.3, and is independent of the fetch. The regression between the $H_{FV}$ and $H_{EC}$ for the TC1 which is very close to the EC system and far from the field edge provided higher $R^2 = 0.86$ and lower RMSE = $25 \text{ Wm}^{-2}$ relative to the other thermocouples. In summary, the FV method proved to be a reliable method for the monitoring of surface fluxes at low cost as compared to the EC method.

The FV method is an attractive candidate to be used by growers for day-to-day estimates of LE as an aid in irrigation management. However, two aspects should be examined before it can be considered for routine application. First, it is obvious that farmers will not operate an EC system for FV calibration. Hence, a question of interest is how robust is the similarity constant obtained in this study for other tea plantations. This requires additional field campaigns in other tea plantations. The second aspect is the long-term performance of the fine-wire thermocouples. In this study, the miniature thermocouple junction was frequently cleaned to avoid dirt accumulation. However, it is not clear yet how long such a junction can provide reliable data and whether it should be replaced periodically. To resolve this question, a long-term study should be performed where possible temporal variations of sensor performance would be addressed. Another benefit of such a long-term study would be the examination of the FV performance under various weather conditions, which is missing from this study that was conducted during a relatively limited period of time.
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