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1. Introduction

As far as we know, in spite of the intensive studies of limit-periodic (especially Schrödinger-type) operators (see, e.g., [1,2], and the references therein), the results about the existence of limit-periodic solutions to nonlinear differential and difference equations are very rare (see e.g., [3–8]). For some related periodicity and almost-periodicity problems and applications, see, e.g., [9–12], and the references therein. As already pointed out in [5], since the space of limit-periodic sequences is (unlike for limit-periodic functions) Banach (cf. [4,13]), the existence criteria for limit-periodic solutions of difference equations are significantly simpler than those for differential equations. Nevertheless, an obstruction related to the absence of global Lipschitzianity restrictions, imposed on the given right-hand sides of equations under consideration, remains also in the discrete case. For the recently investigated continuous case, see [6] and the references therein.

Hence, the aim of the present note is to obtain, by means of our technique (see [5], Theorem 3.2, resp. Corollary 3.3), which we state below in the form of Proposition 2, the effective solvability criteria of the equation from the title. Its scalar and vector cases will be treated separately. Let us note that, in particular cases, the equation from the title can describe discrete population models for a single species. For instance, if $h(x) := -\mu x + \mu - \lambda$, $\mu > 0$, then we get the forced logistic equation. For more details, see e.g., ([14], Chapter 1, [15], Chapter 2).

2. Preliminaries and Auxiliary Results

At first, we will recall the notion of a limit-periodic sequence and its basic properties.
**Definition 1.** A sequence $x := \{x_t\} \in (\mathbb{R}^n)^\mathbb{Z}$, where $\mathbb{R}$ and $\mathbb{Z}$ denote respectively the sets of reals and integers, is called limit-periodic if there exists a family of periodic sequences $x^k := \{x^k_t\}, k \in \mathbb{N}$ ($\mathbb{N}$ denotes the set of positive integers), such that $\lim_{k \to \infty} x^k_t = x_t$, uniformly w.r.t. $t \in \mathbb{Z}$.

It is well known (see e.g., [5]) that Definition 1 is equivalent to the following definition of a semi-periodic sequence (cf. [13]).

**Definition 2.** A sequence $x := \{x_t\} \in (\mathbb{R}^n)^\mathbb{Z}$ is called semi-periodic if $\forall \varepsilon > 0, \exists T \in \mathbb{N}, \forall m \in \mathbb{Z}, \forall k \in \mathbb{Z}, |x_{k+mT} - x_k| \leq \varepsilon$.

**Remark 1.** Since the uniform and Stepanov norms, namely $\|\cdot\|_{\infty}$ and $\|\cdot\|_{S^p_T}$, where $\|x\|_{\infty} := \sup_{t \in \mathbb{Z}} |x_t|$, $\|x\|_{S^p_T} := \sup_{m \in \mathbb{Z}} \left( \frac{1}{T+1} \sum_{t=m}^{m+T} |x_t|^p \right)^{\frac{1}{p}}, T \in \{0\} \cup \mathbb{N}, p \geq 1$, were shown in ([16], Proposition 1 and Remark 2) to be equivalent, both Definitions 1 and 2 can be easily reformulated in terms of Stepanov limit-periodic and Stepanov semi-periodic sequences by means of the Stepanov norm $\|\cdot\|_{S^p_T}, p \geq 1$.

Summing up, it will be convenient to recall the following proposition (cf. [5], Proposition 2.12).

**Proposition 1.** The following properties of a sequence $\{x_t\} \in (\mathbb{R}^n)^\mathbb{Z}$ are equivalent:

(i) $\{x_t\}$ is uniformly limit-periodic,
(ii) $\{x_t\}$ is (Stepanov) $S^p_T$-limit-periodic,
(iii) $\{x_t\}$ is uniformly semi-periodic,
(iv) $\{x_t\}$ is (Stepanov) $S^p_T$-semi-periodic.

Moreover, the set of all (Stepanov) limit-periodic, resp. (Stepanov) semi-periodic sequences $\{x_t\} \in (\mathbb{R}^n)^\mathbb{Z}$, endowed with the uniform or Stepanov norms $\|\cdot\|_{\infty}$ or $\|\cdot\|_{S^p_T}, p \geq 1$, is a Banach space.

Now, let us proceed to the difference system

$$x_{t+1} = f(x_t) + p_t, \quad (1)$$

where $f \in C^1(\mathbb{R}^n, \mathbb{R}^n)$ and $\{p_t\} \in (\mathbb{R}^n)^\mathbb{Z}$ is a (Stepanov) limit-periodic sequence. Let us also consider the associated one-parameter family of systems

$$x_{t+1} = f(x_t) + p^N_t, \quad (2)$$

where the class of $T_k$-periodic ($T_k > 0$) sequences $\{p^N_t\} \in (\mathbb{R}^n)^\mathbb{Z}, N \in \mathbb{N}$, converges uniformly to $\{p_t\}$.

Our technique in ([5], Corollary 3.7) will be stated here in the form of the following proposition.

**Proposition 2.** Assume still that

(i) for each fixed $N$, system (2) admits a $T_k$-periodic solution $\{x^N_t\}$,
(ii) $\sup_{N \in \mathbb{N}} \|\{x^N_t\}\|_{\infty} < \infty$,
(iii) if $A^N_t$ is the Jacobian matrix of $f$ at $x^N_t$, then there exists a non-singular solution of the homogeneous system

$$y_{t+1} = A^N_t y_t, \quad (3)$$
which satisfies the exponential dichotomy, for all sufficiently large values of $N$, with common constants $K$ and $\alpha$, characterizing the exponential dichotomy.

Then, system (1) possesses a uniformly limit-periodic solution.

Let us recall the definition of an exponential dichotomy for Equation (3). Introducing the resolvent $R: \mathbb{Z}^2 \to \mathcal{M}_n$, where $\mathcal{M}_n$ denotes the space of real $n \times n$ matrices, and

$$R(t,s) := \begin{cases} A_{t-1} \ldots A_s, & \text{for } t > s, \\ A_{s-1}^{-1} \ldots A_{t-1}^{-1}, & \text{for } t < s, \\ I_n, & \text{for } t = s, \end{cases}$$

where $I_n$ is the identity matrix, it has the semi-group property. Taking $\Phi_t := R(t,0)$, we say that Equation (3) satisfies an exponential dichotomy if there exists a projection $P$ ($P^2 = P$) and constants $K > 0$, $\alpha \in (0,1)$ such that

$$\begin{cases} |\Phi_t P \Phi_s^{-1}| \leq Ke^{\alpha t - s}, & \text{for } t \geq s, \\ |\Phi_t (I_n - P) \Phi_s^{-1}| \leq Ke^{\alpha (t-s)}, & \text{for } t \leq s. \end{cases}$$

Let us note that $\Phi_t P \Phi_s^{-1} y$ is the $t$-iterated image of the projection by $P$ of the solution of Equation (3) such that $y_s = y$. In the stable case, $P = I_n$, and so $\Phi_t P \Phi_s^{-1} = R(t,s)$, when $t \geq s$, and $\Phi_t (I_n - P) \Phi_s^{-1} = 0$, when $t \leq s$.

**Remark 2.** For some alternative definitions of an exponential dichotomy for Equation (3), see, e.g., [17–19]. In particular, Palmer gives in [18] a finite-time condition for an exponential dichotomy. In fact, all these conditions were formulated for a more general class of (uniformly) almost-periodic homogeneous systems (3).

On this basis, we can define the associated Green function $G: \mathbb{Z}^2 \to \mathcal{M}_n$, where (see, e.g., [5], and the references therein)

$$G(t,s) := \Phi_t (P l_{t \geq s} + (I_n - P) l_{t \leq s}) \Phi_s^{-1} = \begin{cases} \Phi_t P \Phi_s^{-1}, & \text{for } t > s, \\ I_n, & \text{for } t = s, \\ \Phi_t (I_n - P) \Phi_s^{-1}, & \text{for } t < s, \end{cases}$$

and

$$l_{t \geq s} := \begin{cases} 1, & \text{for } t \geq s, \\ 0, & \text{for } t < s. \end{cases}$$

### 3. Limit-Periodic Solutions: Scalar Case

Consider the equation from the title in the scalar case ($n = 1$), i.e.,

$$x_{t+1} - [h(x_t) + \lambda] x_t = r_t,$$  \hspace{1cm} (6)

where $\lambda > 1$, $h \in C^1(\mathbb{R}, \mathbb{R})$ and $\mathbb{Z} = \{r_t\} : \mathbb{Z} \to \mathbb{R}$ is a (Stepanov or) uniformly limit-periodic sequence (see Definition 1 and Proposition 1).

At first, let us deal with the case, when $\mathbb{Z}$ is periodic. Since we would like to obtain a periodic solution for Equation (6), we associate to it its Schauder-like parametrization, namely

$$x_{t+1} - [h(q_t) + \lambda] x_t = r_t,$$  \hspace{1cm} (7)

where $q \in Q_D := \{p \in \mathbb{R}^\mathbb{Z}, \|p\|_\infty \leq D\}$. 
Consider still the homogeneous equation, obtained by the linearization of Equation (6) at \( \{q_t\} \), i.e.,

\[
x_{t+1} - [h'(q_t)q_t + h(q_t) + \lambda] x_t = 0.
\]

(8)

Let us assume that there exists a constant \( D > 0 \) such that

\[
\forall x \in [-D, D]: h(x) \geq 0 \text{ and } h'(x)x + h(x) \geq 0,
\]

(9)

jointly with

\[
\|z\|_\infty \leq \frac{\lambda + 1}{\lambda - 1} \|z\|_\infty.
\]

(10)

We are ready to formulate the first main theorem (for the scalar case), when applying Proposition 2.

**Theorem 1.** Let \( \lambda > 1 \) and let there exist a constant \( D > 0 \) such that condition (9) holds for \( h \in C^1(\mathbb{R}, \mathbb{R}) \), jointly with condition (10) for a (Stepanov or) uniformly limit-periodic sequence \( \{r_t\} : \mathbb{Z} \to \mathbb{R} \). Then, Equation (6) admits a uniformly limit-periodic solution \( z \) satisfying

\[
\|z\|_\infty \leq \frac{\lambda + 1}{\lambda - 1} \|z\|_\infty.
\]

(11)

**Proof.** Observe that, under the assumption (9), the homogeneous Equation (8) exhibits an exponential dichotomy with constants \( K = 1 \) and \( \alpha = 1/\lambda \) because

\[
|h'(q_t)q_t + h(q_t) + \lambda| = h'(q_t)q_t + h(q_t) + \lambda \geq \lambda,
\]

by which

\[
|x_t| = \frac{1}{|h'(q_t)q_t + h(q_t) + \lambda|} |x_{t+1}| \leq \frac{1}{\lambda} |x_{t+1}|.
\]

Moreover, Equation (7) admits a unique entirely bounded solution \( u \) which takes the form

\[
u_t = \sum_{\ell \in \mathbb{Z}} G_q(t, \ell) r_{t-1},
\]

where \( G_q \) is the Green function for Equation (7), where \( r_t = 0 \), (see Formula (5)). By the standard calculations, we obtain that (see e.g., [5])

\[
\|u\|_\infty \leq K \frac{1 + \alpha}{1 - \alpha} \|z\|_\infty = \frac{\lambda + 1}{\lambda - 1} \|z\|_\infty.
\]

If \( r \) is \( T_k \)-periodic, then so must be \( u \) (see e.g., [20], Theorem 2.6). For each \( k \in \mathbb{N} \), we introduce

\[
Q_k := \{ p \in \mathbb{R}^\mathbb{Z}, p \text{ is } T_k\text{-periodic and } \|p\|_\infty \leq D \},
\]

and the operator \( T_k : Q_k \to \mathbb{R}^\mathbb{Z} \), where

\[
T_k(q) := \sum_{\ell \in \mathbb{Z}} G_q(t, \ell) r_{t-1}.
\]

One can easily check that this operator is continuous and compact (\( Q_k \cap \mathbb{R}^{\mathbb{Z} \cap [0,T_k]} \) is compact), and such that \( T_k(Q_k) \subset Q_k \), provided condition (10) holds.

Thus, for a given \( r \), we take \( D \) such that \( D \geq \frac{\lambda + 1}{\lambda - 1} \|z\|_\infty \), and the set \( Q_k \) as above. Applying the well known Brouwer fixed point theorem, \( T_k \) possesses a fixed point \( \varphi_k \in Q_k \), which represents a \( T_k \)-periodic solution of Equation (6), where \( r \) is \( T_k \)-periodic. Moreover, \( \sup_{k \in \mathbb{N}} \|\varphi_k\|_\infty \leq D \).
Now, let us proceed to a limit-periodic sequence \( r \). According to Definition 1, it is a limit of a family of periodic sequences \( \{r_k\} \). We take \( D > \frac{1}{\lambda + 1} \sup_{k \in \mathbb{N}} \|r_k\|_\infty \). Since we have the exponential dichotomy with the same constants for each perturbated system, all the assumptions of Proposition 2 are satisfied. Thus, we obtain the existence of a limit-periodic solution \( z \) of Equation (6) satisfying the inequality (11), which completes the proof. \( \square \)

**Remark 3.** Taking \( H(x) := h'(x)x + h(x) \), we can see that if \( h \) is even (resp. odd), then \( H \) must be also. Thus, if \( h \) is odd, then the only situation in order function \( H \) could satisfy the assumption (9) occurs, provided \( h(x) = 0 \), for each \( x \in [0, D] \), which does not have much meaning. On the other hand, if \( h \) is even, then \( H \) must be too, and it is sufficient to satisfy the inequality in condition (9) on \((0, D] \). One can easily check that the function \( h \) satisfies this assumption on \((0, D] \) if and only if the function \( x \mapsto xh(x) \geq 0 \) is non-decreasing.

We can see then that the assumption (9) is in fact a local non-decreasing property.

We can give some illustrative examples in order condition (9) to be satisfied with an implicit or explicit \( D \).

**Example 1** (with an implicit \( D \)). Assume that there is an expansion of \( h \) around 0,

\[ h(x) := a_n x^n + o(x^n), \quad a_n > 0, \]

where \( n \) is a (strictly) positive even number. In such a case, we have \( h'(x)x + h(x) = x^a (na_n + o(1)) \), with \( na_n > 0 \). Unfortunately, an implicit character of \( D \) does not lead to an effective solvability criterion here.

**Example 2** (\( D \) can be any positive real number). Let \( h \) be a polynomial of an even degree, namely

\[ h(x) := \sum_{k=0}^{N} a_k x^{2k}, \]

where \( a_k \geq 0 \), for every \( k \).

More generally, we can consider the case of the following even Taylor expansion:

\[ h(x) := \sum_{k=0}^{\infty} a_k x^{2k}, \]

where \( a_k \geq 0 \), for every \( k \). Then, any \( D \) (strictly) smaller than the radius of convergence of the series exists. For instance, we can consider the function

\[ h(x) := \frac{1}{1 - x^2}, \]

with \( D \in (0, 1) \). In this case, condition (10) can be reduced to

\[ \|r\|_\infty < \frac{\lambda - 1}{\lambda + 1}, \]

provided \( D = 1 - \epsilon \) holds with a sufficiently small \( \epsilon > 0 \).

4. Limit-Periodic Solutions: Vector Case

In this section, we will consider again Equation (6), but this time in a vector case. Hence, let \( \lambda > 1, h \in C^1(\mathbb{R}^n, \mathbb{R}) \) and \( r = \{r_t\} : \mathbb{Z} \to \mathbb{R}^n \) be a (Stepanov or) uniformly limit-periodic sequence. As before, we associate to this equation its Schauder-like parametrization (7), and the homogeneous equation

\[ x_{t+1} - [(\nabla h(q_t) \cdot x_t)q_t + h(q_t)x_t + \lambda x_t] = 0, \quad (12) \]
where this time \( q \in Q_D := \{ p \in (\mathbb{R}^n)^2, \| p \|_\infty \leq D \} \). We also introduce, for each \( q \in \mathbb{R}^n \), the (continuous) linear mapping \( L_q : \mathbb{R}^n \to \mathbb{R}^n \), where

\[
L_q : x \mapsto (\nabla h(q) \cdot x)q + h(q)x.
\]

Letting \( B_D := \{ x \in \mathbb{R}^n, \| x \| \leq D \} \), we will assume that one of the following assumptions holds. Let us note that the first one is a vector analogy of the scalar case. Moreover, it is equivalent to impose this assumption either for all \( x \in \mathbb{R}^n \), or on the ball \( B_D \):

\[
\exists D > 0, \forall x \in \mathbb{R}^n, \forall q \in B_D, \quad h(q) \geq 0 \quad \text{and} \quad L_q(x) \cdot x \geq 0,
\]

(14)

\[
\exists \beta > 1, \exists D > 0, \forall x \in \mathbb{R}^n, \forall q \in B_D, \quad h(q) \geq 0 \quad \text{and} \quad \| L_q(x) + \lambda x \| \geq \beta \| x \|.
\]

(15)

Assume still that

\[
\| x \|_\infty \leq \frac{\lambda - 1}{\lambda + 1} D, \quad \text{or} \quad (\text{in the case of condition (15)}) \quad \| x \|_\infty \leq \frac{\beta - 1}{\beta + 1} D.
\]

(16)

We are ready to formulate the second main theorem (for the vector case).

**Theorem 2.** Let \( \lambda > 1 \) and let there exist a constant \( D > 0 \) such that either condition (14) or condition (15), with a suitable constant \( \beta > 1 \), hold for \( L_q \) defined in the mapping (13), where \( h \in C^1(\mathbb{R}^n, \mathbb{R}) \). Let condition (16) still hold for a (Stepanov or) uniformly limit-periodic sequence \( \{ r_k \} : \mathbb{Z} \to \mathbb{R}^n \). Then, Equation (6) admits a uniformly limit-periodic solution \( \bar{z} \) satisfying

\[
\| \bar{z} \|_\infty \leq \frac{\lambda + 1}{\lambda - 1} \| x \|_\infty, \quad \text{resp.} \quad \| \bar{z} \|_\infty \leq \frac{\beta + 1}{\beta - 1} \| x \|_\infty.
\]

**Proof.** Under the assumptions (14) or (15), the homogeneous Equation (12) exhibits an exponential dichotomy. Indeed, in the first case, for any solution, we have

\[
\| x_{t+1} \| \cdot \| x_t \| \geq x_{t+1} \cdot x_t \geq L_q(x_t) \cdot x_t + \lambda x_t \cdot x_t \geq \lambda \| x_t \|^2.
\]

Thus, we receive the exponential dichotomy with constants \( K = 1 \) and \( \alpha = 1/\lambda \). In the second case, a simple calculation leads to the exponential dichotomy with constants \( K = 1 \) and \( \alpha = 1/\beta \). To consider both situations together, let us replace \( \lambda \) by \( \beta \) in the first case. The unique entirely bounded solution \( \bar{u} \) of Equation (7) satisfies this time the inequality

\[
\| \bar{u} \|_\infty \leq \frac{\beta + 1}{\beta - 1} \| x \|_\infty.
\]

If \( \bar{z} \) is \( T_k \)-periodic, then so must be \( \bar{u} \) (see again [20], Theorem 2.6).

Proceeding in a quite analogous way as in the scalar case in Section 3, we can prove the existence of a \( T_k \)-periodic solution \( \phi_k \) of Equation (6), where \( \bar{z} \) is \( T_k \)-periodic and such that \( \sup_{k \in \mathbb{N}} \| \phi_k \|_\infty \leq D \), provided condition (16) holds.

The claim follows, when applying again Proposition 2. \( \square \)

Although the second inequality in condition (14) is linear with respect to \( h \), we will show that Example 2 cannot be directly extended in a vector way, even in the case of monoms, which justifies considering the vector case separately.

Let us consider the monome

\[
h(x) := \prod_{j=1}^{n} x_j^{\alpha_j}.
\]
where \( c > 0 \), and each \( \alpha_j \) is even. For any positive \( D \), take \( q_i = \frac{D}{\sqrt{n}} \), for all \( i = 1, \ldots, n - 1 \), and \( q_n = \epsilon \frac{D}{\sqrt{n}} \), with \( \epsilon \in (0, 1) \). Then, \( q = (q_1, \ldots, q_n) \in B_D \). Now, let us compute \( L_q(x) \cdot x \), for \( x = (1, \ldots, 1, -\theta) \). It is a quadratic polynomial with respect to \( \theta \), whose discriminant \( \Delta \) takes in terms of \( \epsilon \) the form \( \Delta = \frac{\epsilon^2}{8} + b + c\epsilon^2 \). Thus, for a sufficiently small \( \epsilon \), the discriminant \( \Delta \) is positive, demonstrating that \( L_q(x) \cdot x \) can admit negative values.

On the other hand, in the following illustrative example, we will be able to obtain a suitable local condition for \( h(0) > 0 \), even with an explicit \( D \).

**Example 3** (condition (14)). Let us consider

\[
h(x) := C + \prod_{j=1}^{n} x_j^{\alpha_j},
\]

where \( C > 0 \), and each \( \alpha_j \) is even. Observe that \( h \) is everywhere positive and such that

\[
L_q(x) \cdot x \geq [-\|\nabla h(q)\| \cdot \|q\| + h(q)]\|x\|^2.
\]

Hence, in order to satisfy condition (14), it is enough to obtain the inequality

\[
\|\nabla h(q)\| \cdot \|q\| \leq h(q),
\]

and since \( h(q) \geq C \), it is still enough to have

\[
\|\nabla h(q)\| \cdot \|q\| \leq C.
\]

A basic majorization of the \( i \)-th component of \( \nabla h(q) \), under the constraint \( \|q\| \leq D \), is \( \alpha_i D^{\Sigma_j \alpha_j - 1} \). From this, for \( \|q\| \leq D \), we obtain

\[
\|\nabla h(q)\| \cdot \|q\| \leq D^{\Sigma_j \alpha_j} \sqrt{\sum_j \alpha_j^2}.
\]

Thus, it is sufficient to choose

\[
D = \left( \frac{C^2}{\sum_j \alpha_j^2} \right)^{\frac{1}{\Sigma_j \alpha_j}}.
\]

We have not obviously made an optimal majorization of \( \|\nabla h(q)\| \) in order to obtain a simple and transparent condition. In other words, our estimation can be certainly improved for obtaining a larger \( D \).

Let us deduce a slightly more effective condition for \( n = 2 \) (again not an optimal one). In this case,

\[
\|\nabla h(q)\| = |q_1|^{\alpha_1 - 1} |q_2|^{\alpha_2 - 1} \sqrt{\alpha_1 q_2^2 + \alpha_2 q_1^2} \leq |q_1|^{\alpha_1 - 1} |q_2|^{\alpha_2 - 1} \max \{\alpha_1, \alpha_2\} \|q\| \leq c(\alpha) D^{\alpha_1 + \alpha_2 - 1},
\]

where

\[
c(\alpha) := \frac{(\alpha_1 - 1)\alpha_2 - 1}{(\alpha_1 + \alpha_2 - 2)\frac{\alpha_1 + \alpha_2}{2}} \max \{\alpha_1, \alpha_2\}.
\]

Thus,

\[
\|\nabla h(q)\| \cdot \|q\| \leq c(\alpha) D^{\alpha_1 + \alpha_2},
\]

and we can choose \( D = \left( \frac{C}{c(\alpha)} \right)^{\frac{1}{\alpha_1 + \alpha_2}} \).
Example 4 (condition (15)). Let us turn to the ball $B_D$ with a fixed $D$. We assume a priori that $h(q) \geq 0$ holds in a neighbourhood of $0$. For instance, let $h(0) > 0$. Furthermore, suppose that, for some $c > 0$ and $p > 0$, we have
\[
\|\nabla h(q)\| \leq c\|q\|^p.
\]
Then, $|h(q)| \leq h(0) + \frac{c}{p+1}\|q\|^{p+1}$, and subsequently
\[
\|L_q(x)\| \leq \left[ h(0) + c\frac{p+2}{p+1}\|q\|^{p+1} \right] \|x\|.
\]
Thus, let us still suppose that $h(0) > 1$ and $\beta \in (1, h(0))$. For (an explicit value of) $D$, we get for any $q \in B_D$ that
\[
\|L_q(x) + \lambda x\| \leq \left[ \lambda - \left( h(0) + c\frac{p+2}{p+1}\|q\|^{p+1} \right) \right] \|x\|.
\]
Assume finally that $\lambda - h(0) > 1$, and take any $\beta \in (1, \lambda - h(0))$. We have
\[
\left( \lambda - \left( h(0) + c\frac{p+2}{p+1}\|q\|^{p+1} \right) > \beta \right) \iff \left( \|q\| \leq \left( \frac{p+1}{p+2} \frac{\lambda - h(0) - \beta}{c} \right)^{\frac{1}{p+1}} \right).
\]
After all, we can take
\[
D \leq \left( \frac{p+1}{p+2} \frac{\lambda - h(0) - \beta}{c} \right)^{\frac{1}{p+1}}
\]
in order to satisfy condition (15). By the optimization with respect to $\beta$, we can readily check that any $D$ satisfying
\[
D < \left( \frac{p+1}{p+2} \frac{\lambda - h(0) - 1}{c} \right)^{\frac{1}{p+1}}
\]
can be chosen for it. The last step is to specify $D$ such that $h(q) \geq 0$, for every $q \in B_D$.

5. Conclusions

Under the assumptions of Theorems 1 and 2, the obtained limit-periodic solutions are obviously also almost-periodic. On the other hand, if the forcing terms $\{r_t\}$ in Equation (6) are almost-periodic (or, in particular, quasi-periodic), then one should proceed in a different manner in order to get an almost-periodic (resp. quasi-periodic) solution. However, if the forcing terms $\{r_t\}$ in Equation (6) are at the same time limit-periodic and quasi-periodic, then they become simply periodic (see [4], Theorem 2 and [5], Remark 4). In this very special case, the existence criteria for periodic solutions can be significantly improved. Concretely, conditions (9), (14), and (15) can be reduced into $h(x) \geq 0$, for $x \in B_D$.

Observe that, in the special case of the limit-periodically forced logistic equation (i.e., $h(x) := -\mu x + \mu - \lambda$, $\mu > 0$), namely
\[
x_{t+1} + \mu(x_t - 1)x_t = r_t,
\]
condition (9) takes the form
\[
\exists D > 0 \text{ such that, for some } \lambda \in (1, \mu), \quad \forall x \in [-D, D]: -2\mu x + \mu - \lambda \geq 0.
\]

Condition (10) is the same as above, i.e.,
\[
\|x\| \leq \frac{\lambda - 1}{\lambda + 1}D.
\]
One can readily check that they can be satisfied for \( D = \frac{\mu - \lambda}{2\mu}, \mu > \lambda > 1, \) and
\[
\| r \|_{\infty} \leq \frac{\lambda - 1}{\lambda + 1} \cdot \frac{\mu - \lambda}{2\mu}.
\]

For example, taking \( \mu = 3.5 \) and \( \lambda = 2, \) we have \( D = \frac{3}{11}, \) and subsequently \( \| r \|_{\infty} \leq \frac{1}{11}. \)

Let us finally note that if condition (9) holds on the whole line, like e.g., for \( h(x) := \frac{x}{2} + \arctan x, \) then Equation (6) admits a limit-periodic solution for any limit-periodic forcing \( \{ r_t \}. \) In the special case of \( h(x) := \frac{x}{2} + \arctan x, \) the second inequality in condition (9) namely holds because
\[
[h'(x)x + h(x)]' = \frac{2}{x^4 + 2x^2 + 1} > 0,
\]
by which \( h'(x)x + h(x) \) is strictly increasing, jointly with
\[
\lim_{x \to -\infty} [h'(x)x + h(x)] = \lim_{x \to -\infty} \left[ \frac{x}{1 + x^2} + \frac{\pi}{2} + \arctan x \right] = 0.
\]

More generally, a sufficient condition for satisfying condition (9), for all \( x \in \mathbb{R}, \) takes the form:
\[
h(x) \geq 0, \quad [h(x)x]'' \geq 0 \quad \text{and} \quad \lim_{x \to -\infty} [h(x)x]' \geq 0.
\]

In the vector case, the same is true, provided condition (14) or condition (15) holds, for all \( q \in \mathbb{R}^n. \)
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