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Preface

The scope of Buildings includes subjects related to building science, building engineering,
building construction, and architecture. Buildings is organized into five sections: (1) Building
Structures; (2) Building Materials and Repair and Renovation; (3) Building Energy, Physics,
Environment, and Systems; (4) Architectural Design, Urban Science, and Real Estate; and (5)
Construction Management, Computers, and Digitization. The “10th Anniversary” Special Issue
comprises 39 research papers covering historical trends, the state of the art, current challenges,
creative and innovative solutions, and future developments in each of these five sections (with 8
papers in Section 1, 6 in Section 2, 7 in Section 3, 6 in Section 4, and 12 in Section 5). Twenty-one
papers focusing on the first three sections are in Book 1, whereas the remaining eighteen papers are in
Book 2. I would like to thank the researchers who contributed to these two books of the Special Issue,
as well as the reviewers, editors, and managerial staff (especially our Managing Editor at the time,
Ms. May Zheng) who were involved in the production of this Special Issue. The multi-disciplinary
nature of the 39 high-quality papers included in the “10th Anniversary” Special Issue reflects the high
level of maturity that has been reached by Buildings over the last 10 years, as well as the wider impact
of Buildings on building-related research and practices.

David Arditi
Editor
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Abstract: The journal Buildings was launched in 2011 and is dedicated to promoting advancements in
building science, building engineering and architecture. Motivated by its 10th anniversary in 2021,
this study aims to develop a bibliometric analysis of the publications of the journal between April 2011
and October 2021. This work analyzes bibliometric performance indicators, such as publication and
citation structures, the most cited articles and the leading authors, institutions and countries/regions.
Science mappings based on indicators such as the most commonly used keywords, citation and
co-citation, and collaboration are also developed for further analysis. In doing so, the work uses
the Scopus database to collect data and Bibliometrix to conduct the research. The results show the
strong growth of Buildings over time and that researchers from all over the world are attracted by
the journal.

Keywords: bibliometrics; science mapping; Scopus; Bibliometrix

1. Introduction

Buildings is an international journal in the fields of building science, building engineer-
ing and architecture. Prof. Chimay J. Anumbea, the founding editor, created the journal in
2011 [1]. Between 2011 and 2018, Buildings was published as a quarterly journal. In 2017,
Prof. David Arditi became the editor-in-chief and in the next year, the journal increased the
number of issues and began to publish every month. Today, the journal is well recognized
in the scientific community. It is indexed in Scopus (Elsevier) and the Science Citation Index
Expanded (SCIE) of Web of Science (Clarivate Analytics). According to the Journal Citation
Reports (JCR) of the Web of Science, the journal’s 2020 impact factor was 2.648, ranking
32nd of 66 journals in the category of Construction & Building Technology and 61st of 136
in Engineering, Civil. This was the first time that Buildings received an impact factor.

Recently, Buildings is celebrating its 10th anniversary. Inspired by this event, the main
aim of this paper is to provide a thorough bibliometric analysis of the journal from the
last ten years. A bibliometric performance analysis of Buildings is carried out based on
key factors, such as the publication and citation structures, the most cited papers, and
the leading authors, institutions and countries/regions. To map the bibliographic data
graphically, this work uses a wide range of indicators including bibliographic coupling [2],
co-citation [3], co-occurrence of keywords and collaboration. To this end, this work uses
the Scopus database and Bibliometrix [4] to collect and analyze the bibliographic material.

Note that in the literature, it has become the norm to develop bibliometric research
since it provides scholars with realistic and objective statistics and analysis, enabling
researchers to build a comprehensive knowledge and understanding of the research field.
The different application fields of bibliometric analysis include civil engineering and
management [5], automation in construction [6], energy [7], road and bridge engineering [8],
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transport [9], etc. Particularly, it is interesting to publish special issues or papers to celebrate
the significant anniversary of a journal. A key example is that in 2015, Knowledge-Based
Systems published a bibliometric analysis of its scientific content to celebrate its 25th
birthday [10]. Many other journals have published special issues or papers to celebrate
their anniversaries, such as International Journal of Systems Science [11] and Information
Sciences [12].

This paper is organized as follows: Section 2 presents the bibliometric methods used in
this paper. Section 3 provides the bibliometric performance analysis. The science mapping
analysis of Buildings is carried out in Section 4. Finally, Section 5 gives a short description
of the main findings and conclusions of the paper.

2. Bibliometric Methods

The term bibliometrics was first created by Paul Otlet [13] in 1934 and further defined
by Broadus [14] as “the quantitative study of physical published units, or of bibliographic
units, or of the surrogates for either”. Bibliometrics is valued as an important and useful
approach to analyze academic research outputs and deal with overwhelming volumes of
information [15]. Several decades ago, it was difficult for researchers to collect and classify
complex bibliometric data due to the lack of efficient technology or software. However,
thanks to the rapid development of science and technology, different bibliometric tools and
software are available now to assist scholars in conducting their research [16].

In this paper, the bibliometric data come from Scopus, one of the world’s leading
academic databases. Scopus covers more than 80 million documents and 17 million author
profiles. The search covered the period from April 2011 to October 2021 using “Buildings”
as the source title. Note that there was another journal with the same name between 1996
and 2002 and it is not included within the scope of this research. A total of 1466 articles
shown as the results were considered (1542 articles have been published in Buildings so far,
but the other 76 documents were omitted since they were not directly available in Scopus).

The authors used Bibliometrix to collect and analyze the dataset and develop the
graphical visualization. This unique tool was developed in R language by Aria and Cuccu-
rullo [4] in 2017. To conduct this study using a bibliometric method, several bibliometric
indicators from different perspectives were considered. As for bibliometric performance
analysis, we analyzed the journal’s annual publications, citation structure and the most
cited papers, as well as the leading authors, institutions and countries/regions. As for
science mapping analysis in Section 4, we analyzed the keywords of the articles published
in Buildings and describe studies based on citations, co-citations and collaborations. The
whole process of bibliometric analysis of the journal is illustrated in Figure 1.

k@ R

publicationsand | |y o fioids piot |
- citations i
=1
= . A } historical trends
Scopus . . i

H author(s) § keywords )
= - " W X

v
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@ § “ limitations

gl
discussions and

data collection rformance analysi science mapping conclusions

Figure 1. The process of bibliometric analysis.

3. Bibliometric Performance Analysis of Buildings

In this section, several performance indicators including the publication and citation
structure, the most cited papers and the leading authors, institutions and countries/regions
are used.
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3.1. Structure of Publications and Citations

Buildings published its first volume with one issue in 2011 and expanded to contain
four issues in the next year. In 2018, the journal adopted a monthly publication schedule
and since then it has published 12 issues per year. The distribution of publications and
citations up to October 2021 is shown in Table 1. Additionally, several citation thresholds
are included to provide a better overview.

Table 1. Annual publication and citation structure.

Year TP TC >50 >20 >10 >5 >1
2011 2 13 0 0 1 1 1
2012 27 764 4 12 15 21 27
2013 39 407 1 6 14 26 38
2014 47 551 1 9 18 28 43
2015 75 1124 3 20 38 55 72
2016 51 500 0 5 22 39 49
2017 121 1695 4 31 64 96 121
2018 187 1638 2 18 61 110 177
2019 237 1684 1 14 66 121 224
2020 246 731 0 0 14 55 205
2021 434 307 0 0 2 6 154
Total 1466 9414 16 115 315 558 1111
% 100.00% 1.09% 7.84% 21.49% 38.06% 75.78%
Abbreviations: TP and TC = Total papers and citations; >50, >20, >10, >5, >1 = Number of papers with equal or
more than 50, 20, 10, 5 and 1 citation(s).

Until 2016, the journal published a small number of papers per year. In 2017, more
than twice as many articles as the previous year were published. This change reflects
the growing popularity of Buildings in the scientific community. In 2020, the journal
published its 1000th paper, which marked a new milestone. Between 2011 and 2016, the
pattern of citations received per year was variable, reaching peaks of 1124 citations in 2015.
Then, the number of citations remained around 1600 from 2017 to 2019 and decreased
significantly after 2019. This phenomenon in the two last years (2020 and 2021) may be
caused by the citation time-window [11], so citations may pick up in the following years.
Note that 1.09% of papers receive more than 50 citations and 7.84% more than 20. A
proportion of 38.06% of documents have more than five citations and 75.78% get at least
one citation. It can be observed that once articles are a few years old, there are very few
uncited articles in Buildings. This result shows that Buildings is a high-quality and widely
recognized journal. Next, let us consider the most cited papers published in the journal.
Note that research articles and review articles are divided and the results are summarized
in Tables 2 and 3, respectively.

Table 2. Most cited papers (research articles).
R TC Title Author/s Year CIY
1 181 Design of A Sustainable Buildir}g: A Conceptual Framework for Akadiri, PO.; Chinyio, 2012 18.10
Implementing Sustainability in the Building Sector E.A.; Olomolaiye, P.O.
A Cqmpar.atiye Cradle-to-gate Life Cy.cle Assessment of .Mid-Rise Robertson. A.B.: Lam
2 94 Office Building Construc.tlon Alternatives: Laminated Timber or ECF: éole f{.]. ! 2012 9.40

Reinforced Concrete ! !

3 65 Fatigue-Prone Details in Steel Bridges Ha%i[lir:l,e I:gn?;;fﬁanl’ 2012 6.50

4 63 Rethinking Design and Urban Planning for the Cities of the Future Saaty, T.L.; De Paola, P. 2017 12.60

5 60 A Thermal Simulation Tool for Building and Its Interoperability Bahar, Y.N.; Pere, C.; 2013 6.67
through the Building Information Modeling (BIM) Platform Landrieu, J.; Nicolle, C.
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Table 2. Cont.

R TC Title Author/s Year CrY
6 55 Rocking and Kinematic Approaches for Rigid Block Analysis of Casapulla, C.; Giresini, L.; 2017 11.00
Masonry Walls: State of the Art and Recent Developments Lourengo, P.B. ’
7 54 Adaptive Thermal Comfort in Japanese Houses during the Summer Rijal, H.B.; 2015 771
Season: Behavioral Adaptation and the Effect of Humidity Humphreys, M.; Nicol, F. ’
8 52 A Production Model for Construction: A Theoretical Framework Antunes, R.; Gonzalez, V. 2015 7.43
. . . . Minunno, R.; O’Grady, T.;
9 50 Strategies for Applying the C}rqﬂar Economy to Prefabricated Morrison, G.M.; 2018 12.50
Buildings
Gruner, R.L.
10 49 Seismic Analysis of H1stor1§ Masopry Buildings: The Vicarious Betti, M.; Galano, L. 2012 490
Palace in Pescia (Italy)
Daylight Design of Office Buildings: Optimisation of External Solar . T
a8 Shadings by Using Combined Simulation Methods Gonzdlez, J.; Florito, F 2015 686
12 48 Building Information Modelling for Smart Built Environments Zhang],j.e; S;?rt’ B-C; 2015 6.86
13 47 Life Cycle Assessment (LCA) of Different Kinds of Concrete Colangelo, E; Forcina, A,; 2018 1175
Containing Waste for Sustainable Construction Farina, I.; Petrillo, A. '
14 46 Material Efficiency of Building Construction Ruuska, A.; Hikkinen, T. 2014 5.75
. . . Fregonara, E.;
15 43 Econo_m.lc-Enwronmental Ir\dlc?to.rs to’ Support Ipvestment Giordano, R.; Ferrando, 2017 8.60
Decisions: A Focus on the Buildings’ End-of-Life Stage
D.G.; Pattono, S.
16 43 BIM Guidelines Inform Facilities Man.agement Databases: A Case Kensek, K. 2015 6.14
Study over Time
17 4 Integrating Simplified and Full Life Cycle Approaches in Decision Oregi, X.; Hernandez, P; 2015 6.00
Making for Building Energy Refurbishment: Benefits and Barriers Gazulla, C.; Isasa, M. '
Rooftop PV Potential in the Residential Sector of the Kingdom of Khan, M\M.A; Asif, M.;
18 41 . . 2017 8.20
Saudi Arabia Stach, E.
. . . . Del Giudice, V.; De
19 41 Using Genetic Algorithms for Real Estate Appraisals Paola, P; Forte, F. 2017 8.20
Energy and Economic Evaluation of Green Roofs for Residential Mahmogd, AS; Asif, M’
20 39 Buildings in Hot-Humid Climat Hassanain, M. A.; Babsail, 2017 7.80
" &8s orHu ates M.O.; Sanni-Anibire, M.O.
Table 3. Most cited papers (review articles).
R TC Title Author/s Year C/Y
A Review of Seismic Isolation for Buildings: Historical .
! 9% Development and Research Needs Warn, G.P; Ryan, K.L. 2012 980
2 89 Self-Centering Seismic Lateral Force Resisting Systems: High Chancellor, N.B.; Eatherton, 2014 1116
Performance Structures for the City of Tomorrow M.R,; Roke, D.A.; Akbas, T. :
3 83 The Vertical Farm: A Review of DeveloPments and Implications for Al-Kodmany, K. 2018 2075
the Vertical City
4 65 A Review of Psychologme.ﬂ L1terf1ture' on the. Health and Wellbeing Gillis, K.; Gatersleben, B. 2015 9.29
Benefits of Biophilic Design
. . . Navaratnam, S.; Ngo, T.;
5 60 Performance Review of Prefabrlc.ated Bullc'hng Systems and Future Gunawardena, T 2019 20.00
Research in Australia
Henderson, D.
6 58 Estimation and Minimization I;)Z‘E?Vlsodled Carbon of Buildings: A Akbarnezhad, A.; Xiao, J. 2017 11.60
7 51 PCMs for Residential Building Applications: A Short Review Bland, A.; Khzouz, M.; 2017 10.20
Focused on Disadvantages and Proposals for Future Development Statheros, T.; Gkanas, E.I. :
Recent Progress in Daytime Radiative Cooling: Is It the Air . .
8 49 Conditioner of the Future? Santamouris, M.; Feng, J. 2018 12.25
A Scientometric Review and Metasynthesis of Building .
? 3 Information Modelling (BIM) Research in Africa Saka, A.B.; Chan, D.W.M. 2019 10.67
0 3 Blockchain and Building Information Modeling (BIM): Review and Nawari, N.O.; Ravindran, 5. 2019 10.67

Applications in Post-Disaster Recovery
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Note that in the case of a tie in the number of citations, the youngest paper appears
first. The most cited research article was published by Akadiri, P.O., Chinyio, E.A. and
Olomolaiye, P.O. in 2012, with 181 citations. This paper proposed a framework based on the
sustainable triple bottom line principle, including resource conservation, cost efficiency and
design for human adaptation [17]. This paper is the only one that has received more than
one hundred citations. Considering the indicator of citations per year, it can be found that
Al-Kodmany, K. comes first. Prof. Al-Kodmany delivered a review on a vertical farm and
analyzed its developments and implications for a vertical city [18]. Although this research
was published only three years ago, it has received more than 70 citations, indicating the
widespread interest in vertical farms.

3.2. Leading Authors, Institutions and Countries/Regions

This section reviews the most contributing authors, originating institutions and coun-
tries /regions based on published papers in Buildings.

First, the 20 most productive authors are shown in Table 4. To provide a better overview,
several other bibliometric indicators including author Scopus ID, countries/regions, the
number of citations and the cites per paper ratio are also considered. The table ranks
the data based on the number of publications and, in the case of a tie, according to the
number of citations. We can highlight that Dr. Sepasgozar, Prof. Al-Kodmany, Prof. Bedon
and Dr. Zhang are the most productive authors in the journal. Dr. Sepasgozar published
14 scholarly papers in Buildings concerning digital technology applications, such as three-
dimensional printing [19], digital twin [20] and additive manufacturing applications [21].
Prof. Al-Kodmany conducted research mainly on the sustainability of tall buildings [22-24],
vertical farms [18] and vertical cities [25]. Note that Prof. Al-Kodmany and Bedon were the
winners of the “Buildings 2018 Best Paper Awards” and “Buildings 2020 Young Investigator
Awards”, respectively. As Prof. Bedon and Dr. Zhang have only started publishing papers in
Buildings in recent years, their citations are relatively low compared to other leading authors.

Table 4. Most productive authors.

R Author Scopus ID Country/Region TP TC TC/TP
1 Sepasgozar, S.M.E. 55924332100 Australia 14 224 16.00
2 Al-Kodmany, K. 6603005886 USA 9 191 21.22
3 Bedon, C. 57217221032 Italy 9 54 6.00
4 Zhang, X. 57209625490 Sweden 9 24 2.67
5 Tannace, G. 6506458238 Ttaly 8 93 11.63
6 Kvande, T. 6504559094 Norway 8 63 7.88
7 Lafhaj, Z. 6508004741 France 8 31 3.88
8 de Brito, J. 7003285554 Portugal 8 21 2.63
9 Blanchet, P. 7102260600 Canada 8 20 2.50
10 Trematerra, A. 56016998400 Italy 7 58 8.29
11 Wang, C.C. 57194027095 Australia 7 24 3.43
12 Silva, A. 25959361900 Portugal 7 11 1.57
13 de Paola, P. 56433637200 Italy 6 162 27.00
14 Lourenco, P.B. 7004615647 Portugal 6 101 16.83
15 Shirowzhan, S. 55923557900 Australia 6 66 11.00
16 Mojtahedi, M. 57211244906 Australia 6 59 9.83
17 Sassu, M. 6508376589 Italy 6 56 9.33
18 Ciaburro, G. 55459296100 Italy 6 47 7.83
19 Edwards, D.J. 7404086765 United Kingdom 6 27 4.50
20 Hammad, AW.A. 56430620200 Australia 6 15 2.50

Another interesting issue to analyze is the most productive affiliations of the journal.
For this purpose, Table 5 presents the 20 most productive affiliations. As in the previous
table, other indicators are also included to provide a better overview. The University
of New South Wales clearly obtains the first position with 46 articles, followed by the
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University of Naples Federico I and the Norwegian University of Science and Technology.
It is interesting to note that even though the University of Naples Federico I has published
only about half as many articles as the University of New South Wales, it has a higher
citation rate. Furthermore, the University of Naples Federico Il and Norwegian University
of Science and Technology have published almost the same number of papers, but the
former has the leading number of citations.

Table 5. Most productive affiliations.

R Affiliations Country/Region TP TC TC/TP
1 University of New South Wales Australia 46 345 7.50
2 University of Naples Federico II Italy 24 364 15.17
3 Norwegian University of Science Norway 23 142 6.17
and Technology
4 University of Minho Portugal 20 175 8.75
5 Sapienza University of Rome Italy 17 138 8.12
6 Curtin University Australia 15 137 9.13
7 University of Pisa Ttaly 14 185 13.21
8 Tongji University China 13 124 9.54
9 The University of Melbourne Australia 13 113 8.69
10 The University of Sydney Australia 13 107 8.23
11 Ryerson University Canada 13 98 7.54
12 The Hong Kong Polytechnic China 13 75 5.77
University

13 Rzeszow University of Technology Poland 13 55 423
14 Deakin University Australia 13 27 2.08
15 Lund University Sweden 12 87 7.25
16 Aalto University Finland 12 69 5.75
17 Delft University of Technology The Netherlands 12 46 3.83
18 University of Florida USA 11 102 9.27
19 University of Trieste Italy 11 68 6.18
20 Polytechnic University of Bari Italy 11 61 5.55

Finally, the most productive countries/regions are shown as follows in Table 6 and

Figure 2. Globally, Italy dominates the list with nearly twice the number of papers than
the USA, which is in second place. Australia comes in third, with 105 total papers. Note
that in Tables 2 and 3, the majority of productive authors and institutions are from Italy
and Australia, so there is no doubt that these countries rank high. Furthermore, Italy is the
only country that has published more than 200 papers and has more than 2000 citations.
From the indicator of MCP/MRP, we can conclude that countries such as Italy, Australia
and United Kingdom have a strong willingness to cooperate with other countries/regions.

Table 6. Most productive countries/regions.

R Country/Region TP SCP/SRP  MCP/MRP TC TC/TP
1 Ttaly 209 172 37 2085 9.98
2 USA 114 89 25 1118 9.81
3 Australia 105 71 34 741 7.06
4 United Kingdom 98 70 28 907 9.26
5 Poland 79 72 7 252 3.19
6 China 73 48 25 153 2.10
7 Portugal 53 45 8 287 542
8 Sweden 50 40 10 316 6.32
9 Canada 48 37 11 351 731
10 Spain 42 33 9 191 4.55




Buildings 2022, 12, 37

Table 6. Cont.

R Country/Region TP SCP/SRP MCP/MRP TC TC/TP
11 New Zealand 29 25 4 249 8.59
12 Finland 28 19 9 166 5.93
13 Germany 27 16 11 166 6.15
14 Japan 24 17 7 138 5.75
15 France 22 13 9 204 9.27
16 Korea 22 20 2 24 1.09
17 Norway 22 19 3 108 491
18 Saudi Arabia 21 16 5 154 7.33
19 Greece 18 16 2 63 3.50
20 Indonesia 17 13 4 138 8.12

Abbreviations: SCP/SRP = Single Country Production/' Single Region Production; MCP /MRP = Multiple Country
Production/Multiple Region Production.
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Figure 2. Most productive countries/regions.

4. Science Mapping Analysis of Buildings

This section developed a science mapping based on key factors including keywords,
citation/co-citation and collaboration.

4.1. Analysis of Keywords

To begin with, we analyzed the author keywords occurring in the journal and their
frequency, thematic map, growths, trends, and thematic evolution. Note that author
keywords sum up the issues involved in an article and author preferences [26].

Figure 3 depicts a word cloud to show the 50 most frequent author keywords in papers
in Buildings. The size of words demonstrates the word’s frequency of occurrence. It is not
surprising to find that the keyword “sustainability” is in the center of the graph, followed
by “energy efficiency” and “thermal comfort”. “Buildings”, “bim” (Building Information
Modeling) and “construction” also show their importance. “Climate change” has been
a hot topic in recent years, especially in fields such as architecture and the environment.
Other building performance parameters, such as “durability” and “natural ventilation”,
are also commonly utilized.
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Figure 3. Word cloud of keywords.

Then, to get further understanding, Figure 4 depicts a thematic map of author key-
words. A thematic map allows the visualization of four different typologies of themes
based on two dimensions, i.e., density and centrality. Density is the strength of internal ties
among all the keywords that are used to describe the research theme, while centrality is the
strength of external ties to other themes by exploiting the authors’ keyword field [27]. The
upper-right quadrant called motor themes has clusters that are vital and well-developed
in Buildings. In this quadrant, Cluster 1 includes “lean construction”, “refurbishment”,
“embodied energy”, “project management” and “case study”. The position of Cluster 1
indicates its highest density among these keywords and its above-average importance. The
upper-left quadrant called niche themes has clusters that are well-developed but not vital

A

for the domain. From this quadrant, Cluster 1 includes “reinforced concrete”, “cultural

i A

heritage”, “pushover analysis”, “seismic assessment” and “masonry”, while Cluster 2
includes “durability”, “concrete”, “building envelope”, “compressive strength” and “fly
ash”, and the third one includes “facility management” and “machine learning”. Due
to the close position of Cluster 1 and Cluster 2, we can argue that both of them are well
developed but not the most vital for the domain. It is evident that Cluster 3 indicates
its lowest importance in this map. The lower-left quadrant called emerging or declining
themes has clusters with lower centrality as well as density in Buildings. The only cluster
in this quadrant includes “optimization”, “residential buildings”, “energy performance”
and “genetic algorithm”. Finally, the lower-right quadrant called basic themes has clusters
that are crucial for the domain but not well-developed or clusters that are cornerstones of
the domain. In this quadrant, Cluster 1 includes “buildings”, “climate change”, “energy”,
“comfort” and “energy saving” and the second one includes “building information mod-

s v

eling”, “construction”, “productivity” and “retrofitting”. It is obvious that some of them
are basic concepts, such as “buildings”, “construction” and so on. Some others, such as
“climate change” and “energy saving”, are important and need more attention.

Another interesting issue to consider is the annual growth of the top 10 keywords.
Figure 5 demonstrates the evolution clearly from 2011 to 2021. On the whole, every keyword
increased yearly, and this phenomenon also shows the sustained and steady development
of Buildings. From the details, it is striking that “energy efficiency”, “thermal comfort” and
“sustainability” have remained the top three occurrences in the past decade. “Buildings”,
with a sharp increase in the curve, has emerged as the fourth most common occurrence
since 2016. “BIM” has maintained a high growth rate since 2018; it emerged as the sixth
most common keyword in 2021 while its occurrence was very low before 2018. Although
“durability” consistently had the fewest occurrences, it has seen a significant increase after

2019, and we can assume that it will continue to grow in the future.
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Figure 5. Growth of the top 10 keywords.

A further interesting issue is to analyze the trending topics in Buildings. Figure 6
depicts the top topics based on the keyword occurrences that have been continuously
studied since 2011. As noted, on the right side of the figure, the topic frequency from
10 to 50 is demonstrated by the blue-filled circle, and the larger the circle, the higher the
frequency. The topic “energy” was the only popular topic in the early years of Buildings.
Then, in 2016 and 2017, some other topics such as “climate change”, “simulation” and
“energy efficiency” began to receive scholars’ attention in Buildings. In 2016, “simulation”
attracted more attention than “energy”. Next, in 2017, “optimization”, “sustainability”
and “buildings” appeared in the trending topics list and continued to maintain scholars
attention. It is noticeable that “sustainability” and “construction” became the most two
significant topics in 2019 and surpassed “energy efficiency” and “thermal comfort”, which
were most popular in 2018. However, from 2020 to 2021, “concrete”, “cultural heritage”,
“durability” and “construction industry” have been focal points. Moreover, we can predict
that these newly popular topics will continue to receive more attention in Buildings.

’
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Last but not least, in order to analyze the thematic evolution of the journal, we
developed a Sankey diagram, shown in Figure 7. A Sankey diagram is used to show how
different themes are connected and have developed in the past [28]. Each box in the map
denotes a theme, and the size of boxes is proportional to the frequency of the theme’s
occurrences [29]. The flows connect each box showing the evolution traces of the theme,
and the thicker the connecting line, the higher the linkage of the two themes.
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Figure 7. Thematic evolution.

From an overall perspective, it can be found that as time goes by, themes in Buildings
are becoming increasingly diverse, probably because more and more scholars from different
fields are attracted to the journal. It is noticeable that “energy efficiency” first appeared
in 2011-2014, was further developed in the following four years, and continued to draw
attention in the final time zone 2019-2021. Furthermore, this topic was the most popular one
between 2015 and 2018. Some objective indicators, such as “optimization”, “sustainability”
and “thermal comfort”, have only started to flourish in recent years. This result reflects the

state-of-the-art of the journal.

4.2. Analysis of Three-Fields Plot

The three-fields plot embedded in the Bibliometrix tool allows us to understand
the complete bibliometric research in one figure and exhibit proportionality among the
content [27]. Figure 8 shows the most active 15 countries/regions in Buildings in the left
field, keywords that these countries/regions are using in the middle field, and the main
journal sources in the right field. From the middle field, we find that the scholars in Buildings

7 s

focus more on “energy efficiency”, “thermal comfort”, “sustainability”, “buildings” and

10
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“construction”. This field reveals hot topics that scholars should pay closer attention

to. These results are the same as in Figure 3. Note that “energy efficiency” and “thermal
comfort” are prevalent in Energy and Buildings, whereas “thermal comfort” is more prevalent
in Build and Environment. Furthermore, it is obvious from the right field that Energy and
Buildings and Building and Environment are playing the most significant roles as major
sources in Buildings. From the left field, it is noticed that the United Kingdom, Italy, the
USA and Australia have the largest number of publications in Buildings and cover most
research areas, and this result is consistent with our previous analyses.
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Figure 8. Three-fields plot.

4.3. Analysis of Citations and Co-Citations

We next created a historiograph of Buildings. Figure 9 shows the chronological map
based on the most relevant citations. Each flow in the same color identifies a direct citation
and signifies a concept and its historical development. The nodes in the flows are core
documents with high citations (both local citations and global citations are taken into
account). The largest citation stream is in blue, starting with the research of Vinokurov,
M. in 2018 [30] and 2019 [31]. This path provides several new insights on the efficiency,
economy and climate implications of the energy solutions. Note that as the most cited
author in this figure, Fargnoli, M. is also marked in blue. He proposed two novel methods
based on Preliminary Human Safety Assessment (PHSA) [32] and BIM [33] in order to
enhance occupational safety in the construction industry. The second largest citation
stream is in red, starting in 2019 and further developing in 2021. These papers in red
provide insights into and analysis of seismic vulnerability [34], seismic assessment [35] and
nonlinear static procedures [36]. Other citation streams all contain only a few nodes. From
the diversity of colors in this map, we can conclude that Buildings covers a wide range of
research topics and applications.

Then, we looked into the co-citations of journals regarding documents published in
Buildings. A co-citation of journals occurs when two documents from different journals
receive a citation from the same third document [3]. Fifty journals are shown in Figure 10.
The colored circles and lines represent the journals and their co-linkages with other journals,
respectively. At the same time, the size of the circle represents the citation weight [37]. We
can intuitively see that this map is divided into three clusters with different colors. It is
obvious that the three biggest circles in this colorful map are Energy and Buildings in green,
Building and Environment in green and Buildings in blue. Therefore, these three journals
have the largest number of citations and the broadest network. The blue Buildings circle
links with journals such as Sustainability and Automation in Construction, and they form a

11
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blue cluster together. As for the green cluster, Energy and Buildings has co-citations with
Automation in Construction, Energies and other green circles. Similarly, the formation of the
red cluster is based on the same theory. However, the red cluster has fewer citations and
linkages than the other two clusters.
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4.4. Analysis of Collaboration
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Figure 11 depicts the collaboration network of institutions in Buildings. The colored
circles and lines represent the institutions and their collaborations with other institutions,
respectively. This map is divided into seven clusters with different colors. By querying the
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countries or regions where these institutions belong, it is not difficult to find that almost all
the institutions in the same cluster come from the same country or region. For instance,
Moscow Automobile and Road Construction University, Far Eastern Federal University,
Belgorod State Technological University and Peter the Great Saint-Petersburg Polytechnic
University are all located in Russia. Similarly, the institutions in the red cluster come
from Australia, the pink from France, the yellow from Canada and the blue from Italy.
However, the green cluster contains the University of New South Wales from Australia and
Universidade Federal do Rio de Janeiro from Brazil, and the brown cluster contains the
Central University of Technology from South Africa and Leeds Beckett University from the
United Kingdom.
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Figure 11. Collaboration network of institutions.

Buildings has a massive international collaboration, which contributes to the global
academic exchange. The international collaboration network identifies how countries
and regions are related in the journal. Figure 12 shows results at the geographic level,
and Figure 13 shows these in detail. In Figure 12, the shade of countries/regions and
the thickness of lines represents the number and the proportion of their collaborations,
respectively. Not surprisingly, the most active area is the European sector. We can observe
that China and Australia demonstrate the strongest cooperative tie with each other. In
Figure 13, the size of countries/regions represents the number of their collaborations,
and the larger the circle, the more cooperative partners they have. The thickness of lines
indicates the closeness of the collaboration of countries/regions. Italy has the widest range
of cooperative partners, followed by the United Kingdom, Australia, the USA and China.
These five countries are high-yield countries. Furthermore, it can be observed that China,
the USA and Australia have a strong connection with each other, and their willingness to
cooperate with each other is evident.

Figure 12. An overview of cooperation between countries/regions.
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5. Discussions and Conclusions

Buildings was first published 10 years ago in 2011. Motivated by its 10th anniversary,
this study presents a bibliometric analysis of publications in the journal between 2011
and 2021. This work adopts two bibliometric methods: performance analysis and science
mapping [38].

Regarding performance analysis, the research first identified the publication and
citation structure of the journal. The results show the strong growth of Buildings throughout
time. Up to now, the journal has published more than one thousand documents and
is widely acknowledged by scholars all over the world. The most cited paper, entitled
“Design of A Sustainable Building: A Conceptual Framework for Implementing Sustainability in
the Building Sector”, was written by Akadiri, P.O., Chinyio, E.A. and Olomolaiye, P.O. in
2012. Then, this work reviewed the leading authors, institutions and countries/regions.
The results indicate that Italy is the most productive country in Buildings, well above the
results of the USA, which appears at the second position. The University of New South
Wales, located in Australia, has been the most productive affiliation over the past 10 years
with 46 publications and 345 citations in total. Looking at the most cited authors, we
recognize the contributions of Sepasgozar, S.M.E. from Australia, Al-Kodmany, K. from
the USA, Bedon, C. from Italy and Zhang, X. from Sweden. In this sense, it is clear that the
journal is becoming very popular worldwide.

In order to delve deeper into the results, this work used science mapping in Section 4.
This approach provides a more comprehensive visualization of the results. We considered
author keywords, three-fields plot of institutions, keywords and main journal sources,
citations, co-citations and collaboration. From the analysis of author keywords, we can con-
clude that the journal published more on the topics of “sustainability”, “energy efficiency”
and “thermal comfort”. Between 2011 and 2014, scholars in Buildings published papers
mainly about simulation, climate change and energy. However, in the following four years,
“energy efficiency” became the most popular topic, followed by “life cycle assessment”
and “buildings”. In the last three years, “masonry”, “energy efficiency” and “reinforced
concrete” have attracted more attention from researchers. This result provides us with the
developing trends of topics of the journal.

This journal is closely connected to other leading journals in the field, such as Energy
and Buildings and Building and Environment. As for the collaboration network in Buildings,
this study provides a knowledge domain map that identifies collaborative networks of
researchers between journals and countries/regions. The results show that institutions
from the same country or region work more closely together. Italy has the widest range
of cooperative partners, followed by the United Kingdom, Australia, the USA and China.
These five countries are high-yield countries.

This study is useful to scholars, publishers or others interested in building science,
building engineering and architecture. It provides people with a comprehensive overview

q
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of Buildings from the past ten years using a bibliometric method and also forms a base
for initiating further study in this area. For example, it is worth noting that hot topics
such as energy efficiency, cultural heritage and climate change may continue to attract
attention. Furthermore, through the previous analysis, we can predict that the journal will
be acknowledged by more and more people over the world in the future. The number of
publications and citations will likely continue to increase, and the research topics in the
journal may become increasingly various and in-depth. There is no doubt that Buildings
will continue to provide a platform for the expression and dissemination of ideas and
strengthen cooperation among authors, institutions and countries/regions, as well as build
a bridge between academia and industry.

Furthermore, there are some gaps the journal should pay attention to. For example,
with the increase in publications, the diversity of research directions and fields has increased,
too. The journal should maintain a quality/quantity balance and also emphasize on the
depth and contribution of articles. Furthermore, Buildings runs special issues to create
collections of papers on specific topics, but the classification of special issues can be further
refined and become more innovative. It is also advisable for the journal to take some
measures, such as organizing academic events, to encourage scholars and promote the
development of academia.

This study provides a full description of Buildings but also presents some limitations.
Since the data were collected from the Scopus database, the limitations of this database may
also apply to this study. For instance, 76 documents are omitted since they are not directly
available in Scopus, so some results may not be completely correct. Another limitation is
that although the work uses a wide range of indicators in order to provide a comprehensive
overview from different perspectives, we have to acknowledge that the work is not perfect
and there are some missing perspectives we did not take into consideration. Future research
should make improvements in these two directions to provide better research.
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Abstract: Wind induced pressures on buildings are the product of a velocity pressure and a pressure
coefficient. The way in which these two quantities are calculated has changed over the years, and
Design Codes have been modified accordingly. This paper tracks the evolution of the approach
to wind loading of buildings from the practice in the 1950s, mainly referring to the Swiss Code
SIA, to the most recent advances including probabilistic methods, internet databases, and advanced
modelling of meteorological phenomena.

Keywords: wind pressure coefficients; wind load; design codes; wind tunnel tests; aerodynamic database

1. Introduction

Broadly speaking, the action exerted by the wind on a body is proportional to the wind
velocity pressure through an aerodynamic coefficient, accounting for the way in which the
body interacts with the flow. In the ideal case in which the flow is laminar and the body is
streamlined, the surface pressure can be expressed as:

w=gq-c 1)

where g = 0.500? is the velocity pressure, and ¢ = ¢(M) is the pressure coefficient, de-
pending on the location M where pressure is measured. This is not quite the case for Civil
construction in general and for buildings in particular. Indeed, wind in the low atmosphere
is characterized by a turbulent boundary layer flow, in which the mean wind speed is
variable with the height above the ground, and to which a three-component turbulence
is superimposed. In addition, civil constructions quite seldom meet the requirement of
a streamlined shape, being instead bluff bodies. The bluff shape causes flow separation,
generating additional turbulence to the oncoming one, the so-called signature turbulence,
whose characteristics are related to the aerodynamics of the building and to a lesser extent
to the characteristics of the oncoming wind. Finally, the mean and fluctuating properties
of the wind flow cannot be defined through a deterministic approach, but rather need a
probabilistic treatment. Combination of the three aspects above makes Equation (1) the
general expression of a physical law, yet unable to alone give a quantitative definition of
the load.

The structure of Equation (1) seems to separate well that which derives from the
characteristics of the flow from the effects of aerodynamics, yet this separation is not unique,
and lends itself to many possible interpretations, as well as to potential misunderstandings.
In fact, the meaning of the two terms appearing to the hand right side of the equation must
be properly defined from both the physical and the statistical points of view.

In this paper, the evolution of Equation (1) from its first use to modern applications
is briefly outlined. For use of designers making their way through Codes of Practice,
the meaning and use of Code equations are also explained.
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2. Early Studies on Building Aerodynamics

With the aim of experimentally measuring wind loads on simple objects, in 1871 the
first wind tunnel was built by E. H. Wenham. The results of his tests on flat inclined plates
were then used by W. Unwin, who first attempted to evaluate wind pressures on building
roof surfaces [1]. In doing this, a first major error arose, that of assuming that the load
measured on an isolated element remains the same when the element becomes part of
an assemblage; this is not quite true, as the pressure distribution is related to the overall
geometry, and not merely of that of the detail where it is measured. The first wind tunnel
for civil engineering applications was built in 1890 in Melbourne, Australia, by W. C. Kernot
with the purpose of measuring wind pressures on a flat plate orthogonal to the flow. In the
coming years, wind tunnels were built also in Denmark by J. O. V. Irminger (1893) and
in France by A. G. Eiffel (1909), both aimed at assessing wind loads on civil structures.
Aerodynamic studies began to develop rapidly, and the first heavier-than-air flight was
achieved in 1903, making aerodynamics the crucial issue in the development of aeronautics.
For more than 50 years civil and aeronautical aerodynamics, though differing from each
other, were investigated in the same experimental facilities as it had not yet been recognized
that the flow encountered by aircraft flying at hundreds or thousands of meters of height is
quite different from that hitting ground-based Civil constructions. This misunderstanding
is at the base of perhaps the major mistake made in earlier times when evaluating wind
loads on Civil structures.

In the early 1900s, the need for specific studies on the pressures exerted by the wind on
buildings began to arise. Until the 1950s, the pressure distribution on plates with different
shapes, dimensions and pitch angles were investigated in wind tunnels, and the results were
used to evaluate the loading of the upwind surfaces of building. Only later, the important
role of suction on the leeward surfaces when evaluating the overall forces due to wind
was acknowledged [2—4]. Irminger [2] first carried out several experiments on rectangular
model buildings with sloped roofs, showing the pressure pattern along the middle section
of the tested models. Then, Irminger and Nekkentved [5,6] used flow visualization to
show that (i) the upwind face was subject to (over)pressure; that (ii) the leeward and
side faces, as well as the downwind roof slope were subject to negative pressure (or
suction); and that (iii) the upwind slope was exposed to either positive or negative pressures
depending on its inclination. Moreover, the dependency of the pressure distribution on
the ratio between width, depth, and height of the building was also highlighted. In their
experiments, Irminger and Nekkentved [5,6] and Nekkentved [7] acknowledged the role
of the wind tunnel floor roughness in influencing the wind speed profile and thus affecting
the distribution and the intensity of wind pressures on model buildings.

In the meantime, starting from 1928 the first regulations on building design due
to wind loading were introduced in Europe. More or less at the same time, on the US
the American Society of Civil Engineering (ASCE) started working at recommendation
for "'Wind Bracing in Steel Buildings’, incorporating all the available data and studies [8].
The values of the pressure coefficients were based on a collection of measurements made in
wind tunnels with smooth flow conditions, and on models often detached from the tunnel
floor; therefore, despite the detailed description of the pressure pattern they provide, such
measurement are now known to be useless as wrong.

The first attempt to compare wind tunnel measurements with full-scale data was
made by Bailey [9], showing quantitative differences between the results coming from the
two approaches. Based on the work of Nekkentved [7], Bailey and Vincent [10] made one
of the first experiments in a boundary layer wind tunnel, simulating the flow in the low
atmosphere, finding good agreement with full-scale measurements. The turning point in
the assessment of wind pressures on buildings was the work of Jensen in 1950s. Continuing
the work of Nekkentved, Jensen [11] clarified the role of ground roughness in generating
wind turbulence, and first pointed out the need and set the rules for properly scaling the
atmospheric boundary layer in the wind tunnel. Jensen’s model law states that the ratio
h/z, (also known as Jensen Number, Je) between the building height, /1, and the roughness
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length, z,, should be the same in wind tunnel as it is in full scale. Despite the work of Jensen,
it took many years before that tests in boundary layer wind tunnel became commonly
available, and in 1956 one of the first wind Codes (SIA 160) was published in Switzerland,
still incorporating pressure and force coefficients measured in smooth flow [12].

3. The Modern Wind Engineering Approach

Besides the error in modelling the flow in the wind tunnel, until the 1960s the as-
sessment of wind loads was based on the wrong hypothesis of steady wind resulting in
steady pressures. This is now known not to be true, especially even in the case of bluff
geometries causing flow separation, therefore a fluctuating separated shear layer and a
turbulent wake. These aerodynamic features produce surface pressure fluctuations on
the body, even when the flow in which this is immersed is laminar; broadly speaking,
the wind velocity fluctuations induced by separation are referred to as signature turbulence.
Before the spread of the use of Extreme Value statistics, Equation (1) was meant as the
combination of the largest value of the velocity pressure at the site (often coinciding with
the largest value ever measured, clearly depending on the measuring technique, on the
length of the observation window, as well as on the inherent randomness of the quantity)
and an average value of the pressure coefficient. This, of course, led to neglecting both the
oncoming and signature turbulence.

In the 1960s, the various aspects of the wind loading of structures were integrated
together into a comprehensive theory by Davenport [13], setting the stage for the Alan G.
Davenport Wind Loading Chain [14,15], and starting the era of modern Wind Engineering.
In this process played their role the use of boundary layer wind tunnels and the establish-
ment of a series of International Conferences on Wind Effects on Buildings and Structures
(now International Conference on Wind Engineering, ICWE) allowing the exchange of
ideas and research results.

Davenport [16] first observed the need for a statistical approach to wind loading, intro-
ducing the concept of “basic design wind speed”, defined as an “extreme value statistics of
the wind speed averaged over a minute”. In this definition, two notions were introduced:
(1) the need for defining an averaging period for wind speeds, and nor rather considering
instantaneous values; the latter, in fact, are not only affected by the measuring technique,
but do not necessarily produce extreme effects on the structure, if their duration is too short;
(2) the need for an Extreme Value (EV) analysis to evaluate the return wind speed, i.e., a
fractile of the yearly maxima associated with a specified probability of exceedance. The
choice of one minute as averaging period was justified by the wrong assumption that the
average size of turbulent eddies was between 1.2 and 1.8 km, corresponding to a time scale
of 60 s when the wind speed is 20m/s and 30 m/s, respectively; therefore averaging over
a minute would have cancelled the turbulent fluctuations out. This is now known not to
be true, as values in the order of 50 to 300 m apply to the turbulence scale during synoptic
storms. However, more than that, what was lacking in the first work of Davenport was an
appropriate treatment of the effects of turbulence on the wind loads.

Later, Davenport [13] better recognized the structure of the atmospheric turbulence
and its impact on the wind loading. He proposed that the instantaneous wind speed is
represented as the sum of a mean wind speed U averaged over a longer period, T, and a
zero-mean turbulent component 1/ (t), averaged over a shorter period, T

Vi =U+u'(t)=U- {1 + u,l(lt)} )

In so doing, the peak wind speed is represented as the product of the mean wind
speed and a gust factor G;:

VZU'[l"Fgulu} :u'Gu (3)
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where I;, = ¢y, /U is the turbulence intensity, and g, is the velocity peak factor, indicating
the average number of standard deviations ¢y, the peak wind speed exceeds the mean value.
The peak factor was found to be a function of the averaging period and of the average
rate v, at which the instantaneous speed up-crosses the mean value; when the turbulent
fluctuations can be approximated by a Gaussian process:

0.5772
W= 1/2log (v, T) + ——2222 4
g og(vuT) + Tog(viT) 4)

Based on the available measurements of the spectrum of the atmospheric turbulence,
it is found that g, ranges between 2.8 and 2.9.

This procedure implies the choice of the averaging period and of the duration of
the gust. Based on the Van der Hoven spectrum of the horizontal wind speed [17], Dav-
enport [14] found it appropriate to use an averaging period of 1 h, accounting for the
macro-meteorological fluctuations, and a duration of the gust of 3s, accounting for micro-
meteorological fluctuations. In doing so, the mean wind speed was to be meant as the
driving statistical quantity, to be evaluated by applying EV analysis to site-specific meteo-
rological data, and the gust factor was to incorporate all the effects coming from ground
surface roughness.

Applying the quasi-steady theory, i.e., assuming that the instantaneous value of the
surface pressure in turbulent flow coincides with what it would be if the flow were laminar
and the wind speed equal to the instantaneous turbulent speed, the instantaneous surface
pressure at a point on the building is given by:

/ 2
w(t) = 0.50V2(t) - &y = 0.5pU? - {1 + ”L(It)} -Tp (5)

where ¢, is to be meant as the mean value of the measured pressure coefficient. Upon lin-
earization of Equation (5), one obtains:

"(t
w(t) ~ 0.50U2 - [1 +2”T(I)] .5 ©6)
and the corresponding peak surface pressure @ is:
Diin = Dyin * [1+28ulu] = Dpi * Goo tin @)

where @y;, = 0.50U7? - ¢y and where G, ;, is a linearized gust loading factor, transforming
the mean load into a peak load.

The linearization in Equation (6) is based on the assumption of small turbulence,
i.e., that u'(t) < U, and brings two major simplifications: first, the mean surface pres-
sure coincides with the surface pressure associated with the mean wind speed; second,
the fluctuating surface pressure is proportional to the turbulent component, wy;, (t) o u'(t)
and @y;, = 21,@j;,. This latter assumption allows expressing the spectrum of the surface
pressure fluctuations directly from the spectrum of the atmospheric turbulence: Sy, o S,
In case of high turbulence, linearization cannot be considered acceptable any more, and this
makes all further steps much more complicated. From Equation (5), the mean surface
pressure turns out to be:

@ = 0.5p[U + ' (+)]* - ¢ = 0.50U2 - & + 0.500% - & = Wy, - [1 4+ 2] ®)

indicating that the bias in the mean surface pressure arising from linearization is @/ wy;, =
1+ I2. The RMS of the surface pressure is:

@ = [w(t) — D2 = @2, - [1 + 0.512] ©)
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In so doing, the bias in the variance of surface pressure arising from linearization
is wz/wfm = 14 0.512; it can be very accurately defined as @ /@y, = 1+ 0.25I2. Since
the bias is a systematic error, then it can be used as a correction factor for Equation (7),
accounting for the linearization of both mean value and variance of surface pressure.

Using the same format as Equation (3), the peak surface pressure is written as:

2
VITOSE] _ o 0

1+ 280l
el

P w _
W=1w- {1+gw%} =w-

where gy, is the surface pressure peak factor, and G, is the gust loading factor. The bias in
the peak surface pressure can be calculated as the ratio of Equations (10) and (7), and to
evaluate it one would need to know the exact value of g;. On the other hand, a linearized
version of g, can be obtained by equating G, in Equation (10) and G, j;;, in Equation (7):

o 1+ 1+12
Sw,lin = §u T+ 0.511% = 8u 1+ 0.2511%

ranging between 2.8 and 3.2 when the turbulence intensity ranges between 0 and 0.4.
The exact value of g, cannot be calculated in closed form; numerical analyses based on the
turbulence spectrum of Eurocode 1 show that, again when the turbulence intensity ranges
between 0 and 0.4 and assuming T = 3s, it ranges between 2.8 and 3.9. A value of 3.5 is
adopted by Eurocode 1.

Figure 1 contains a sketch of the long term spectrum of surface pressure at a point,
as derived from the velocity spectrum of Van der Hoven. In addition to the pressure fluctu-
ations associated with the macro-meteorological and turbulent fluctuations of the wind
speed, it contains also the fluctuations deriving from signature turbulence. The approach of
Davenport, based on a mean pressure coefficient and a gust factor, in fact incorporates only
the effects of the oncoming turbulence, but not those of signature turbulence. The magni-
tude of the latter term depends on the aerodynamic features and on the point at which the
pressure is measured. For streamlined structures and for points on the windward faces the
effect of signature turbulence is low to negligible; for bluff structures and for points in the
separated flow region the effects of signature turbulence can be high.

(11
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Figure 1. Surface pressure spectrum.
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4. Enhanced Probabilistic Approach

The approach of Davenport was first validated by measurements performed by Dal-
gliesh [18] on a 45-story office building, showing that at all points on the windward side
of the structure the PDF of (positive) pressures agreed with the Gaussian assumption.
However, at the only measurement point on the leeward surface the PDF of (negative)
pressures departed from Gaussianity. This aspect was then deeply investigated by Peterka
and Cermak [19], who measured the pressure at hundreds of points on the four vertical
walls and on the roof of a tall building wind tunnel model. They found that pressures can
be grouped in two categories:

1.  on the windward surface, the surface pressure is positive and its PDF is close to being
Gaussian; this behaviour is more generally found at points where ¢, > —0.1;

2. on the surfaces exposed to separated flow, the PDF of pressures departs from being
Gaussian and the left tail tends to an exponential form; this happens when ¢, < —0.25.

On the other hand, according to studies on low-rise buildings [20,21], Holmes [22]
showed that even on the windward walls pressures can be non-Gaussian, this effect being
more evident for large values of the turbulence intensity of the oncoming flow. From a
practical point of view, this translates into peak factors larger than those evaluated by
Equation (4), reaching values potentially as large as 10.

It was then clear that turbulent fluctuations do not immediately translate into pressure
fluctuations, at least at points where the flow is separated, and this suggested a revision
of the quasi steady approach. Based on the observation that it is impossible to separate
the components of the pressure fluctuation deriving from the oncoming turbulence from
those deriving from signature turbulence, an alternative to the Davenport’s approach is
that of combining the mean velocity pressure with a tail statistics of the pressure coefficient.
A first attempt in this direction was that of Lawson [23], who proposed to determine the
design value of pressure coefficients as those corresponding to the 5 x 10~# fractile of the
parent distribution. The chosen probability level corresponds to the largest gust in one
hour having a duration of 1.8 s, as suggested by Eaton and Mayne [24].

Once it is recognized that the pressure coefficient is to be calibrated as a value corre-
sponding a low probability of exceedance, then the question arises of whether it is more
appropriate to consider the parent population or to apply Extreme Value (EV) analysis.
For the latter option, it is observed that the domain of attraction of parents with an expo-
nential tail is the Type I EV distribution or Gumbel distribution [25].

In their pioneering work, Cook and Mayne [26] tried to find a statistical model from
which to derive the pressure coefficients, as alternative to the use nominal values (cor-
responding to mean values) as reported in the UK Code of Practice for wind load [27].
They proposed a design approach in which the definition of both wind speed (or velocity
pressure) and pressure coefficients is based on the Spectral Gap [17]:

e The design value of wind speed is obtained as an EV statistics of the wind speed,
U, averaged over a period T of 10 min or 1h, including all fluctuations of the macro-
meteorological peak;

®  The design value of the pressure coefficient, cy, is the peak value within the averaging
period T, including all the micro-meteorological fluctuations of the incident wind
turbulence, as well as those coming from signature turbulence.

As already pointed out by Davenport [14], in this case the peak pressure coefficient is
also not to be confused with a maximum instantaneous value measured at a point, but it is
rather a statistics the time- and space-averaged instantaneous values:

t+1/2
cp,TA / / cp(a,f)dida (12)
¢

/2

The duration 7 and the averaging area A shall be related to the capacity that the load
has to produce an effect; for example, the load duration needed to produce damage to
cladding elements is smaller than that needed to produce damage on structural elements
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having larger tributary areas. The averaging duration and averaging area can be related
with each other, once the convective nature of the process is recognised. A common
relationship between the characteristic dimension I = /A of the averaging area and the
averaging duration is provided by the TVL formula [28]:

U = 4.51 (13)

The choice either A or T allows the use of Equations (12) and (13). Common practice is to
select A as the tributary area of the structural member or cladding element under consideration.

Therefore, in the approach of Cook and Mayne both mean wind speed and pressure
coefficients have to be understood as statistical variables and their design values need
to be assessed by EV analysis. The mean wind speed is usually evaluated with a yearly
probability of exceedance equal to 0.02, corresponding to a return period R = 50 yrs; the
same yearly probability of exceedance applies also to wind loads. Therefore the statistics
of the pressure coefficient has to be chosen such that combined with a velocity pressure
having a yearly probability of exceedance of 0.02 provides a wind load having also a yearly
probability of exceedance of 0.02. Assuming a Type I EV distribution for both the annual
maximum wind speed and the coefficient of pressure, Cook and Mayne [26] recommended
the use of the 78% fractile of peak pressure coefficients. The Cook-Mayne coefficient was
established for the UK wind climate and is used worldwide. Indeed, if a more reliable value
is to be obtained, then it should be calibrated on the specific climate of the site of interest.

5. Calibration of Pressure Coefficients
5.1. Codification Procedures

EV analysis for the evaluation of the design pressure coefficients has been accepted
worldwide. An exhaustive literature review of the evolution and of the geographic differ-
ences in the evaluation of pressure coefficients was presented by Gavanski et al. [29], while
a state-of-the-art of the methods to estimate the peak pressures was made by Gavanski and
Cook [30]. In Europe, the method of Cook and Mayne is widely used for the evaluation of
the maximum and minimum pressure coefficients. Despite this, the sources of building
pressure coefficients include both, largest measured peaks [31] and 78% fractiles [32] re-
sulting from EV analysis [33,34]. In fact, the current version of Eurocode 1 [35], proposes
two sets of pressure coefficients for the assessment of (1) local pressures on cladding and
roofing elements (cp,,1, for loaded areas of 1 m? corresponding to the largest measured
peaks) and (2) wind loading on resistant structural members (c;.,10, for loaded areas of
10m?, corresponding to 78% fractiles).

Current Codes and Standards incorporate the gust factor approach by using an equiv-
alent form of Equation (7), expressing the characteristic wind load at a point M as:

w(M) = Qumref G lin 'Cp(M) (14)

where g o = 0.5-p- 2,(Zye 7) and oy, (Zye f) are the mean velocity pressure and mean wind
speed at height z,,r above the ground, corresponding to a yearly probability of exceedance
0f 0.02, or a return period R = 50 yrs, respectively, and ¢, (M) is the representative value of
the pressure coefficient at the point:

ep(m) = £ 15)

where p(M) is the peak relative surface pressure measured in the wind tunnel at point M,
and §(z,) is the peak velocity pressure measured in the wind tunnel at height z,, above
the tunnel floor. Therefore, the height z,.; to be used in Equation (14) should be the same
as that used for the normalization of the pressure coefficient in Equation (15).

Unlike the gust factor approach of Davenport, the method of Cook and Mayne ac-
counts for wind gustiness through the pressure coefficients. These incorporate the effects
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of both the oncoming and signature turbulence, and may strongly deviate from a Gaussian
behaviour. Instead of Equation (14), the wind loading turns out to be:

w(M) = mref * Cp,(78)(M) (16)

where c,, 73) (M) indicates the 78% fractile of the pressure coefficient at point M.
Comparing Equations (14) and (16) one obtains:
Cp.(78)

CP(M) - Gwlin (17)

The normalization procedure in Equation (17) gives rise to the so-called pseudo-steady
pressure coefficient, highlighting the fact that it is calibrated within the steady-state method.

Figure 2 sketches the parent and the EV distributions of the pressure coefficient.
The figure should help understanding the probabilistic nature of the pressure coefficients
and the differences between mean (¢,), 78%-fractile (cp,(78)) and pseudo-steady (cp) pres-
sure coefficients.

—— Parent Distribution
—— EV Distribution

PDF

0 D & Cp(78)
Pressure Coefficient, ¢,

Figure 2. Sketch of the parent and EV distributions of the pressure coefficient.

5.2. Pressure Coefficients Analysis

Codes and Standards provide pressure coefficients ¢, for rectangular buildings with
flat roofs with different corner arrangement (sharp, curved, mansard, and with parapets)
as well as with pitched roofs. When the geometry of interest is not covered by the Code or
Standard, it is necessary to resort to wind tunnel tests to quantify the pressure coefficients.

The result of a wind tunnel test is a dataset consisting of time histories c,(M;t) of the
pressure coefficients at a number of measurement points M on the model building surfaces.
The instantaneous pressure coefficient is calculated as:

p(M’t) — Po (18)

CP(M; t) - Qm,ref

in which p(M;t) is the absolute surface pressure measured at point M and time t, and p,, is
the static air pressure in the region outside the influence of the body (barometric pressure).
In most cases, the reference height z,,¢ for pressures is taken equal to the building height
h, therefore qy; o = - In some cases, the pressure coefficients are normalized with
respect to a reference wind tunnel height z;. In the latter case, preliminary to the statistical
treatment of the data, the measurements must be converted to the reference height z,,s:

(M) = Immt o (Mt (19)

qm,ref
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in which ¢yt (M;t) is the pressure coefficient normalized with respect to the velocity
pressure g ¢ at the height zy.

The datasets provided by wind tunnel tests are sampled at frequency f;, corresponding
to a sampling time 1/ f; usually smaller than the averaging period 7. Therefore the time
histories of the measured pressure coefficients must first be converted into time histories
of T-averaged pressure coefficients, also corresponding to area-average as per the TVL
formula. Thus, a moving-average is applied to the time series:

1 rt+T/2 L
cpaMit) = [ i dr (20)
corresponding to low-pass filtering the measured time series at a frequency 1/7. For ex-
ample, Cook [32] referred to a load duration 7 = 1s and to a common design wind speed
for the UK U = 22.5m/s, which correspond to an averaging area A = 12.5 m2 (or a char-
acteristic dimension I = 5m, corresponding to the diagonal of a square area). By doing
this, the values given in Eurocode 1 as ¢y 19 are obtained (where the subscript ¢ stands
for external, as opposed to i used for internal pressures). On the other hand, when wind
tunnel time series of the point pressure coefficients are available, Equation (20) must be
evaluated with:
VA

Om,ref

T=45

1)

where A is the tributary area of the loaded structural element, and v, . is the expected
value for the design mean wind speed.

The concept of tributary area applies to secondary structural elements or cladding
elements; therefore, it is in the order of few square meters. For main structural elements
and for foundation loads, where the tributary area is much larger, besides the use of
Equation (20), the reduction in the resulting loads arising from the lack of coherence of
the oncoming flow is accounted for through a background factor. This issue was first
addressed by Davenport [13], who introduced the notion of background factor B?, taking
into account not only the lack of correlation of the oncoming flow turbulence, but also the
vertical variation of the mean wind speed. In particular, the background factor is expressed
as a function of the ratio \/A;/L, between the characteristic dimension of the loaded
area A; and the turbulent length scale L;. In so doing, within the gust factor approach,
the equivalent (or peak) load Wj;, is given by:

Wiin = 050U - ¢p - Gy 1in (A1) - Ay (22)

where:
Gw iin(A1) = 1+ 28w jinlu\/ BX(A)) (23)

is the gust loading factor depending on the loaded area, and gy i, is the associated peak
factor. It is clear that when the characteristic dimension of the structure is small compared
with the dimension of the turbulent eddies, then B — 1. Similar to Sw,lin, @ value of 3.5 is
adopted by Eurocode 1 also for gy ji,. A recent summary can by found in Liu et al. [36].

For the equivalent load, only a linearized version is given; this derives from the fact
that the background factor in Equation (23) is derived following a stochastic approach
in the frequency domain, in fact needing a linear relationship between the wind velocity
fluctuations and the surface pressure fluctuations.

Finally, once the time series of pressure coefficients are normalized with respect the
reference height z,, ¢, and filtered according to the load duration 7, then EV analysis can
be performed. When a Type I EV distribution is used for the extremes of the pressure
coefficient, then the Gumbel scale jij; and shape ) parameters are evaluated at each
measurement point M. Then, the 78% fractile of the pressure coefficient is evaluated as:

Cp,(78)(M) = Um+ 14- ABM (24)
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5.3. Example

The above procedure is applied to pressure measurements on the flat roof of a building
with dimensions b = 24.40m, d = 38.10m, i = 12.20 m, to evaluate the pressure coefficients
cp,1 for roof cladding and ¢y, 1o for structural elements. The raw data are taken from the NIST
database [37]. First, a moving-average is applied to the original time series by considering
a mean wind speed of 26.5m/s, giving T = 0.25s for ¢;; and T = 0.765s for ¢ 10. Then,
the Gumbel parameters i) and By in Equation (24) are calibrated based on the filtered
time series, and the values of c,, (7g) are calculated.

Figures 3a—d and 4a-d show the contour plots of pressure coefficients ¢, ; and ¢, 10,
respectively, evaluated as in Equation (17), for wind angles of incidence of 0°, 15°, 30°,
and 45°. Figures 3e and 4e show the envelope of the calculated values, together with the
zoning proposed by Eurocode 1.

With the purpose of assessing roofing elements, the envelope of Figure 3e can be used,
as what we are interested in is the maximum wind load obtained from an omnidirectional
analysis. For secondary structural members with small to moderate tributary areas, up to
about 10m?, the cp,10 envelope of Figure 4e can still be used. However, in the case of larger
tributary areas, i.e., for main structural elements or for foundation loads, the background
factor needs to be considered. In this case, the pressure coefficients c,, 19 provided by the
loading patterns of Figures 4a—d shall be used for directional analysis, in conjunction with
a background factor B(A; = b-d).

In Table 1, a comparison of the area-averaged coefficients from the analysis of NIST
data (CW) and Eurocode 1 values (EC1) is presented. The discrepancy between the cor-
responding values can be partly ascribed to the fact that the values given in Eurocode 1
apply to different ratios b:d:h; therefore, they must in some way smooth out the differences
between one case and another.

/
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Figure 3. Cont.
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F] G [F

(e

Figure 3. Pressure coefficients c;,; (T = 0.25s) for wind angles § = 0° (a), 6 = 15° (b), 0 = 30° (c),
and 6 = 45° (d). Envelope of ¢, for § = 0°, £15°, +30°, +:45°, and Eurocode 1 loading zones (e).
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+45°

©

Figure 4. Pressure coefficients ¢, 10 (T = 0.76s) for wind angles 6 = 0° (a), 6 = 15° (b), 6 = 30° (c),
and 6 = 45° (d). Envelope of Cp,10 for 0 = 0°, £15°, £30°, +:45°, and Eurocode 1 loading zones (e).

Table 1. Comparison of area-averaged coefficients from the analysis of NIST data (Current Work,
CW) and Eurocode 1 values (EC1).

Cpa Cp,10
Roof Zone cw EC1 cw EC1
F 218 25 ~1.96 18
G —152 20 ~125 12
H 111 12 —091 07
I 053 —02 —0.37 —02

6. Future Developments

According to the procedures developed through the years, the assessment of the
wind load on rigid buildings requires the knowledge of both return velocity pressure and
statistics of pressure coefficients. As already pointed out, pressure coefficients available in
current Codes and Standards suffer from a number of deficiencies:

1.  They refer to a rather narrow variety of geometries, often limited to rectangular
plan buildings with constant height; for geometries that can be schematized as an
assemblage of rectangular elements, empirical criteria are given to extend the use of
pressure coefficients measured for rectangular buildings;

2. The statistical definition of the available pressure coefficients is not always clear,
and seldom complies with Equation (24);

3. The duration of the load T used in Equation (12), usually between 1s and 3 s, had
in some cases proven inadequate when assessing cladding loads in areas of strong
negative pressures, a smaller value being more appropriate. This is the effect of high
suctions being strongly non-Gaussian; therefore, featuring high peak factors;

4. The use of envelopes of pressure coefficients averaged over small areas for the as-
sessment of main structural members and foundation load proves inaccurate; as an
alternative, a more refined directional analysis using influence coefficients would
be appropriate.

On the other hand, velocity pressures also suffer from a number of limitations:
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1.  Extreme wind maps are often old, and produced with heterogeneous data and hetero-
geneous (and often out-of-date) statistical methods;

2. There is often non appropriate consideration of the various storm mechanisms;

3. Very seldom the measurements are continuous, therefore giving rise to an underesti-
mation of the design wind speed as an effect of downsampling.

In recent years, the development of Web and Information Technologies has led to new
opportunities for more reliable procedures in the assessment of structural safety. At the
beginning of the 21st century, the University of Notre Dame founded the NatHaz (Natural
Hazards) Modeling Laboratory with the aim “to quantify load effects caused by various
natural hazards on structures and to develop innovative strategies to mitigate and manage
their effects” [38]. The NatHaz website was published, providing a collection of aerody-
namic and damping datasets, online design modules for low- and high-rise buildings,
and other features for buildings design to wind load. At the same time, the National Insti-
tute of Standards and Technology (NIST) developed a Database-Assisted Design (DAD)
software for low- and high-rise buildings, freely available on the NIST website [39]. The soft-
ware of both Institutions are based on the availability of aerodynamic databases. In this
framework, NIST and the Tokyo Polytechnic University (TPU) provided data collections to
create databases of pressure coefficients (aerodynamic database) and mechanical properties
of buildings.

The NIST database collects data measured at the Boundary Layer Wind Tunnel Labo-
ratory (BLWTL) of the University of Western Ontario (UWO); it is the result of a joint study
conducted by NIST and Texas Tech University (TTU) entitled "Windstorm Mitigation Initia-
tive: Wind Tunnel Experiments on Generic Low Buildings’ [37]. Instead, the TPU database
is part of the 21st Century Center of Excellence Program named "Wind Effects on Buildings
and Urban Environment’ [40]. The characteristics of the wind tunnel tests are summarized
in Table 2 for both aerodynamic databases. As discussed in Section 5.2, the data provided in
the databases can be used to calculate point surface pressure coefficients and area-averaged
surface pressure coefficients on roof and wall surfaces, as well as foundation loads on
low-rise buildings. Aerodynamic databases can be expanded in the future, to incorporate
data for less regular geometries; these can come either from systematic studies on a variety
of geometries (e.g., [41]), or from specific project-related analyses (e.g., [42]).

Table 2. Main aerodynamic databases for isolated low-rise buildings.

Unit NIST [37] TPU [40]
Sampling Frequency *, f; Hz 500 500
Sampling Period *, T s 100 18
10 cm Wind Speed *, v, 19 m/s 8.8 7.4
Length Scale, A; 1:100 1:100
Velocity Scale, A, 1:4 1:3
Roughness Category Open Country, Suburban Suburban
Width x Depth, b x d m 12.2 x 19.0,24.4 x 38.1,15.2 x 30.5, 16.0 x 16.0, 16.0 x 24.0, 16.0 x 40.0
15.2 x 53.3, 36.6 x 57.1,48.8 x 76.2
Height, h m 3.7,49,55,7.3,9.7,12.2 4.0,8.0,12.0,16.0
Roof Slope, ° 12,24,48,614,27 0,4.8,94,14,184,21.8,26.7, 30, 45

* model scale.

Currently wind tunnel tests are considered the reliable tool for investigating building
aerodynamics, the main concern with Computational Fluid Dynamics (CFD) being the
difficulty in calibrating simulations and validating their results. However, with the purpose
of building aerodynamic databases, a joint effort within the scientific community might
be able to produce standard criteria for simulations, the results of which may in a future
complement wind tunnel data.
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On the other hand, research is currently being developed towards the possibility
of using reanalysis data for the definition of extreme wind climate at sites of interest.
Numerical Weather Prediction (NWP) models simulate the physics of the atmosphere using
available observations, and calculate meteorological variables in a three-dimensional grid
extending from the surface to the stratosphere. These models have traditionally been used
for weather forecasting, but they may also be rerun to produce a set of historical data.
For example, the Integrated Forecast System (IFS) at the European Centre for Medium-
Range Weather Forecasts has been rerun to produce a global reanalysis from 1979 to present
at a horizontal resolution of 31 km, known as the ERAS5 reanalysis [43]. The resolution of
ERADS is too coarse for calculating extreme values at a specific site, and downscaling to
a higher resolution is hence required. This can be accomplished by rerunning the NWP
model at higher resolution within the ERA5 dataset, which is called dynamical downscaling.
An example, the NORA10 dataset [44] was created by running a NWP model with 11 km
resolution, covering most of Northern Europe. The dataset is currently being updated with
new model runs at 3 km resolution. Dynamical downscaling has the advantage that the
physical consistency between the different variables is retained, but it is computationally
demanding therefore it is not suitable to produce a long dataset. A cheaper alternative
is running a high-resolution model for a shorter period, and use the short dataset for
finding a statistical relationship between the short high-resolution dataset and the long
low-resolution dataset. This method is called statistical downscaling [45].

The quality of these modelled dataset depends on the NWP model used and on its
resolution, as well as on the methods used in statistical downscaling and interpolation;
validation of the data against observation is clearly necessary for these datasets to become
of practical use. In particular, it is observed that some models tend to underestimate the
strongest winds. Not all NWP datasets include wind speed and direction as an explicit
output. Examples of datasets of possible use when assessing wind loads are: the SMHI
HARMONIE-ALADIN, covering the entire of Europe for the period 1961 to 2016 at a
horizontal resolution of 11 km [46]; the MESCAN-SURFEX analysis, covering the period
from 1961 to 2015 at 5 km spatial resolution [47]; the NORA10/NORAS3 datasets, covering
the period 1957 to 2002 for Scandinavia, Britain and parts of Northern Europe at 11 km
resolution and the period 1995 to 2020 at a 3 km resolution [44]; and the Klinogrid dataset,
providing hourly wind speed and wind direction on a 1 km resolution grid for the period
1957 to 2015 [45].

The visionary Wind Engineer can therefore think of a future in which web-based apps
will access online databases to retrieve aerodynamic and meteorological data, and combine
them together to obtain the “best” estimate of the wind load on a project structure; and
machine learning and big data analytics could be the tools to achieve that. How far that
future can be, and whether we will ever see it we do not know.
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Abstract: ‘Mass timber” engineered wood products in general, and cross-laminated timber in partic-
ular, are gaining popularity in residential, non-residential, as well as mid- and high-rise structural
applications. These applications include lateral force-resisting systems, such as shear walls. The
prospect of building larger and taller timber buildings creates structural design challenges; one of
them being that lateral forces from wind and earthquakes are larger and create higher demands on
the ‘hold-downs’ in shear wall buildings. These demands are multiple: strength to resist loads, lateral
stiffness to minimize deflections and damage, as well as deformation compatibility to accommodate
the desired system rocking behaviour during an earthquake. In this paper, contemporary and novel
hold-down solutions for mass timber shear walls are presented and discussed, including recent
research on internal-perforated steel plates fastened with self-drilling dowels, hyperelastic rubber
pads with steel rods, and high-strength hold-downs with self-tapping screws.

Keywords: cross-laminated timber; self-tapping screws; internal-perforated steel plates; hyperelastic
bearing pads; proprietary connections

1. Introduction
1.1. Mass Timber Construction

Growing environmental concerns and emphasis on resource efficiency, combined with
the need to mitigate the impacts from urban population growth, renewed the interest
to use the renewable material wood for non-residential and tall buildings [1]. Recent
developments of innovative materials, connectors, and systems contributed to a resurgence
in the use of wood as a structural material. On the material level, the introduction of
cross-laminated timber (CLT), a plate-type engineered wood product which can be used in
structural wall or floor assemblies, has been labelled a ‘game changer’ [2]. A landmark on
the connection level was the establishment of self-tapping screws (STS) as the state of the
art in wood connector technology [3]. Finally, on the systems level, the concept of hybrid
structures, which integrate wood with different materials to form a system that makes use
of each material’s strength and stiffness and overcomes their individual weaknesses, offers
great potential to overcome the current height limitations of timber-only buildings [4].
Publications, such as Technical Guide for the Design and Construction of Tall Wood Buildings [5]
and Use of Timber in Tall Multi-Storey Buildings [6] and recently built examples from around
the world (e.g., [7-10]) show that wood has the potential to expand into construction
segments that are the traditional stronghold of steel and concrete.

Mass timber products in general, and CLT in particular, provide architects and engi-
neers with opportunities to expand the use of wood in structures beyond low- and mid-rise
residential construction. Compared with traditional lumber products with small cross
sections, engineered mass timber panels offer better fire resistance, homogeneity in me-
chanical properties, and dimensional stability when exposed to changes in environmental
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conditions [11]. The high in-plane strength and stiffness of CLT panels make them suitable
for diaphragms or shear walls as part of the lateral force-resisting system (LFRS), even in
earthquake-prone regions [12]. Compared with steel and concrete buildings, buildings
with wood LFRS are lighter and attract lower seismic loads; however, they are usually more
flexible and more vulnerable against overturning forces [13].

1.2. Mass Timber Shear Walls

In North America, based on the current state of knowledge, mass timber structures
have been incorporated into the (unpublished) 2020 National Building Code of Canada
(NBCC) [14] for gravity-load systems in buildings up to 12 stories, and the 2021 Interna-
tional Building Code [15] for gravity-load systems in buildings up to 18 stories. In addition,
the NBCC 2020 will adopt CLT shear walls as seismic LFRS and refers to the Canadian
Standard for Engineering Design in Wood (CSA O86) [16] for detailing provisions intended
to ensure that rocking is the energy dissipative kinematic mechanism.

These design provisions are tailored to platform-type construction, illustrated in
Figure 1a, where each floor acts as a platform for the floor above. The walls at each floor
act as an independent rocking system with connections to the floor below; vertical joints
connect the individual panels within the wall assembly [17]. Platform-type construction
requires a large number of panels to be handled on-site, and a large number of connec-
tions between panels and floors, hold-down (HD) deformations accumulate at each level,
as do the compression perpendicular to grain stresses on the floor panels. In contrast,
balloon-type shear wall systems consist of continuous panels over multiple floors, with the
intermediate floors framing into their face (Figure 1b). This construction type eliminates
perpendicular to grain bearing between floors, provides walls with slender panel aspect
ratios, and requires fewer HD and shear bracket connections over the height of a build-
ing [17]. To date, however, only limited research is available on the seismic performance
of balloon-type CLT construction (e.g., [18]), and implementation of standardized design
provisions is still outstanding.

(b)

Figure 1. Platform-type (a) and balloon-type (b) construction (schematic produced by Andrea Roncari
(UBC student, reprinted with permission)).

In platform-type structures, connections to the floor below are provided with brackets
and HDs to resist sliding and (uplift), respectively. The vertical wall panel-to-panel connec-
tions typically use plywood splines or half-lap joints (Figure 2). The latter components are
usually designed to provide ductility and energy dissipation [19,20]. The research findings

34



Buildings 2022, 12, 202

on platform-type CLT shear walls (e.g., [21,22]) can be summarized as follows: (1) Their
structural performance in terms of strength, stiffness, ductility, and energy dissipation is
governed by the connections; (2) adequate seismic performance and ductile behaviour can
be achieved with proper detailing; (3) rocking kinematic motion is preferred to dissipate
the energy; (4) the CLT wall panel deformation is negligible under in-plane lateral loading.

CLT panel

Hold-down
Vertical joint

g
i\ %’ = ‘Angle bracket

Figure 2. CLT shear wall connections (schematic produced by David Owolabi (UBC student, reprinted
with permission)).

1.3. Objectives

HD solutions—when designed elastically and installed at both top and bottom of the
panels—ensure continuity in the transfer of the load to the foundation, allow activating
the energy-dissipative function of the vertical joint connections, and—when designed for
this purpose—add ductility and energy dissipation to the LFRS through plastic failure
in the fasteners. The objectives of this paper are to summarize the state of the art in HD
technology for mass timber shear walls and present recent research on novel HD solutions.

2. Contemporary and Novel Hold-Down Solutions
2.1. Nailed Steel Brackets

Early studies by Ceccotti et al. [23] were pivotal to establishing connection details for
CLT shear walls anchored using light steel plates nailed to the panels. Subsequent research
formed the basis of the design of HDs and brackets to prevent wall uplift and sliding at
its base [24]. Conventional metal cold-shaped HDs were proven adequate for low-rise
buildings [25,26] when accepting a certain degree of damage in the joints and residual
deformation in the timber assembly. Figure 3a,b show typical failures of commercially
available non-resilient bracket connectors under reversed cyclic loading. Although the
HD was designed for the required strength, the lack of resilience may result in local brittle
wood failure. With such designs, the connection cannot be restored, and replacement
could become uneconomic. Larger steel straps with an increased number of nails can
provide higher strength and stiffness and shift the failure mode into the strap (Figure 3c);
however, such HDs, when insufficiently sized, have been shown to be prone to high strength
degradation under cyclic loading, particularly buckling [27]. The uplift force—displacement
curve, shown in Figure 3d, illustrates the typical pinching behaviour of nailed HDs with
significant loss of stiffness in unloading under reversed-cyclic loads.
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Figure 3. Nailed HDs: (a) brittle wood failure; (b) nail yielding; (c) steel bracket yielding (photo
credit: (a,b) Cristiano Loss; (¢) Thomas Tannert); (d) uplift force-displacement behaviour.

2.2. Dowelled Slotted-In Steel Plates

Dowelled slotted-in steel plates, varying the fastener spacing and the loaded end
distance, were studied as HDs for mass timber shear walls [28-30]. It was possible to
design large-scale HDs with ductile behaviour, as shown in Figure 4b; however, brittle wood
failure (tear-out) was observed in some tests. It was also observed that ductility increased
with the row spacing and end distance of fasteners; however, dimension constraints have
to be observed when placing HDs close to the wall corner. Reinforcements using STS
around the HDs were shown effective to reduce the likelihood of brittle failure and increase
strength and ductility. However, the deformations developed through the yielding of steel
and wood crushing, with permanent damage in the CLT panels and fasteners, require
repair of dowelled slotted-in steel plates HDs after major earthquakes. HD ductility
significantly increased when the out-of-plane opening of CLT lamellas was inhibited using
bolted threaded rods. The behaviour of dowelled slotted-in steel plates in multiple-shear
arrangements was studied [31], including sequential failure modes of the fasteners and
detailing, to reduce the opening up of the side layers in the timber member. This type of HD
is being applied in practice; an example (Begbie Elementary school in Vancouver, Canada)
is shown in Figure 4c.

(b) (c)

Figure 4. Dowelled slotted-in steel plates: (a) HD test setup; (b) ductile steel yielding and wood
crushing failure modes (photo credit: (a,b) Justin Brown; (c) Fast + Epp, reprinted with permission).

2.3. Pinching-Free Connectors

Pinching-free connectors (PFCs) were proposed as alternative HD-to-timber connec-
tions with slender fasteners, with the aim to eliminate the loss of stiffness in unloading
under reversed-cyclic loads [32]. PFCs were designed using stocky fasteners and steel side
plates; the latter were held down using a spring-type system, as shown in Figure 5a. The

36



Buildings 2022, 12, 202

result is a ratcheting system in which each fastener remains elastic, while wall deformation
is dictated by spring elongation. Regardless of uplift displacement demand in the HD, the
ratcheting system ensures a perpetual surface contact between the fastener and wood ele-
ment. Plastic deformation develops only through embedment in wood (Figure 5b), leading
to better accuracy in predicting the behaviour of connectors. PFCs were also found to be
effective in reducing peak deformation when compared with the conventional connectors,
beyond 50% lower, with negligible pinching [32] (Figure 5c).

(b)

160
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(©

Figure 5. Pinching-free connectors: (a) as-built HD connector; (b) local failure with only crushing
(photo credit: Nicholas Chan, reprinted with permission); (c) pinching-free load—-displacement.

2.4. X-RAD System

The proprietary X-RAD system [33] was developed to connect CLT panels at their
corners and to the foundation using steel plates, such as L-shape profiles (Figure 6a). X-
Rad connectors have a hardwood block encased in a cold-formed metal box, machined to
accommodate six STS, installed at two angles of inclination to capture shear forces and
tension and ensure reliable stress flow into the CLT elements [34]. Experimental campaigns
characterized the mechanical behaviour of the X-RAD connection under monotonic and
cyclic loading [34]. From the observed failure modes, shown in Figure 6b, together with
typical force-displacement curves, the first yielding of ductile members occurred; the
system ultimately collapsed due to the block-shear failure mode of the internal plate.
Experimental behaviour of X-RAD loaded in tension showed a static ductility of 6 or higher,
making it suitable when used as dissipative HD connectors in CLT shear walls [35].

300
; —0°90°

—a45° Tension
250 —135°/315° Shear
—180°1270°
—225° Compression
200

Load (kN)

/

o 5 10 15 20 25
Displacement (mm)

(@) (b)

Figure 6. X-RAD system: (a) HD connector (photo credit: Rothoblaas, reprinted with permis-
sion); (b) force-displacement curves and failure modes (photo credit: Andrea Polastri, reprinted

with permission).
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2.5. Holz—Stahl-Komposit System

The proprietary Holz-Stahl-Komposit (HSK) system [36], originally developed for
Glulam member connections, was modified in its layout for use as HD for CLT shear
walls [37]. The HSK system is based on adhesively bonded perforated steel plates, in-
serted inside precut slots in the mass timber panels. The system’s strength, stiffness, and
ductility are governed by the steel plate material properties, while the adhesive bond
and mass timber panel are capacity protected and designed to remain free of damage.
From a design perspective, research showed that ductile failure modes develop when
plastic behaviour in predefined ductile zones is observed, leaving all timber elements
undamaged [38] (Figure 7a). The uplift load—displacement curves exhibited significant per-
manent deformations after each loading cycle (Figure 7b). The system has been successfully
implemented in the Wood Innovation Design Centre in Prince George, Canada (Figure 7c).
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Figure 7. HSK-based HD: (a) steel plate after testing; (b) uplift force-displacement curve; (c) installed
HD (photo credit: (a), Xiaoyue Zhang; (c), Robert Malczyk, reprinted with permission).

2.6. Internal Hollow Steel Tubes

Internal-bearing connections can minimize the risk of brittle failure in CLT panels; a
noteworthy HD solution applying this concept consists of hollow steel tubes embedded
into CLT panels [26,39]. The detailing consists of welding a coupler to the top of the tube,
placing the tube into a panel hole of the same diameter, and attaching a tie-down steel rod
to the coupler as an anchor to the floor below (Figure 8a). The components are reasonably
easy to install, can be readily inspected, and can potentially be replaced.

Load [kN]

20 30 40 50
Displacement [mm]

(b)

Figure 8. Steel tube HD: (a) typical failure (photo credit: Johannes Schneider, reprinted with permis-

sion); (b) load—displacement curves.

Experimental investigations indicated that this HD, when installed in CLT shear walls,
could avoid damage to the wood and brittle failure (Figure 8a). While the ultimate failure
exhibited undesirable buckling of the steel tube, the concept of an internal load-bearing
mechanism was deemed the main advantage since the CLT panel was not damaged at
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all. Resulting load—displacement curves using three different diameters (T2 = 50.8 mm,
T3 =76.2 mm, and T4 = 101.6 mm) are illustrated in Figure 8b. Subsequent numerical work
optimized the steel tube connector geometry for a target load of 90 kN [40]. To explore the
steel tube as a viable HD solution for tall buildings and higher demands, it was proposed
to employ two or three steel tubes in a group.

2.7. Slip—Friction Devices

Slip—friction devices, consisting of a steel plate encased in the timber element and two
built-in side steel plates held together with bolts and disc springs, were proposed as HD
for mass timber shear walls [41]. Friction is developed at the contact surfaces between
the steel plates. A stable, symmetric friction—slip behaviour was shown with the use of
abrasive-resistant steel as slotted plates and mild steel for side plates. High dissipation
energy capability can be attained in the system without pinching. Friction-slip connections
made of abrasive-resistant steel as slotted plates and mild steel for side plates studied
in [42] showed better performance than those using brass shims, having behaviour not
affected by the loading rate. The experiments on rigid shear walls equipped with symmetric
friction—slip joints further showed that connection with high slot lengths (slippage length)
tended to exhibit self-centring behaviour [42].

CLT shear-walls equipped with slip—friction joints as HD displayed the desired flag-
shaped hysteretic behaviour, shown in Figure 9b, although exhibiting limited self-centring
capabilities [43]. Slip-friction connectors were further advanced into resilient slip friction
(RSF) connectors [44,45] which provide a damage-free self-centring solution for CLT shear
walls, avoiding downtime and repair costs due to earthquakes. In the RSF device, the two
cap plates and two slotted plates assure elastic—plastic behaviour of the joint, while bolts
and Belleville washers are used to create a controlled pressure between the plates. The
self-centring capacity is enabled by the zigzag-like connection interface between the cap
and slotted plates (Figure 9a). Nonlinear time-time history analyses showed that buildings
with RSF HD exhibited low damage during moderate-to-severe seismic events [46]. The
system, commercialized under the name “Tectonus’, has been used in recent structures such
as the Fast + Epp building in Vancouver (Figure 9c¢).

,,4
(=4
o
S
.
S

Load [kN]

s

Displacement [mm]

(a) (b) (©

Figure 9. RSF HD: (a) close-up view; (b) force-displacement (photo credit: Ashkan Hashemi, reprinted
with permission); (c) commercial application (photo credit: Fast + Epp, reprinted with permission).

2.8. Volume Damping Devices

Damper-based HDs were studied with a focus on glulam walls anchored at their base,
using high-force-to-volume damping devices (HF2VDDs) made of a steel shaft sliding
within a tube [47,48] (Figure 10a). The damping and energy dissipation are provided by an
extruded lead mounted around the shaft. System-scale wall tests were performed on glulam
shear walls with HF2VDD HDs installed using inclined self-tapping screws and anchored
to the foundation through bolts. Tested full-scale specimens confirmed that such walls
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can exhibit a high level of energy dissipation with low pinching. Severe crushing at the
panel base laid on the plate foundation was observed, indicating a need for reinforcements
in wood.
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Figure 10. Damper-based HD: (a) close-up view of the damper device (photo credit: Geoffrey Rodgers,
reprinted with permission); (b) typical load—displacement curve.

2.9. Self-Tapping Screw Connections

Recent research at the Wood Innovation Research Laboratory (WIRL) at the University
of Northern British Columbia (UNBC) investigated CLT shear walls with STS connections
as HD, shear bracket, and panel-to-panel connection. The objective was to determine the
strength, stiffness, and ductility of a rocking wall system as a function of the number of
STS in these connections. Component level connection tests (Figure 11a) and full-scale
shear wall tests were conducted. HDs were tested with two (HD-2), six (HD-6), and nine
(HD-9) screws. Quasi-static monotonic and reversed cyclic tests were conducted. The
typical HD failure mode (fastener yielding) is illustrated in Figure 11b. The corresponding
hysteresis behaviour of the HD connections, combined with a representative monotonic
curve, presented in Figure 11c, showed nonlinear behaviour in terms of degradation and
pinching. Until capacity, the HD showed little stiffness degradation; beyond capacity,
distinct degradation in cyclic reloading stiffness was observed.

Load (kN)

0 10 20 30 40 50 60
Displacement (mm)

(b) (c)

Figure 11. (a) HD with STS; (b) failure mode (photo credit: Thomas Tannert); (c) force—displacem-
ent curves.

As expected, strength was a linear function of the number of STS. The average strength
values for HD-6 and HD-9 were about 3.1 and 4.5 times those for HD-2, under the monotonic
tests. Similar trends were observed in yield strength. The elastic stiffness increased with the
number of screws: HD-6 and HD-9 were about 2.5 and 5 times stiffer than HD-2. HDs with
fewer screws showed higher ductility, e.g., the ductility of HD-2 was 42% and 16% higher
than HD-6 and HD-9 under monotonic loading, and 79% and 47% higher under cyclic
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loading. Most importantly, the results corresponded to those of previous research [49]
confirming that STS in energy-dissipative connections are severely overdesigned and are
likely to remain elastic during seismic design level events. Based on these results, there is
a clear need to better define the relevant design parameters for the use of STS in energy-
dissipative connections. Designers should consult with manufacturers about the availability
of test data.

2.10. Internal Perforated Steel Plates

Timber connections combining slotted-in steel-plates with dowel-type fasteners avoid
the use of adhesives [50] and, when combined with perforated steel plates, can also avoid
the common dowel yielding and wood crushing failure mechanisms. Research on per-
forated steel plates as end-brace connections in timber frames [51,52] and as base shear
connectors in CLT shear walls [53] verified their suitability as energy-dissipative com-
ponents. As an alternative to common dowels, self-drilling dowels (SDDs) can simplify
the installation and allow drilling through the whole assembly, including the steel plate,
without predrilling [54]. If SDD connections are combined with internal-perforated steel
plates (IPSPs) and designed with sufficient overstrength, then the desired ductility can
be achieved through plate yielding [55]. The viability of using IPSPs with SDDs was
demonstrated at the material and component levels. Different steel plate geometries were
studied, and the most important parameter was found to be perforation length, with longer
perforations exhibiting larger deformation capacity but being weaker and less stiff [56].

Recent research at the UNBC investigated HDs with IPSPs and SDDs. The objective
was to determine the strength, stiffness, and ductility of a rocking wall system while de-
signing the SDD connections with sufficient overstrength so that all energy dissipated was
concentrated by the steel plates. IPSPs were welded to L-shaped steel profiles (Figure 12a).
Then, IPSPs were inserted into 5 mm by 150 mm slots in the middle layer of the CLT, and
eight 7 mm x 133 mm SDDs were used to fasten the IPSPs. One monotonic test and three
half-cyclic tests were conducted. The hold-downs failed by yielding the steel ‘bridges’, as
shown in Figure 12a, the HD uplift force-displacement curves are illustrated in Figure 12b.
After an initial stiff and linear phase, the steel plates started deforming, with a pronounced
drop in stiffness. The cyclic HD force—displacement hysteretic curves showed stiffness
degradation per cycle, the load consistently increased until ultimate capacity was reached,
and after the subsequent cycle, the specimens failed.
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Figure 12. (a) Deformed HD with IBSP (photo credit: Thomas Tannert); (b) force—displacem-
ent curves.

2.11. Hyperelastic Pads with Internal Steel Rods

In 2019, capacity design principles for CLT shear walls were introduced into CSA
086, specifying that ‘Energy dissipative connection shall be designed to ensure that all
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principle inelastic deformations and all principle energy dissipation occurs in: (a) connec-
tions between vertical joints of adjacent shearwall segments; and (b) shear connections of
shearwalls to foundations or floors underneath, in uplift only.” While no specific definitions
are provided for ‘principle inelastic deformations and principle energy dissipation’, HDs
have to be interpreted as nondissipative connections which shall be capacity protected
by designing them to remain elastic under the force and displacement demands that are
induced in them when the energy-dissipative connections reach the 95th percentile of their
ultimate resistance. To comply with these Canadian design provisions (it is beyond the
scope of this paper to discuss how meaningful these provisions are, and how likely they
are to be changed again), there is a need to develop HD solutions with high load-carrying
and deformation capacities while remaining elastic.

A material with such properties is hyperelastic rubber; therefore, it can be considered
as a potential HD solution for CLT shear walls. The structural performance of internal-
bearing hyperelastic HD for CLT shear walls was evaluated by Asgari et al. [57]. The
components of the HD include the elastomeric bearing layers, steel plates, and a steel rod
with nuts, as illustrated in Figure 13a. Recent research at the UNBC investigated CLT shear
walls with hyperelastic pads and internal steel rods as HD. The objective was to determine
the strength, stiffness, and ductility of a rocking wall system, where all energy dissipation
occurs in the vertical panel-to-panel connections. Herein, only the HD tests, conducted
to determine their performance parameters for the shear wall design, are presented and
discussed. The rubber’s effective compressive mechanical properties as functions of shape
factor and loading speed and its load—displacement behaviour under quasistatic monotonic,
repeated serviceability, and reversed cyclic loading for a given target load, herein 120 kN,
were investigated [58]. The performance of a hyperelastic HD (Figure 13b) demonstrated
that the assembly can achieve the performance to remain elastic. Ductile HD failure can
be achieved as long as the steel rod is the weakest link in the setup. However, all other
members must be capacity protected to avoid brittle failure. In further research [58], the
performance of a hyperelastic HD was investigated at the component level, with different
sizes of rubber pads. The tests demonstrated that (1) the HD can remain elastic under
rocking kinematics provided that the elastic limit of the steel rod is not exceeded; (2) failure
of the rod is the subsequent desired ductile mode; (3) sufficient CLT width can prevent
undesired brittle failure mode before steel yielding; (4) increasing the rubber pad thickness
reduces the HD stiffness; (5) increasing the rubber pad width increases the HD stiffness.
Based on the results of the investigations presented herein, a capacity-design procedure for
the hyper-elastic hold-downs was proposed.
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Figure 13. (a) Deformed HD (photo credit: Thomas Tannert); (b) force-displacement curves.
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3. Discussion

The prospect of building larger and taller timber buildings creates higher demands
on the ‘hold-downs’ in shear wall buildings. These demands are multiple: strength to
resist loads, stiffness to minimize deflections during wind events, as well as deformation
compatibility to facilitate the desired rocking motion during an earthquake.

Contemporary and novel hold-down solutions for mass timber shear walls were
presented herein. Metal cold-shaped HDs attached with nails or screws were proven
adequate for low-rise buildings when accepting a certain degree of damage in the joints and
residual deformation in the timber assembly. It was shown that dowelled slotted-in steel
plates can provide large-scale HDs with ductile behaviour, with high strength and stiffness;
however, brittle CLT failure (tear-out) has to be prevented with sufficient spacing or wood
reinforcements. HDs that rely on fastener yielding and wood crushing to dissipate energy
exhibit pronounced pinching behaviour. Pinching-free HD connectors were developed
to eliminate the loss of stiffness in unloading under reversed-cyclic loads, relying on a
ratcheting system where the fasteners remain elastic, while wall deformation is dictated
by the spring elongation. Larger capacities can be achieved using the proprietary X-RAD
system in which CLT panels are connected at their corners and to the foundation, using
customized steel plates. While the yielding of ductile steel members is the first failure
mode, the system ultimately collapses due to the block-shear failure mode of the CLT panel.
The proprietary HSK system, based on adhesively bonded perforated steel plates, inserted
inside precut slots, avoids any exterior penetration of the mass timber panels. Ductile
failure modes develop in predefined steel zones, and damage to the timber is avoided.

Internal-bearing connections can minimize the risk of brittle wood failure; a note-
worthy HD solution applying this concept consists of hollow steel tubes embedded into
CLT panels. The concept of an internal load-bearing mechanism was deemed the main
advantage since the CLT panel was not damaged at all. Slip—friction devices, consisting of
a steel plate encased in the timber element and two built-in side steel plates held together
with bolts and disc springs, provide a stable, symmetric, pinching-free, and flag-shaped
hysteretic behaviour, with high-dissipation energy capability. Slip—friction connectors
were further advanced into resilient slip—friction connectors, which provide a damage-free
self-centring solution for CLT shear walls. Damper-based HDs, made of a steel shaft sliding
within a tube, provide a high level of energy dissipation with low pinching. Recent research
investigated internal-perforated steel plates fastened with self-drilling dowels, hyperelastic
rubber pads with steel rods, and high-strength STS assemblies.

The findings from the latter studies are of particular interest, as STSs are now con-
sidered the state-of-the-art approach in mass timber construction [3,59]. In platform-type
construction, a capacity design philosophy is normally employed to avoid brittle wood
failure modes and system collapse. The dissipative components are designed to be ductile,
while the nondissipative components are overdesigned [12,60]. Current design practices
designate the (nailed or screwed) shear connections between coupled CLT shear wall
panels as the primary energy-dissipative components; these connections are designed
using established procedures, including standardized modification factors. The UNBC
research confirmed previous findings [49] regarding the inherent conservatism in these
standardized design procedures with STS connections being up to six times stronger than
their calculated design values. As a consequence, these energy-dissipating connections
may remain elastic during seismic events, resulting in a much stiffer LFRS than assumed
when estimating the overall structural behaviour. Based on these results, there is a clear
need for further research to better define the relevant design parameters for the use of STS
in energy-dissipative connections. Designers should consult with manufacturers about
the availability of test data. Recent (e.g., [60]) and ongoing research in this area focuses on
developing capacity-based procedures such that energy dissipation occurs in designated
connections in the desired sequence, while brittle elements remain elastic. Such procedures
will provide design guidance so that structural engineers beyond the early adaptors become
confident in utilizing the renewable resource wood in their projects.
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Abstract: The current paper aims at investigating the seismic capacity of a masonry building aggre-
gate in the historical centre of Mirandola based on a reliable ground motion simulation procedure.
The examined clustered building is composed of eleven structural units (SUs) mutually intercon-
nected to each other, which are made of brick walls and are characterized by wooden floors poorly
connected to the vertical structures. Non-linear static analyses are performed by adopting the 3Muri
software to characterize the seismic capacity of both the entire aggregate and the individual SUs.
In this framework, a multi-scenario physics-based approach is considered for the definition of the
seismic input in terms of broadband seismic signals inclusive of source and site effects. Finally,
the incidence of the seismic input variability is discussed for the prediction of the global capacity
response of the case study building.

Keywords: masonry building aggregates; seismic vulnerability assessment; seismic hazard analysis;
non-linear static analysis; fragility curves

1. Introduction

The repeated occurrence of devastating seismic events has raised the technical-scientific
sensitivity towards the issue of the protection of human lives and exposed buildings [1,2].
Generally, existing buildings represent the weakest vulnerable part of urban systems
since they are susceptible to damage under seismic phenomena. Throughout the vari-
ous construction eras, they have preserved techniques and structural details typical of
a systematic design procedure conceived to resist, predominantly, gravitational actions
only [3,4]. Therefore, existing unreinforced masonry (URM) buildings intrinsically present
potential vulnerability factors due to multiple aspects related to the nature of the basic
material, geometric complexity, construction heterogeneity and absence of appropriate
seismic protection devices, that alter the entire architectural, functional and structural
system [5,6].

In general, it was observed that several historical centres are characterized by an
ancient building heritage having an inadequate safety level against earthquakes. In the
urban centres, the existing construction typologies are frequently grouped in aggregate con-
figurations, and the constructive matrix of structural units (SUs) is the living representation
of a well-consolidated design practice that is very vulnerable to seismic actions [7-10].

Generally, the seismic capacity offered by single SUs is considerably different from
that of the entire building aggregate. So, accounting for the highly non-linear response of
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SUs only, without considering the interactions with adjacent constructions, can inevitably
lead to a wrong seismic assessment [11-17]. For this reason, it is mandatory to consider,
preferably with simplified structural models, the intrinsic peculiarities of the SUs and
their mutual interactions due to the aggregate effect to correctly foresee their vulnerability
level. Different engineering computational models are developed to predict the mechanical
behaviour of these historic masonry structures subjected to seismic loads. These evaluation
techniques are based on sophisticated approaches, such as the discrete elements method
(DEM), which is a mechanical method providing a realistic prediction of the structural seis-
mic response. This method estimates well load capacity, stiffness, and failure hierarchy of
masonry structures through highly effective mathematical computational solutions [18-20].

However, the behaviour of masonry structures of historical centres also depends
on the seismic hazard level of the site. Principally, the type of earthquake (near-field or
far-field), the type of seismic signal and related accelerations (vibratory or impulsive),
and the type of fault mechanism directly influence the structural performance of this
construction technology in each geographical area. Generally, the seismic hazard analyses,
whether based on either a probabilistic or a deterministic approach, are based on the
use of simplified correlations (i.e., ground motion prediction equations (GMPE)) for the
evaluation and prediction of the ground shaking [21-24]. These formulations, obtained by
data-regression analysis deriving from historical events, provide a statistical distribution of
the ground motion intensity measure (e.g., spectral acceleration) as a function of multiple
parameters, such as the magnitude of the earthquake, My, and the site-source distance, R.
Furthermore, the effects of the ground motion variability (e.g., inter- or intra-event) plays
an essential role in the seismic hazard analysis [25,26]. Therefore, in the first instance (inter-
event phenomenon), having identified the peculiarities of the scenario (e.g., magnitude,
focal mechanism and the geometry of the fault plane), the variability of the ground motion
is correlated to the different possible sources rupture processes. Afterwards, having fixed
the reference scenario and a specific rupture process, the spatial variability (site-to-site) of
the intensity measure depends mainly on the propagation of the seismic wave through
different soil layers. Overall, it is clear that the spatial variability of seismic motion is a
fundamental component for the seismic risk analysis of both urban and infrastructural
systems for the quantification of expected losses [27-29].

With such an attempt, the present work aims to provide an exhaustive evaluation
of the seismic vulnerability of masonry building aggregates through a case study placed
in Mirandola. To this purpose, a refined modelling procedure for the propagation of
seismic waves is used. It starts from the knowledge of the seismogenic sources and the
geomorphological properties of the investigated site, taking into account the rupture
process of the seismic source, as well as the site effects associated with the simulated
scenarios, using a web application developed by the Department of Mathematics and
Geosciences of the University of Trieste. The performed ground motion simulations, being
independent of the definition of a ground motion intensity measure (e.g., macroseismic
intensity, PGA, Housner intensity, etc.), result to be independent of the standard approach
based on the use of GMPE equations. Different kinematic rupture processes on the fault
plane are parameterized by varying the slip field, nucleation point and rupture velocity
to take also into consideration the source stochastic component in the distribution of the
ground motion at the site(s), and the implicit consequences on the global seismic response
of the SUs placed in aggregated condition.

2. Activity Framework
2.1. The Historical Centre of Mirandola

The historic compartment of Mirandola is one of the oldest urban centres on the
Italian peninsula. It developed over the centuries based on a spontaneous urban planning
process that gave it the first “Forma Urbis”, apparently casual, but responding to accurate
settlement details prepared for the creation of roads and public spaces necessary for civil
and public life, where important bureaucratic activities were carried out for the entire
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community. The historic centre of Mirandola is a tangible representation of the spatial
configuration of a well-defined urban project starting from the early Middle Ages. The
city was built as a fortified city with a well-structured and organized conformation of
the historical settlements. The urban conformation of the municipality started from the
construction of buildings of public interest (e.g., churches and palaces around the Castle
of Pico), conceived with new architectural and functional elements to create a global
planimetric structure more meticulous and responsive to the concept of the city. The city
was connected to the neighbouring villages while maintaining the conformation of the main
roads. In general, the buildings were arranged in a grouped configuration and bordered on
the main facade, thus presenting a free front for external view and access, and an opposite
front overlooking the internal pertinence area (Figure 1) [30].

| Historical development of the municipality | 5 Gl (1212)
[ citadel —
| 73 castrum. orge? .1
Borgo St. Francesco i B .
i : ""'-"'---'-"‘"’-." k) 287
|:| Octogonal expansion 8 P (1287

XV Cent.

Figure 1. Historical urban conformation of the city of Mirandola [30]. On the left, a bird-eye view of the city, in which the
highlighted areas indicate the urban expansion process, is illustrated. On the right, the urban development started from the
“ancient village” (XIII Century) to the complete configuration of the citadel (XV Century).

Nowadays, the union of the villages and the organization of new districts have kept
the original planimetric configuration of the unchanged octagonal city (Figure 2).

The historic centre is mainly characterized by masonry buildings, erected in a clus-
tered conformation, in which the coexistence of construction heterogeneities, sometimes
incongruous, has led to the manifestation of material degradation.
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(d)

Figure 2. Octagonal compartment and urban blocks plan of the city (a,b) [30]; (c,d) some building

typologies in the city centre.

2.2. Main Features of the Case Study Building Compound

The historic centre of Mirandola is made up of 43 urban areas composed of buildings
erected and conceived in the aggregate configuration.

The configuration of the current building stock highlights how the size of the built-up
area is correlated to the evolution of the city foreseen in the Recovery Plan approved in
July 2001. However, although Mirandola did not have a radial expansion, it is noted
that the dimensional variation of the building aggregates is linked to the transition from
the first expansion phase of the city with a quadrangular plan to the second one with
an octagonal urbanized distribution [30,31]. In particular, the buildings located in the
historic centre are mainly characterized by a construction uniformity of vertical struc-
tures, made of solid brick walls, with the presence of semi-rigid and deformable floors,
which represents the most widespread construction typology of the historic centres of the
Emilia-Romagna Region [10].
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Concerning the case study aggregate, it is an existing complex masonry building with
a non-regular shape composed of 11 SUs (Figure 3a). The clustered units forming the
aggregate occupy different structural positions. In particular, as reported in Figure 3b,
two SUs (called SU1 and SU11) occupy corner positions, nine cells (from SU2 to SU10) are
placed in intermediate positions, and only SU7 occupies the heading position.

Identification of SUs

[ su1 [ su2
3 sus [ sus
[ sus [ sus
[ sueb [ suz
=1 sus [ sus
[ su1o [ su11

o
ol
3

W

i

L3:32.00 m

Milazzo Street
T Il

(b)

Figure 3. Localization of the case study aggregate (a) and identification of clustered structural units (SUs) (b).

On average, the number of floors of the various SUs varies from 2 to 4 above ground,
with an average inter-floor height of 2.80 m [30].
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The brick masonry walls have an average thickness ranging from 0.24 m to 0.50 m.
The horizontal structures are mainly made up of wooden elements with upper double
planking. For these elements, a design vertical load, F4, of 5.5 KNm~2 has been estimated,
considering the fundamental load combination at the ultimate limit state (ULS) [30].

Regarding the physical conditions of the building aggregate, it is noted that SUs have
common walls simply juxtaposed to each other. In addition, the pushing effects of the
roofing systems could trigger the overturning of the main facades. This phenomenon is
very common in historical buildings since, in the case of earthquakes, the masonry walls,
poorly connected to the structure top level, are subjected to horizontal pushing actions
deriving from roof, which usually activate out-of-plane mechanisms.

Concerning the material degradation, along the facades facing the main streets, even
if partial detachments of the plaster are evident, they do not compromise the functional
statics of the building compound.

The mechanical properties of the structural elements characterizing the case study
building are deduced from the indications prescribed in Table C8.5. of the Italian NTC18
standard [32]. Due to the absence of accurate on-site test procedures, the mechanical
characteristics of the masonry are reduced by assuming a confidence factor, FC, equal to
1.35, corresponding to a LC1 (limited) knowledge level.

Specifically, for the mechanical parameters (fi, 7o, fy0), the minimum values of the
intervals are reported in Table C8.5.1 of the Italian standard are considered [32], while for
the elastic moduli (E and G), the mean values are used. The mechanical parameters of solid
brick masonry walls are summarized in Table 1.

Table 1. Mechanical characteristics of masonry material for inspected SUs [32].

Mechanical Properties

Average compressive strength fm 2.60 Nmm 2

Average shear strength fuo 0.13 Nmm 2

Young modulus E 1500 Nmm—2

Shear elasticity modulus G 600 Nmm 2
Dead weight w 18 KNm 3

3. Ground Motion Selection
3.1. Seismological Structural Model

To take into account the entire variability of structural behaviour from elastic to
inelastic, up to global collapse [33,34], as well as the record-to-record variability (variability
related to the mechanism of the seismic source, path attenuation effects and local site),
ground motion records must be properly selected and, if necessary, scaled to a certain
seismic intensity level to provide relatively stable estimates of the median values of the
damage thresholds for the investigated structure.

For the seismic input definition, with the physics-based approach followed here, the
modelling of the propagation of seismic waves for the estimation of the seismic hazard
requires a prior characterization of the mechanical properties of the soil layers crossed by
the waves generated by a seismogenic source. In this regard, the XeRIS web application, as
proposed in [35,36], is used to compute the seismic wavefield responsible for structural
damage. The modelling of the ground motion scenarios is based on the modal summation
(MS) technique, as described in [37], which considers the vibrational modes of the layered
medium excited by a seismic source, providing a rapid computational procedure for an
adequate simulation of the ground motion in the case of a far-field event. Therefore, in the
case of near-field events, the discrete wave number (DWN) technique is used according
to the theory proposed in [38]. Nevertheless, these techniques allow for a very efficient
calculation of synthetic seismograms in laterally homogeneous layered models, taking into
account anelastic attenuation. Thus, the proposed site-specific geological model has been
defined starting from the soil structure provided by the Italian Accelerometric Archive,
ITACA, [39] considering a soil class C, then adopting the mechanical layers parameters
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(thickness, density, P and S waves velocity, and attenuation) discussed in [40], which
represent the geological setting of the investigated area.

3.2. Fault Scenarios

The calculation of a fault-based ground-shaking scenario allows modelling, at a
specific site, the ground motion caused by an earthquake with an extended fault. The com-
putational technique used is based on the theory proposed by [41], where the seismogenic
sources are modelled as a set of sub-sources, with a specific scaling source spectra law, also
to predict the effects related to the kinematic rupture process (i.e., directivity).

Moreover, some of the kinematic parameters are made by varying the nucleation point,
rupture velocity and slip field, and also take into consideration the source
stochastic component [42,43].

Four different sources (Mirandola (MIR), Finale Emilia (FE), Veronese (VR) and Ferrara
(FE)) are selected from the Web-GIS application DISS (Database of Individual Seismogenic
Sources) [44] to compute the seismic input at the selected site. The sources have rectangular
geometry of length, L, and width, W, with a variable distance between 1.9 km up to 44 km
about the reference site, identified as MR (Lon (°): 11.06 and Lat (°): 44.88—geographical
position of the study aggregate). In particular, Mirandola’s source descends solely on
the evidence of the recent tectonic activity of the Arc of Ferrara [45]. The 29 May 2012
earthquake in the Emilia-Romagna region of Italy, which was the second main shock of
the Emilian sequence, activated this seismogenic source, producing a detectable uplift
of the buried Mirandola anticline. The final geometry of the fault adopted is the one
validated in the study proposed by [40]. The Finale Emilia seismic source was formed
after the occurrence of the 20th May 2012 earthquake, which was the first mainshock of
the Emilian sequence giving rise to a detectable uplift of the associated buried anticline.
The Veronese source was generated following the 3rd January 1117 Verona earthquake,
which was perhaps the strongest event that occurred in the Po Valley. The data collected in
both historical and instrumental catalogues have shown that the seismicity of the Po Valley
is concentrated mainly along the foothills and the buried thrust fronts of the northern
Apennines and the southern Alps [46]. Finally, concerning the existence of the Ferrara’s
source, it dates back to the earthquake that occurred on 17th November 1570 based on
data relating to both the recent tectonic activity of the Ferrara Arch [45], and from the
subsoil geological structure [47]. Thus, based on the above considerations, some of the
characteristics of the four considered seismic sources are reported in Table 2.

Table 2. Some characteristics of the four selected seismogenic sources [40,44]. The acronyms are
related to: edi = epicentral distance; depth = focal depth of the earthquake occurred; strike = defines
the orientation of the fault counter-clockwise till the North; dip = represents the inclination of the
fault plane; rake = the direction the hanging wall moves during rupture measured relative to the
fault strike; sre = represents the angle formed between the focal point and the site.

L w edi Depth Strike  Dip Rake Sre
ID S M
ource ¥w  km) (km) (m) (m) () ©) ©) ©)
1 MIR 6.0 22 12 1.90 8.9 95 60 90 69
2 FE 6.1 10 6.4 20.7 6.2 115 43 90 195
3 VR 6.7 30 14 43.8 7.5 248 40 90 74
4 FR 5.5 5.1 4.0 34.6 29 88 50 90 179

Furthermore, a map of the location of the case study building (MR) to source config-
uration has been presented in Figure 4, where the dark blue line identifies the top of the
fault projection. The light blue circle (positioned in the centre of the fault projection) is the
fault reference point, and the orange area is associated with the area where the position of
the nucleation point of the rupture (red dot) is allowed to vary.
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Figure 4. The investigated source-site configurations; (a) MIR: My = 6.0, edi = 1.9 km; (b) FE: M, = 6.1,
edi = 20.7 km; (d) VR: M, = 6.7, edi = 43.8 km; (c) FR: M, = 5.5, edi = 34.6 km.

Subsequently, starting from the definition of the above-introduced seismic sources,
the modelled seismic scenarios consider the moment magnitude, the position of the nu-
cleation point, and the mean rapture velocity, Vs. The simulation proposed is based on
the Monte-Carlo technique for the quantification of the distribution of the final slip, con-
sidering 100 statistical realizations and assuming the random variability of the nucleation
point of coordinates (X, Y) (the maximum allowable variation is +1/3 of the fault length
(X direction) and +1/3 of the fault width (Y direction)).

The simulation of the source rupture processes has been performed using the PUL-
SYNOG6 algorithm based on the theory presented in [41,48].

For a sake of example, the fault rupture scenarios generated by four realizations (i.e.,
#1, #50, #90, #100) out of 100 for the Mirandola (MIR) source, are shown in Figure 5. For
each simulated rupture scenario, a 2D final slip map function is derived. The sub-source
grid is made up of 17 x 9 crosses in which the red dot represents the nucleation point, the
dark blue indicates the high slip of the fault, and the white contours (isochrones) represent
the time-domain slip rupture propagation of a non-stationary random process.
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Figure 5. Four examples of fault-slip rupture processes were generated for the Mirandola source,
varying the position of the nucleation point and the number of realization processes; (a) MIR:
My = 6.0, #1; (b) MIR: My, = 6.0, #50; (c) MIR: My, = 6.0, #90; (d) MIR: M, = 6.0, #100.

3.3. Maximum Credible Seismic Input (MCSI)

For the assessment of the seismic vulnerability of the considered case study, an
appropriate calculation procedure is presented to predict the expected hazard for the site
of interest.

For earthquake engineering purposes, the maximum credible seismic input (MCSI)
represents a reliable estimation of the expected ground shaking level for a specific site,
independently of the occurrence rate of earthquakes that could affect the investigated
area. In particular, the proposed methodology [37,43] does not use empirical equations,
such as GMPE, to derive the intensity measure (e.g., PGA or SA, PGV, PGD engineering
parameters), but takes into consideration the seismic scenarios generated by independent
seismic sources providing realistic ground motions in the time domain (either as a response
spectrum or as a set of seismograms). Nevertheless, the use of source spectra [41] introduces
a stochastic element in the proposed methodology; therefore, to define the MCSI spectrum,
the uncertainties correlated to the hazard estimation must be considered.

Physics-based synthetic engineering parameters can be calculated through knowledge
of the earthquake generation process and the propagation of seismic waves in an inelastic
soil profile.

In this regard, the structural and topographical heterogeneities, as well as the influence
of the source rupture process (slip distribution and rupturing velocity of the fault), were
evaluated using the XeRIS web application, as proposed in [35].

Regarding the physical definition of the MCSI response spectrum, it is described
in [29,42] where, for each seismogenic source, n-scenarios (in terms of magnitude, epicentre
distance and focal mechanism of the earthquake) have been considered, the obtained
n-spectral acceleration values (SA) have been compared, and the maximum median has
been selected, as depicted in Figure 6.
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Figure 6. Simulated maximum credible seismic input (MCSI) for the selected sources. The grey band
identifies the MCSI, as defined in [43], which is controlled by three sources: curves 1, 2 and 3 are the
median spectra obtained from one hundred realizations of the rupture process for the sources MIR,
FE and VR, respectively.

4. A Mechanical Vulnerability Assessment Model
4.1. Global Behaviour of the Case Study Aggregate

The case study compound has been numerically analysed using the 3Muri software
founded on the Frame Macro-Elements (FME) theory (Figure 7) [49]. This methodological
approach assumes that masonry walls are considered as a set of one-dimensional macro-
elements (columns, beams, and nodes) mutually interconnected. The resistance criteria of
the deformable elements have been assumed based on the requirements of EN 1998-3 [50],
which establish maximum threshold values of 0.4% and 0.6% for shear failure and flexural
collapse, respectively. The analyses were carried out along the two main global directions
of the building, X and Y.

Figure 7. Representation of the case study aggregate: solid (a) and macro-element (b) models.

The above-introduced simulations were interrupted when the shear strength decay
was equal to 20% of the maximum shear capacity, as reported in the NTC18 standard [32].

To this purpose, two different distributions of seismic forces and four combinations
(£X, £Y) have been considered, neglecting the influence of accidental eccentricities in the
calculation procedure. The results in terms of capacity curves are presented in Figure 8.
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Figure 8. Capacity curves in (a) =X and (b) £Y directions.

From the gotten results, it was observed how the aggregate provides a better structural
capacity in the transverse direction Y, rather than in the orthogonal one X. In particular,
the ultimate displacements achieved in the positive Y direction (Y*) are approximately
two times higher than the corresponding ones detected in the perpendicular X-direction
referred to the uniform distribution of the forces.

Conversely, in the negative X direction (X™), an increase of the displacements was
observed, compared to the Y direction.

In particular, the static condition (X~ 1st Mode) has shown an ultimate displacement,
dy, equal to —5.18 cm, which is approximately 61% greater than the analogous displacement
attained in the direction Y (d,, = —3.18 cm). Regarding the maximum base shear threshold, it
was noted that in the Y direction, the maximum strength is approximately two times greater
than the corresponding value in direction X. This discrepancy in terms of global behaviour
(e.g., displacements and maximum shear thresholds) in the two analyses directions is due
to the irregular planimetric conformation of the entire building conjunctly with a higher
presence of masonry resistant area.

Finally, for a global view of the vulnerability threshold and expected damage con-
cerning the examined building, two indices were analysed: the vulnerability index (Vi)
and the damage index (DI). With this intention, the vulnerability index, Vy, is intended as
the ratio between the acceleration capacity, PGAc;, intended as the peak acceleration that
determines the achievement of the ultimate limit state (ULS) condition based on the return
periods, Tr, and the corresponding acceleration demand, PGAp;, related to the spectral
coordinates of the site where the construction is located. In the specific case, the 3 Muri
software [49] automatically estimates the maximum spectral acceleration, starting from
the definition of the elastic response spectrum (Tr = 475 year) for the site of interest (Mi-
randola) having assumed a soil class C, as reported in the Italian Accelerometric Archive,
ITACA [39]. Consequently, the damage index has been evaluated, taking into account the
mathematical formulation proposed in [51]:

DI = Hmax 1 _ dmax—dy M

}ldfl du*dy

where pimax and pq are the required and available ductility associated with the structural
system, respectively, which can be expressed in terms of displacements; dmax represents
the required displacement, evaluated for T; < T¢, based on the area equivalence criterion;
and dy and dy are the yielding and ultimate displacements associated with the SDoF
system, respectively.

The numerator of the above-mentioned formulation indicates how the maximum
displacement, dmayx, deviates from the elastic one, while the denominator provides indi-
cations about the type of failure mechanisms (e.g., when the ultimate displacement, d,
is comparable to dy, the fragile mechanism is activated, vice versa, ductile ones). Thus,
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congruently to what has been introduced, the synthesis of the results has been depicted

in Figure 9.
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Figure 9. Estimated mechanical vulnerability index (Vy) (a) and damage index (DI) (b).

Analysis direction

First, the achieved results presented in Figure 9a have shown that the worst-case
scenario is attained for the direction X* (uniform), which corresponds to a C/D ratio equal
to 0.67. Similarly, in the direction Y (Y* 1st Mode), the expected vulnerability level is 0.40
(e.g., medium-low level).

Concerning the damage index DI, as reported in Figure 9b, it has been observed that
the value of 0.57 is reached for a uniform distribution of forces in the X* direction, since
the difference between the maximum displacement demand, dmax, and the correspond-
ing yielding displacement, dy, is influenced by the achievement of a premature plastic
displacement threshold.

Subsequently, the vulnerability indexes have been associated with the estimated
damage index, DI, and then correlated to the damage thresholds provided by the European
Macroseismic Scale, EMS-98 [52,53], as reported in Table 3.

Table 3. Correlation between DI and European Macroseismic Scale (EMS-98) damage levels.

DI Dan.lag.e Damage Grade EMS-98
Description

0<DI<03 Null DO
0.3<DI<0.6 Slight D1
0.6<DI<0.8 Moderate D2
0.8<DI<1.0 Near-Collapse D3

1.0 < DI Collapse D4-D5

Force Distribution PGAC[{]P GAp E]I EMS-98
X* (Uniform) 0.7 0.6 D2
X (1st Mode) 0.5 0.4 D1
X (Uniform) 0.4 0.2 DO
X (1st Mode) 04 0.3 D1
Y* (Uniform) 0.2 0.1 DO
Y* (1st Mode) 04 0.2 Do
Y~ (Uniform) 0.3 0.1 Do
Y~ (1st Mode) 0.2 0.0 DO

In Figure 10, the validation between the real damages detected after the Emilia-
Romagna earthquake and the corresponding ones derived from the mechanical analysis
procedure evaluated at the ultimate displacement, du, referring to the ULS (ultimate limit
state) combination, has been provided.

58



Buildings 2021, 11, 667

lll e ;
%5 - ig}%%t‘.ﬂ‘ n mm ihfﬁH r-{' "
TRV 21 L1 I £ £ L X

L:61m

l 1 T lﬁ

L,:1092m

(b)

Figure 10. Validation of the mechanical model by comparison between real damages and

numerical ones (a,b).

The damages detected [30] are characterized by the widespread distribution of cracks
in the main fagade that affect the vertical structures.

More specifically, there is a propensity to damage identified mainly in the spandrel
elements, since they have no tensile strength (instead guaranteed by a steel tie-rod or
reinforced concrete ring beam) towards the combined effects induced by both bending
and shear.

Congruently to what was discussed in the above-introduced comparison, it is possible
to appreciate how the simulated structural model provides a global damage level not
dissimilar to that really detected in the case study aggregate.

4.2. Capacity Response of Building Structural Units

This section analyses the seismic behaviour of the individual structural units in
the aggregate configuration using a numerical procedure based on the capacity curve
reconstruction process derived from that of the whole aggregate. This methodological
approach allows estimation of the propensity to damage of the SUs, considering their
interaction in the aggregate configuration and, therefore, accounting for their contribution
in terms of both stiffness and mass. Thus, after assessing the seismic response of the whole
aggregate along with the main analysis directions, the behaviours of the reference cells
included in the aggregate have been evaluated. In particular, the clustered SUs response has
been achieved by adopting a step-by-step simulation process by considering as base shear,
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Vy}, the analytical sum of the base reactions of the piers of the reference case study unit
and, as displacement, the average value of the displacements of the selected monitoring
nodes, Dy, ', at the top floor. The analytical formulations, adopted for the definition of the

MDOoF capacity curves, are presented according to the study proposed in [5,54,55]:

i N
b= ,Z |Vi|
=1
N
o |ED
i _ =
Do = Tx

having assumed |Vjl as the absolute value of the base shear force associated with the
j-th node at the i-th step, D as the absolute value of the top displacement associated with
the j-th node at the i-th step, and N as the total number of the nodes at the base of the

masonry piers.

The resulting curves in both analysis directions, X and Y, after a bi-linearization

process, have been plotted in Figure 11.
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Figure 11. Bilinear curves for the selected SUs in X (a) and Y (b) analysis directions.

From the acquired results, it appears that the behaviour of the SUs in the two analysis
directions is quite heterogeneous. In particular, the head units have been denoted with
black-grey, the corner units in red, and a black scale colour has been adopted for the other
intermediate units. The capacity parameters expressed in terms of forces and displacements

for each of the analysed SUs are presented in Table 4.

From the obtained results, it has been observed that, in the X direction, the head
unit (SU7) has higher stiffness and strength than the other building units which occupy

intermediate and corner positions, respectively.

This circumstance has been revealed since the corner and intermediate units are af-
fected by the beneficial effect of mutual structural confinement, while the head unit is con-
strained only on one side, thus resulting in greater susceptibility to displacements. In terms
of displacements, it was noted that the SU7 (head) provides displacements comparable to
the SU5 (intermediate), which has a higher mass due to the presence of contiguous SUs.

Moreover, in the Y direction, it has been observed that the SU7 provides a higher
contribution in terms of displacement capacity than the other cells due to the interconnected
confinement effect provided by the adjacent SUs. Furthermore, by comparing the maximum
shear threshold of the SU7 in the two directions, it can be seen that, in the Y direction, the
structural cell has an increased shear strength of about 44% compared to the corresponding

threshold achieved in the orthogonal direction.
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Table 4. Capacity parameters for the investigated SUs.

Dir. X Dir. Y
Position SUs ID
dy[em]  dylem]  Fmax[daN] dylem]  dy[em]  Fpax [daN]

Corner 1 0.2 0.9 49,120 0.1 0.2 80,529
Intermediate 2 0.3 1.7 39,175 0.2 0.2 60,121
Intermediate 3 0.2 1.3 27,625 0.2 0.2 51,357
Intermediate 4 0.3 1.8 38,578 0.4 0.5 88,310
Intermediate 5 0.2 1.7 56,030 0.3 0.4 190,361
Intermediate 6 0.2 1.3 48,122 0.3 0.4 219,884
Intermediate  6b 0.1 1.3 16,133 0.1 0.3 14,598

Head 7 0.3 1.6 112,831 0.4 1.1 251,410
Intermediate 8 0.1 0.2 7694 0.1 0.2 22,418
Intermediate 9 0.1 0.2 6615 0.2 0.2 32,505
Intermediate 10 0.1 0.2 32,723 0.3 0.3 60,920

Corner 11 0.1 0.2 84,476 0.2 0.4 41,891

4.3. Analysis of the Capacity Parameters

To interpret the different global responses of the examined structural units, the main
capacity parameters (stiffness, ductility, shear strength, mass and vibration period) have
been plotted and correlated to each other, as reported in Figure 12.
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Figure 12. Capacity of the SUs in terms of (a) vibration period, (b) stiffness and mass, (c) ductility displacements vs. wall
resistant area, and (d) base shear vs. total volume.
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First of all, the vibration period of the single structural units analysed, taking into
account their contribution in terms of mass and stiffness, has been appropriately compared
with the simplified formulation derived from the NTC18 standard [32] (see Figure 12a).
From the comparison, it has been noted that in the two analysis directions, the periods
associated with the single SUs are heterogeneous with a higher incidence in the X direction,
where they exceed the corresponding period provided by the NTC18 standard [32].

However, it is worth pointing out that the NTC18 standard [32] provides a simplified
formulation for estimating the vibration period of buildings considered as isolated struc-
tures, without considering the aggregate effect. Thus, it is noted that the SUs 1, 2, 3, 6b, 8, 9
and 10 have a low seismic mass-to-stiffness ratio, presenting a reduced vibration period
compared to the other structural cells examined in the same analysis direction. Conversely,
in Y direction, the vibration period is, on average, 24% lower compared to the analogue
values examined in the orthogonal direction.

This circumstance denotes that, in the transverse direction, the stiffness associated with
the single SUs is on average 79% higher than that obtained in the X direction, as depicted
in Figure 12b. As far as the displacement ductility is concerned, it has been correlated to
the wall resistant area (see Figure 12c) to consider the incidence of the structural resistant
area (WR a) on the expected ductility (i). From the results achieved, it was observed that in
the X direction, the point cloud is quite homogeneous for 2.0 < p < 7.0, which corresponds
to a wall resistant area Wg a enclosed in the range between 2.60 m? and 21.0 m2. On the
contrary, due to the higher number of wall panels, in the Y direction, the wall resistant area
is within 7.40 m? and 32.0 m? and reduces the corresponding displacement.

Finally, in Figure 12d, the correlation between the maximum shear force and the total
volume of SUs is shown. The analysis of the results in both analysis directions has revealed
how the linear regression function presents a direct proportionality between the monitored
parameters. The regression coefficient (R?) is robust, assuming values greater than 0.5 in
both examined cases, taking into account all the building-to-building variability in terms
of mass, stiffness, and in-elevation interaction.

4.4. Vulnerability Assessment for the Bilinear Elasto-Plastic SUs Models

Following the above-introduced sections, the generation of MCSI spectra was imple-
mented according to the soil structural model and fault scenario selected [56]. In particular,
the MCSI has been defined in terms of the response spectrum to accomplish the engineering
seismic verification of the case study masonry compound.

With this intent, according to [29,42], the MCSI response spectrum, taking into account
the stochastic nature of the algorithm implemented by the XeRIS tool [35], is evaluated
at the 95th percentile, based on the number of realizations of the fault rupture process
considered. Therefore, by defining the maximum credible seismic input, the maximum
contribution in terms of seismic hazard is offered by the Mirandola source (MIR, see Table 4)
due to a reduced site-source distance. In these circumstances, the source spectrum derived
from the rapture process of the Mirandola source represents the maximum expected MCSI
for the generated scenario, enveloping, for periods of interest, the spectra generated by the
other sources considered. The derived spectra for both the 50th and 95th percentile (median
and maximum), are presented in Figure 13a, with their regularized shape according to
the Italian seismic code as illustrated in Figure 13b. Finally, in Figure 13c, the design
response spectra for the Mirandola site [32] have been presented, assuming soil class C and
Tr = 475 years.
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Figure 13. MCSI spectra at (a) the 50th and 95th percentile, (b) regularization response spectra, and (c) design response

spectrum for the Mirandola site.

Consequently, the N2 method [57-59] has been adopted for the evaluation of the
seismic performance of the single SUs in aggregate conditions by adopting the above-
introduced MCSI spectrum. The method combines non-linear static analysis and the
response spectrum approach to derive the ADRS (acceleration displacement response
spectrum) domain, as reported in Figure 14. Moreover, the seismic verification is carried
out by estimating the vulnerability index, appropriately evaluated as the ratio between the
seismic demand, D;, and the relative capacity, C;, provided by the studied structures.

The results presented have shown how the expected vulnerability is heterogeneous
in both analysis directions, depending on the structural position of SUs, as discussed in
Sections 3.1 and 3.2. For the sake of example, a detailed application of the N2 method to the
head unit is depicted in Figure 15, where also the ADRS obtained using the source spectra
is compared with the corresponding spectrum derived from the NTC18 standard [32].
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From the obtained results, it is noted that, in the transverse direction, there is an
increase of both strength (55%) and stiffness (40%) concerning the longitudinal direction
response. Subsequently, the results obtained by applying the ADRS spectrum, derived from
the NTC18 standard [32], have revealed how the verification in the X direction provides
a D/C ratio equal to 0.83 while, considering MCSI at the 50th percentile, the mechanical
vulnerability, D/C, is equal to 0.96, with an increase of 14%. In the Y direction, it is noted
as D/ClInrcis = 0.7, while the corresponding value obtained by MCSI is equal to 0.9, with
an increase of 22%. Moreover, the ADRS spectrum achieved from the MCSI evaluated at
the 95th percentile provides unsafe conditions, since the seismic checks are not satisfied
(D/C > 1) in both analysis directions.

In conclusion, the N2 method verifications implemented through the proposed ap-
proach to derive seismic spectra have provided results on the safe side, in comparison to
those provided by the standard code.

4.5. Fragility Assessment

In this section, the mean fragility curves of the different SUs have been derived. The
fragility curves define the probability that a given damage state, dg;, is equalled or exceeded
by a specific intensity measure. The adopted methodology considers as intensity measure
the spectral displacement, Sq, according to the following Equation (3) [10,55,60]:

Pla 2 a5, =0 [f ()] )

where ® [e] stands for the cumulative normal distribution, while the denominator and
(3 are the median and the standard deviation of the corresponding normal distribution,
respectively. The damage thresholds have been assumed according to the theory proposed
by [3,60] as a function of the structure yielding and ultimate displacements.

Moreover, to reduce the number of uncertainties deriving from the deterministic
approach, a single value has been assumed for the standard deviation.

Specifically, the standard deviation has been set as equal to the displacement ductility,
u, multiplied for a fixed correlation coefficient equal to 0.45. Thus, the damage states and
the standard deviations have been identified, as reported in Table 5.

Table 5. Definition of damage levels and the corresponding standard deviation.

Damage Levels DS;
D1 0.7-dy Slight
D2 1.5-dy Moderate
D3 0.5'(dy +dy) Near Collapse
D4-D5 dy Collapse
Standard deviation 3
0.45-In(p)

The expected damage levels are in line with the assumption proposed in the frame-
work of the Risk-UE project [61], which is generally used in many seismic risk studies
on European building stocks in prone cities. Therefore, the fragility functions have been
derived, taking into consideration the average displacements of the above-mentioned case
study SUs, as depicted in Figure 16.
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Figure 16. Fragility curves for the examined structural units in X (a-e) and Y (b—f) direc-
tions; (a) Head SUs; (b) Head SUs; (c) Intermediate SUs; (d) Intermediate SUs; (e) Corner SUs;
(f) Corner SUs.

The obtained results clearly show how the corner structural unit provides damage
probabilities higher than those of the other SUs occupying intermediate and head positions.
In the specific case, the corner unit, despite having a number of floors less than the
contiguous structural cells, has a reduced lateral constraint guaranteed by the adjacent
structural units, so that the torsional phenomena limit the displacement capacity and,
consequently, the expected damage is much more pronounced. Regarding the torsional
effects, they are strictly correlated by the addition of structural mass rates offered by
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the contiguous SUs, resulting in a non-uniform distribution of the resistant elements
in the plane.

Therefore, the more pronounced eccentricity between the centre of gravity and centre
of stiffness triggered the premature failure of the masonry wall panels, confirming the
damage level depicted in Section 4.1.

5. Conclusions

The research work analysed the seismic vulnerability of an unreinforced masonry
building aggregate located in the historic centre of Mirandola using a physics-based
simulation approach.

The first step aims to characterize the expected hazard for the site of interest, based on
the physics-based ground motion simulations. To this end, the web application XeRIS has
been adopted. The starting point was the definition of the soil structure profile to model the
propagation of the seismic waves for the estimation of the seismic hazard. In this regard,
parametric studies were conducted both on the geological structural model and on the
configurations of the selected seismic sources.

The proposed structural model contains the specific geological properties of the in-
vestigated area. Subsequently, four different sources (Mirandola (MIR), Finale Emilia
(FE), Veronese (VR) and, Ferrara (FE)), were selected to derive the MCSI source spectrum
by adopting a stochastic seismic scenario that considers all the possible variability re-
lated to the moment magnitude, the position of the nucleation point, and the mean slip
rapture velocity.

The second step concerned the evaluation of the global seismic behaviour of the
examined masonry compound through non-linear static analyses. The different global be-
haviour (e.g., displacements and maximum shear thresholds) in the two analysis directions
is mainly due to the irregular planimetric configuration of the entire building conjunctly to
the higher presence of resistant wall areas. Subsequently, concerning the global response,
two synthetic parameters, namely the vulnerability index (V) and the damage index (DI),
were analysed. To this end, the vulnerability index, Vi, was mechanically estimated di-
rectly by extrapolating the results from the 3Muri software, which once defined the elastic
response spectrum for the site of interest. From the results achieved, it was shown that the
X* (uniform) direction provides a PGAc/PGAp ratio equal to 0.70 while, in the transverse
direction (Y* 1st Mode), the vulnerability stands at 0.40 (e.g., medium-low level). As far
as the damage index (DI) is concerned, it has been used for establishing a failure hierar-
chy based on the analyses performed. In particular, it has been found that the selected
parameter varied in the range between 0.1 and 0.6, which mainly corresponds to a ductile
(bending) crisis of the structural elements and the corresponding damage level according
to the EMS-98 scale.

Consequently, the seismic behaviour of the individual structural units in the aggregate
configuration was analysed using a numerical procedure based on the reconstruction pro-
cess of the capacity curves derived from those of the entire aggregate. This methodological
approach allows estimation of the damage propensity of the single SUs, considering their
interaction in the aggregate, so taking into account the contribution given by SUs adjacent
to the investigated one in terms of both stiffness and mass.

The performed analyses provided important insight into the correlation between shear
force and ductility. It has been observed that, by correlating the base shear force and the
total volume of the single SUs, there is a direct proportionality among the monitoring
parameters. However, the ductility tends to decrease as the total resistant area of walls in Y
direction increases up to 35 m?.

Consecutively, the seismic verification was implemented using the bilinear elasto-
plastic curves of SUs. To this purpose, the ADRS domain was adopted for the MCSI
spectrum (derived at 50th and 9th percentile). In the first instance, the acquired results
showed that the expected vulnerability is heterogeneous in the analysis directions, pro-
viding unsatisfactory results using the ADRS at the 95th percentile (worst-case scenario).
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Furthermore, to propose a suitable example regarding the performance of the SUs towards
the seismic action, the investigated head unit was considered as a reference case for con-
ducting the seismic verification in terms of demand and capacity displacements. In this
regard, the ADRS obtained using the source spectra were compared with the corresponding
spectrum derived according to the Italian design code. From the obtained results, it was
noticed that, in the transverse direction, an increase of both strength (55%) and stiffness
(40%) concerning the longitudinal direction was found.

The seismic verification in the longitudinal direction, obtained by applying the ADRS
domain derived from the Italian NTC18 standard, provided a D/C ratio equal to 0.83, while,
considering MCSI at the 50th percentile, the mechanical vulnerability, D/C, was equal to
0.96, with an increase of 14%. Moreover, in the Y direction, it was seen as D/C | ytc18 = 0.7,
while the corresponding value obtained by MCSI was equal to 0.9, with an increase of 22%.

This aspect demonstrated how the displacement demands achieved by adopting
the simulated scenario provide conforming results concerning the prediction of the code
spectrum vulnerability procedure.

Finally, the mean fragility curves were derived for the different SUs investigated. The
results showed how the corner structural unit provides higher damage probabilities than
the other SUs occupying intermediate and head positions. Firstly, this outcome was due to
the reduced lateral constraint guaranteed by the adjacent structural units, and, secondly,
by the induced effect of the torsional phenomena strictly correlated to the addition of
structural mass rates offered by the contiguous SUs, resulting in a non-uniform distribution
of the resistant elements in the plane.

Overall, based on the results presented, this research topic provided complete informa-
tion concerning the adoption of a specific procedure based on ground motion simulations
for the seismic assessment of URM buildings.

For this reason, this study represents an initial first step that can provide clear insights
into the causes of collapse observed in masonry structures after destructive earthquakes. In
this framework, future developments should be oriented to the simulation of other seismic
scenarios characterized by different fault mechanisms, epicentre distances, hypocentre
depths, and ground amplification, to have a greater consistency on the effects caused by a
possible earthquake on a larger building dataset.
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Abstract: An accurate estimation of the axial compression capacity of the concrete-filled steel tubular
(CFST) column is crucial for ensuring the safety of structures containing them and preventing related
failures. In this article, two novel hybrid fuzzy systems (FS) were used to create a new framework
for estimating the axial compression capacity of circular CCFST columns. In the hybrid models,
differential evolution (DE) and firefly algorithm (FFA) techniques are employed in order to obtain
the optimal membership functions of the base FS model. To train the models with the new hybrid
techniques, i.e., FS-DE and FS-FFA, a substantial library of 410 experimental tests was compiled
from openly available literature sources. The new model’s robustness and accuracy was assessed
using a variety of statistical criteria both for model development and for model validation. The
novel FS-FFA and FS-DE models were able to improve the prediction capacity of the base model by
9.68% and 6.58%, respectively. Furthermore, the proposed models exhibited considerably improved
performance compared to existing design code methodologies. These models can be utilized for
solving similar problems in structural engineering and concrete technology with an enhanced level
of accuracy.

Keywords: CCFST; hybrid; prediction; FFA; DE; FS

1. Introduction

Concrete-filled steel tube (CFST) members make better utilization of steel and concrete
than traditional bare steel or reinforced concrete structures. The steel tube gives confine-
ment to the concrete infill, while the concrete infill prevents the inward buckling of the steel
tube. CFST members have a long history of being used in a broad range of construction
projects due to their efficiency as structural components. As an example, CFSTs have been
utilized as (1) mega columns in super high-rise buildings, (2) chord members in long-span
arch bridges, (3) bridge piers, (4) floodwall piling, and (5) underwater pipeline structures,
as described by researchers like Wang et al. [1]. For the most part, the CFST components in
these situations are utilized to support compressive forces.
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When it comes to improving the compressive strength of CFST components, there
are primarily two approaches that are used. Using bigger cross sections is one approach.
However, it may increase structural weight (and as a result the seismic impact) and
decrease useable space, making it a less feasible or cost-effective solution. Alternatively,
high strength steel (i.e., with a yield stress higher than 525 MPa) and high strength concrete
(i.e., with a compressive strength greater than 70 MPa) are two additional viable methods
[AISC 360 [2]].

According to experts like Nishiyama et al. [3], Kim [4] and Han [5] and others, many
studies have been carried out to examine the behavior of conventional-strength members of
the CFST. Several researchers have experimented with the behavior of high-strength CFST
columns facilitating their adoption in practice. For example, Cederwall et al. [6], Varma [7],
Uy [8], Liu et al. [9], Mursi and Uy [10], Sakino et al. [11], Lue et al. [12], Aslani et al. [13],
and Xiong et al. [14] have performed experimental testing on high-strength rectangular
CFST short columns. Lai and Varma [15] reviewed these experiments and provided design
equations for calculating the cross-sectional strength of high-strength rectangular CFST
columns and also effective stress-strain relationships for the steel tube and concrete infill of
such high-strength components.

Additional experimental tests on CFST columns were conducted by Gardner and Ja-
cobson [16], Bergmann [17], O’Shea and Bridge [18], Schneider [19], O’Shea and Bridge [20],
Giakoumelis and Lam [21], Sakino et al. [11], Zeghiche and Chaoui [22], Yu et al. [23],
de Oliveira et al. [24], Liew and Xiong [25], Chen et al. [26]. The experimental results
from previous studies have been employed in this study in order to build an experimental
database. It is noted, however, that experiments featuring columns with fibers in the
concrete, stainless or aluminum steel tubing, grease on the inner surface of the tubing, or
concrete infill alone were excluded from this database.

Machine learning (ML) methods have been widely used in many civil engineering
applications [27-55], particularly in compressive structures [56-59]. ML uses databases
to develop models that can solve various linear and nonlinear problems with varying
degrees of complexity. These methods, using computer processing, help considerably in
solving problems more efficiently and quickly, and is introduced as a powerful alternative
method for older, experimental and statistical models. An optimization and tree-based
approach has been developed by Sarir et al. [60] to find out the maximum capacity of
circular CFST members. Short CFST members’ load-bearing capacity was predicted by
Ahmadi et al. using an artificial neural network [61,62]. A gene expression model for
predicting circular CFST capability was established by Gtineyisi et al. [63] and Ipek and
Glineyisi [64]. In the study of Moon et al. [65], the load-bearing behavior of circular CFST
was also examined using a fuzzy logic model. According to Al-Khaleefi et al. [66], the
fire resistance of CFST columns has also been studied using a machine learning method
that considers material characteristics and loading circumstances. For sections other
than circular, Ren et al. [67] recently published a study on the prediction of square CFST
members, using support vector machines and particle optimization methods. While for the
same section Tran et al. [68] used a neural network model to predict the ultimate load. Also,
Lee et al. [69] used a categorical gradient boosting algorithm to predict the strength of both
circular and rectangular CFSTs under concentric or eccentric loading. Zarringol et al. [70]
used ANN for the same problem. It can be concluded from these studies that ML methods
prove quite promising in investigating the mechanical behavior of structures made up of
CFST members.

In this research, the major goal is to develop a regression machine learning model
for compressive circular CFST, particularly in contemporary buildings. This was achieved
using a hybridizing fuzzy system (FS) with two optimization algorithms known as the
firefly algorithm (FFA) and differential evolution (DE). The input data consist of column
length, cross-section diameter and steel tube thickness in addition to concrete compressive
and steel yield stress. Precise quality metrics such as root mean-squared-error (RMSE), and
coefficient of determination (R?) were utilized throughout the model’s testing/ validation
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phase. The FS-FFA and FS-DE models were evaluated and compared with existing design
code methodologies to highlight the best predictive model for the examined problem.

2. Research Significance

CFST design can be done using different methods and codes around the world.
Accurate, faster, and less costly design is one of the priorities of any structural project. Due
to the fact that an accurate CFST design has important effects on the stability of structures,
examining different techniques could give a better understanding of their effects and
behaviour. Therefore, this research, using a new generation of computational methods
developed by learning machines, is aimed at coming up with a practical solution to the
aforementioned problem. Using a combination of FS and optimization algorithms (i.e., FFA
and DE), new predictive models can be developed to more accurately and quickly evaluate
CFST design. Optimal solutions of hybrid models consisting of these conditions can be
used for new conditions and provide acceptable results considering practical applications
in industrial fields.

3. Short Literature Review on Design Codes

The design of circular CFST columns is already supported by several steel and compos-
ite codes, available worldwide. Such codes include EN1994 [71] in Europe, AISC 360 [72]
in the USA, AlJ [73] in Japan. Besides providing the squash load that is relevant for short
columns, design codes also provide methodologies to predict the resistance against flexural
buckling, which becomes the critical failure mode for long, slender columns. Local buckling
of the steel tube is also a failure mode relevant for thin-walled steel sections. It is typically
covered by placing section slenderness limits and depending on them, either accounting for
a reduced effective steel sectional area (i.e., EN1994 [71]), or limiting the ultimate stress the
composite section may reach (i.e., AISC 360 [72]). Regarding squash load, which involves
the plastic strength of the steel and concrete parts of the CFTS section, the influence of
the increased concrete confinement provided by the circular tube is typically expressed
through an increase of the concrete strength contribution. The following formulas describe
the squash loads, for the EN1994 [71], AISC 360 [72], AIJ [73] design codes (ignoring any
safety factors):

t _

winisss _ | nefyhs+ (14ne2) frac T<0s 1)
p fyAs + flA A 205

NJISC0 — £ A, 1 0.95f/A @

N =127, A + 0.85f. A ©

Factors 77, and 7. account for the member slenderness A. For slender columns, the
squash loads given above fail to represent the ultimate compressive load. In such cases,
buckling phenomena emerge that cause an earlier failure, depending on the global column
slenderness. The methodologies provided by the aforementioned design codes are differen-
tiated in this context. Due to space limitations the relevant expressions are not reproduced
herein however.

All design codes place specific limits on their field of application. These are related to
material strength limits, steel tube slenderness, global slenderness or steel to concrete ratio.
Table 1 presents the relevant application limits for the codes examined.
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Table 1. Design codes application limits, related to circular CFSTs.

fy fe ;
Code (MPa) (MPa) Section Slenderness Other
EN1994 [71] 235 < f, < 460 25 < fl <50 1< 90% 02 < ATf/ <09
y - P
AISC 360 [72] fy <525 21 < fl <69 4 < 0<3flE- As > 0.01A,
v

Al [73]

% <15 23500 MPa

. Le
«/min{fy;OJf“} B <50

235 < f, <355 18 < f1 <60

Asc, As, and A, are the areas of the total cross section, the steel tube and the concrete core, respectively L, is the column effective length.

4. Modeling Approaches
4.1. Fuzzy System (FS)

A chapter titled “fuzzy sets” by Professor Lotfizadeh in 1965 presented the fuzzy
theory [74]. Initially, his primary objective was to create a more accurate model of how
natural language processing works. Fuzzy sets, fuzzy events, fuzzy numbers, and phases
are only a few of the innovations he made to mathematics and engineering thanks to
these ideas. A rule base, which includes If-Then rules created by application specialists,
constitutes FS’s core component [75]. Membership functions are used to deploy the fuzzy
sets. For the FS process, the most popular fuzzifiers are Gaussian, Singleton, and Triangular.
In addition, the most often used defuzzifiers in the literature are center of gravity, center
average, and maximum. Fuzzy logic principles govern the firing of If-Then rules while the
inference engine is operating. A fuzzy rule has the following syntax [76]:

If xyis Ayand ... x,is Ay then Y is B 4)

Fuzzy sets in U R (U is the input space) are Ai and V R (V is the output space) are B,
and X is equal to the product of the variables in the input space and the variables in the
output space, respectively. There are two types of FS controller: closed-loop and open-loop.
The product inference engine and Gaussian fuzzifier were used in the following ways:

fiw = { ool xsm 5)

1 otherwise

1 x < mp
%(’“”“ )} otherwise ©)

o

o) = { exp|—

4.2. Firefly Algorithm (FFA)

Yang was the first to propose FFA as a nature-inspired, meta-heuristic algorithm [77].
Engineers have used this method to address a variety of issues. The most critical aspects of
the FFA process are the formulation of attraction and the change in light intensity. Fireflies
will operate virtually independently in FFA modelling, which is advantageous for parallel
implementation in particular. Fireflies in this algorithm tend to congregate closer to the
optimum, making it superior to the particle swarm optimization (PSO) and the genetic
algorithm (GA) [76,78]. Figure 1 depicts FFA’s foundation for a better understanding.
Several studies, including Yang [77], Zhang and Wu [79], and Apostolopoulos and Vla-
chos [80], go into great depth regarding FFA. Reviewing past research shows that the FFA
may be utilized as a powerful tool for engineering optimization in almost all fields [81,82].
Gholizadeh and Barati [83], for example, used the PSO, FFA, and harmony search (HS) to
explore the size and form optimization of truss systems. In terms of optimizing the size
and geometry of truss structures, FFA outperformed PSO and HS.
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START
Generate Initial population of fireflies x=(x, ..., X,)
Determine Intensity (I) at objective function f{xi)
While t<MaxlIter
Fori=I:n
Forj=I1:n
If =1
Move fireflies i and j in d-dimension
Endif
Attractiveness varies with distance r via exp [—yr]
Evaluate new solution and update light intensity
End
End
Rank the fireflies and find the current best
End
END

Figure 1. Base of firefly algorithm (FFA).

4.3. Differential Evolution (DE)

Storn and Price (1997) first proposed the concept of differential evolution (DE) as a
stochastic population-based search technique [84]. NP members are randomly selected
from the original population (parents) before the search may begin. Using crossover,
mutation, and selection operators, the DE technique then produces a new population (i.e.,
offspring). This iteration’s members are chosen by comparing how similar they are to the
previous iteration’s members. This cycle is repeated until the desired outcome is achieved.
The following sections describe the major stages of this algorithm [84].

4.3.1. Generating the Initial Population

If the problem’s decision variables are indicated by D, the initial population vector is
produced with a random size N*D inside the decision variables allowed range, according
to the following equation:

Xio = Ximin + round(@; X Ximay — Ximin), i =1,..., NP (7)

There are lower and higher limits on the choice variables x;,,;;, and X;,y, respectively,
while index 7 is a random number between 0 and 1.

4.3.2. Mutation

To carry out the mutation procedure, the following equation is used:

viG+1 = Xr1,6 + F X (X2,6 — X13,6) ®)

There are three randomly selected members of the population in this case, and the
scaling factor F ranges from zero to two, giving us a mutant vector v; ;7 and three
randomly picked members of the population.
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4.3.3. Crossover

This operator combines the modified particles with the members of the target group
that were chosen in the first stage as follows:

Uji,G+1 r<Cror j=rn;
. — L ] i
u = . 9
.6+ { Xxjic otherwise ©)
wherej=1,2,...,D; € rj [0, 1] is the random number; C, stands for the crossover constant
€ [0,1];and € rn; (1,2, ..., D) is the randomly chosen index.

4.3.4. Selection

Once all operators have been initialised to their respective goal functions, a new
measurement vector and target member are created. If the measurement vector’s value
exceeds the target member’s, the member is promoted to the next generation. If this does
not happen, the target member will be added to the population of the following generation.
Figure 2 depicts the DE’s pseudo-code.

START
Initialize the random population Xi, G i=1,...,NP
Evaluate f(Xi,G) i=1,....NP
For G=1:Maxlter
For i=1:NP
Select randomly Xpq ¢, Xr2,6, Xra6
Forj=1:D
Ifrandj(0,1)<CR
Vjigr1 = X1 +F X (xrz.a — Xr3 ,s)
Else
Viic+1 = Xjig
End if
End For
If fvjigsd) <=1X0,G)

Xi6+1 = Vig+1
Eise
Xic+1 = Xig
End if
End for
End For
END

Figure 2. Pseudo-code of the differential evolution (DE).

4.4. Hybridization of FS

The CCFST is predicted using two hybrid FS-FFA and FS-DE in this research. Five
characteristics were utilized as inputs in the hybrid FS modelling procedure, with CCFST
ultimate load being the output. The proposed FS-FFA and FS-DE models were trained and
tested using 328 datasets of data in the training phase and 82 datasets of data in the testing
phase. Fuzzy-based modifications to FFA and DE are suggested in this research to remove
or minimize model drawbacks. In this structure, the member (population) of optimization
algorithms in each step may affect each other’s movements. For determining progress
in the program, we used two metrics to indicate how close the algorithms are getting to
the ideal answer. We call this loop counter (iteration) Count and its value is decided by
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expertise or via trial and error [85]. The fuzzy controller will have to deal with this last
problem. The following is an introduction to the delta parameter:

Deltal = F(Best") - P(TBest"*l) (10)

Iteration i yields Best!, which is the best solution, whereas iteration i—1 yields TBesti—1,
which is the best solution. One of the benefits of the hybrid FS is that it regulates the
fundamental database, i.e., physics of the examined problem. As a result, convergence
speed may be improved by making the appropriate initial adjustments. A MATLAB
programme was used to implement the hybrid FS model’s code. The following equation is
used to standardize datasets before beginning hybrid FS modelling:

X — Xmin

Xnorm = Xmax — Xmin (1
where X, Xmin, and Xmax represent the parameters’ real values, minimum and maximum
values, respectively, while Xnorm represents the parameter’s normalized value. FS-FFA
modeling’s most critical parameters are Npop (swarm size), Alpha (mutation coefficient),
Gamma (light absorption coefficient), Beta (attraction coefficient base value) and Maxiter
(maximum number of iterations), according to prior research [81,82,85]. Parameters’ num-
ber of iteration, crossover constant and population (Npop) are also effective for the DE
algorithm [84,86]. Following the trial and error technique, Npop of FFA was set to 50, Npop
of DE was set to 80, Alpha was set to 0.25, Gamma was set to 1, crossover constant was set
to 0.8, Beta was set to 2, and the number of iterations for both algorithms was set to 500.
Figure 3 depicts the steps involved in putting hybrid FS into practice.

Testing Phase Training Phase

‘Over and Under fitting

Stop Criteria

l Yes

Optimum Model

=

Figure 3. The general flowchart developed in this research.
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5. Data Setup

A variety of sources were used to compile the database for this study such as
Wang et al. [87], Geng [88], Dong et al. [89], Wang et al. [90], Chen et al. [91], Yang et al. [92],
Wang et al. [93], Wei et al. [94] Hoang and Fehling [95], He et al. [96]. These sources include
axial compression tests on circular CFST columns that make up 410 samples in total (whole
used datasets for modeling are presented in Appendix A). Several geometrical factors and
mechanical characteristics were utilized in these tests to investigate the failure of CFST
columns under axial stress. These are column length (L), diameter (D), and thickness (t)
as geometrical input variables. Additionally, the steel tube yield stress (fy) and the com-
pressive strength (fc) of the filling concrete are the material specific variables representing
their mechanical properties. The only output of the problem is the CFST column ultimate
experimental axial compressive load (Pexp). Table 2 shows a statistical examination of
the dataset.

Table 2. General information of dataset.

Parameter Unit Min Average Max SDT
L mm 180 720.73 4000 594.56

D mm 60 169.41 550 74.04

t mm 0.86 4.47 16.72 2.59
fy MPa 184.8 388.38 1153 170.29

fc MPa 23.2 74.98 188.1 44.01
Pexp KN 215 2992.71 29590 3213.2

6. Development of the Hybrid Models

The performance of FS-FFA and FS-DE models is discussed in this part, presenting
how well it can predict the circular CFST ultimate compressive load. In order to do this,
three quantitative standard statistical performance measures, namely R?, the a20-index,
and RMSE, have been used, as described by Equations (12)—(14) [52,58,97-102]:

1 N2
RMSE = \/; Y (yfr,i - Yfr,i) (12)
2
2’7: y [ —ﬁ [
R? = (v i) >2 (13)
Yity (yfr,i - ?ﬁ,i)
a20 — index = mTZO (14)

where, the predicted and measured values for n data are indicated by 7 fri and y fr,ir TESpEC-
tively, and m20 is the number of samples with a value of (experimental value)/(predicted
value) ratio, between 0.80 and 1.20. The best performance of the models is achieved when
the errors (RMSE) are zero and the R? is close to one. The performance of the developed
FS-FFA and FS-DE is presented in Table 3 in terms of R?, RMSE, and a20-index. The optimal
model values have been optimally picked having as objective to achieve the best possible
performance metrics.

Table 3. The final result of hybrid fuzzy system (FS) models.

Training Testing
Model
a20-Index R? RMSE a20-Index R? RMSE
FS-FFA 0.9604 0.9854 482.0362 0.8659 0.9880 415.4471
FS-DE 0.9634 0.9571 655.4708 0.8659 0.9876 419.4502
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In Table 3, it can be shown that the proposed FS-FFA and FS-DE have a good per-
formance for predicting CFST values. In the training section, the performance of the
FS-FFA model seems better in terms of RMSE and a20-index, compared to the FS-DE model
whereas the latter scores a higher R? value. However, in the test section, the performance
of the two models proves more closely matched, with the FS-FFA achieving slightly better
metrics. Given that the FS-FFA model has been able to provide better predictions in both
sections, it becomes the preferred one for the estimation of circular CFST ultimate compres-
sive load. Figures 4 and 5 show separately for the training and the testing datasets graphs
of predicted vs. experimental loads for both hybrid models. It can be seen that both models
exhibit a consistent performance throughout the range of available compressive loads.
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Figure 4. Results of training phase: (a) FS-FFA model, (b) FS-DE model.
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Figure 5. Results of testing phase: (a) FS-FFA model, (b) FS-DE model.
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7. Discussion
7.1. Comparison against Alternative Hybrid Models

In this section, a comparison is made between the developed hybrid models with
the base model and the other two traditional hybrid models. Given that optimization
algorithms have different performances for each problem, it is possible to identify their
differences and compare their performances by examining several algorithms together.
Therefore, two hybrid models, FS-genetic algorithm (GA) and FS-particle swarm opti-
mization (PSO), were developed to compare with the two developed models in this study.
The findings showed that the FS-FFA, FS-DE, FS-GA, and FS-PSO models outperformed
FS in terms of prediction accuracy for training data by 9.68%, 6.58%, 5.68%, and 1.56%
respectively. Among the hybrid models, the FS-FFA model provided the best performance
according to the various criteria for predicting circular CFST ultimate load values.

7.2. Comparison against Design Codes

In this section a comparison between the two developed models against the predictions
of the three design codes, mentioned earlier in the text (EN1994, AISC360 and AlJ) is
presented. The design code calculations were performed ignoring any safety factors. Also,
the calculations were not focused on the squash load only but took into account the relevant
for more slender columns buckling failure methodologies available in each code.

Table 4 presents the performance indices for the two developed models and the
respective ones for the design codes. The results correspond to the designated testing
datasets among the specimens in the experimental database, amounting to 82 specimens.
The various models in the Table are ranked according to their RMSE index. It appears
that the two developed models achieve a considerable improvement in almost all indices,
compared to the design codes. In particular the improvement from the best performing
code which proves the Japanese AlJ [73], is remarkable for both the RMSE and a20-index.
A marginal improvement is also found in terms of R? index. Among design codes, the
AlJ [73] achieves improved performance compared to the other codes.

Table 4. Performance indices on the testing datasets.

Ranking Model a20-Index R? RMSE
1 FS-FFA 0.8659 0.9880 415.4471
2 FS-DE 0.8659 0.9876 419.4502
3 Al [73] 0.6341 0.9842 786.3858
4 EN1994 [71] 0.5732 0.9681 1119.6477
5 AISC 360 [72] 0.3659 0.9814 1330.6249

Figure 6 illustrates for the two hybrid models and for the examined design codes,
the individual experimental vs. predicted load values for all specimens in the testing
datasets. It can be visually inspected that the FS-FFA hybrid model achieves a better fit to
the experimental values, with less outliers, over the entire range of specimens.

7.3. Limitations and Future Works

This research developed several hybrid models using artificial intelligence to predict
the ultimate compressive load of CCFST columns. These models are based on data col-
lected from laboratory works of previous research. Given that the structure of models is
highly dependent on the number of parameters, their types must be taken into account in
measuring and using such data. Laboratory outline data reduce the accuracy of prediction.
On the other hand, the purpose of this study is to develop non-linear models to more
accurately evaluate the target parameter. Therefore, a balance between the input data and
their statistical characteristics must be elaborated. By doing this, a wider range of data
can be analyzed and a model with higher power can be developed. Since these models
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have used two optimization algorithms to improve the performance of the base model,
some other optimization techniques such as the whale optimization algorithm can be
examined to increase the base model performance. The base model in this research was
made using the FS model, which has special features, while by changing the basic model to
other predictive models such as neuro-fuzzy, new results can be achieved. The last future
direction of this research can be related to increasing the number of data samples with
circular cross sections to develop a new model with a level of more generalization.
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Figure 6. Experimental vs. predicted ratios: (a) the FS-FFA model, (b) the FS-DE model, (c) the AIJ design code model [73],
(d) the EN1994 design code model [71], (e) the AISC360 design code model [72].
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8. Conclusions

In this study, a novel artificial intelligence-based prediction model is used to correctly
evaluate CCFST columns’ axial compression capacity. FS and two recent nature meta-
heuristic optimization methods known as FFA and DE were combined to create two hybrid
FS-FFA and FS-DE models. It was also combined with two common optimization tech-
niques, the GA and PSO. An extensive database of 410 experimental tests for the CCFST
columns was gathered from openly available papers for this research project. A statistical
and visual analysis was undertaken to determine the effectiveness and correctness of the
findings, and the following conclusions can be reached.

According to the research findings, the suggested hybridization models outperformed
the basic FS model when it came to resolving the axial compression capacity problem.
The findings showed that the FS-FFA, FS-DE, FS-GA, and FS-PSO models outperformed
FS in terms of prediction accuracy for training data by 9.68%, 6.58%, 5.68%, and 1.56%,
respectively. According to all performance assessments, the new suggested FS-FFA model
is optimal for the prediction of the axial compression capacity of CCFTS columns, with
improved RMSE and a20-index compared with FS-DE. Additionally, the proposed model
achieved a significantly improved prediction of the ultimate compressive load compared
to available design code predictions. In particular, RMSE of the FS-FFA model was reduced
by 47% from AlJ [73] and more from the EN1994 [71] and AISC360 [72], whereas a20-index
was also considerably increased.

The base model in this research was made using the FS model, which has special
features, while by changing the basic model to other predictive models such as neuro-fuzzy,
new results can be achieved. The last future direction of this research can be related to
increasing the number of data samples with circular cross sections to develop a new model
with a greater generalization level.

This model’s performance and machine learning methods are largely reliant on the
database used. However, a more sophisticated and bigger database may have significant
effects on the hybrid FS model’s final outcomes. Other optimization techniques such as the
whale optimization algorithm can be examined to increase the base model performance.
Furthermore, other sections’ geometries of CFTS, such as squares and round-ended squares,
can also be investigated by the proposed hybrid models in this research. Close form
equations of this issue using machine learning models will be very beneficial to engineering
in the future.
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Nomenclature

DE differential evolution
D diameter

HS harmony search

CFST concrete-filled steel tubular
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CCFST  circular concrete-filled steel tubular

FS fuzzy systems

FFA firefly algorithm

fc the compressive strength

fy the steel tube yield stress
PSO particle swarm optimization
L column length

t thickness

GA genetic algorithm

R2 coefficient of determination
RMSE  root mean square error
Pexp ultimate axial compressive load
Npop  population

ML machine learning
Appendix A

Table A1l. The database used for analysis in this study.

Dataset Number fc (MPa) D (mm) L (mm) t (mm) fy (MPa)  Pexp (KN)

1 34.04 60 180 1.48 307 215
2 51.3 101.9 305.7 3.03 371 926
3 34.08 60 180 1.48 307 220
4 164.4 114.3 200 6.3 428 2866
5 103.4 100 300 1.9 404 1100
6 103.4 100 300 1.9 404 1125
7 103.4 100 300 1.9 404 1170
8 51.3 101.5 304.5 3.03 371 859
9 23.1 101.6 304.8 3.03 371 635
10 23.2 101.6 304.8 3.03 371 635
11 40 101.6 304.8 3.03 371 864
12 93.6 114.57 300 3.99 343 1308
13 34.1 101.7 203.3 3.07 605.1 1112.10
14 40 101.7 305.1 3.03 371 803
15 48.3 165 562.5 2.82 363.3 1759
16 23 101.8 305.4 3.03 371 679
17 23.2 101.8 305.4 3.03 371 632
18 40.2 101.6 304.8 3.03 371 864
19 51 101.9 305.7 3.03 371 926
20 34.08 60 180 1.48 307 215
21 25.4 108 324 6.47 853 2275
22 56.99 114.3 342.9 6 342.95 1425.3
23 40.5 108 324 6.47 853 2402
24 439 108 1296 4 336 839
25 43.92 108 324 4 336 1235
26 77 108 324 6.47 853 2713
27 40.5 109 327 6.47 853 2446
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Table A1. Cont.

Dataset Number fc (MPa) D (mm) L (mm) t (mm) fy (MPa) Pexp (KN)

28 25 114 1250 591 486 1177
29 37 114 850 1.79 266 515
30 37 114 850 6 486 1334
31 31.9 114.09 300.5 3.85 343 948
32 97.2 114.26 300 3.93 343 1359
33 57.6 114.29 300 3.75 343 1067
34 31.7 114.3 1143 3.35 287.3 563.6
35 31.7 114.3 342.9 3.35 287.3 816.2
36 31.7 114.3 1143 6 343 909.7
37 31.7 114.3 800.1 6 343 1000.4
38 31.7 114.3 571.5 6 343 1218.7
39 31.75 114.3 342.9 3.35 287.33 816.2
40 31.75 114.3 342.9 6 342.95 1380
41 56.9 114.3 342.9 3.35 287.33 995.7
42 25.4 108 324 6.47 853 2275
43 57 114.3 1143 3.35 287.3 904.2
44 57 114.3 571.5 3.35 287.3 937
45 57 114.3 342.9 3.35 287.3 995.7
46 57 114.3 800.1 6 343 1244.4
47 57 114.3 571.5 6 343 1389.3
48 86.1 114.3 342.9 6 343 1673.9
49 86.2 114.3 1143 3.35 287.3 1200
50 86.2 114.3 571.5 3.35 287.3 1281.4
51 86.2 114.3 1143 6 343 1389.1
52 86.2 114.3 800.1 6 343 1509.3
53 86.2 114.3 571.5 6 343 1564.7
54 86.21 114.3 342.9 3.35 287.33 1242.2
55 86.21 114.3 3429 6 342.95 1673.9
56 88.8 114.3 342.9 3.35 287.3 1136.20
57 88.8 114.3 571.5 3.35 287.3 1180.70
58 102.4 114.3 1143 3.35 287.3 1481.2
59 102.4 114.3 800.1 3.35 287.3 1513.5
60 102.4 114.3 571.5 3.35 287.3 1598.9
61 102.4 114.3 3429 3.35 287.3 1610.6
62 102.4 114.3 1143 6 343 1613.5
63 102.4 114.3 800.1 6 343 1788.9
64 102.4 114.3 571.5 6 343 1827.1
65 102.43 114.3 3429 3.35 287.33 1610.6
66 102.43 114.3 342.9 6 342.95 1943.4
67 107.2 114.3 300 274 235 1295.10
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Table A1. Cont.

Dataset Number fc (MPa) D (mm) L (mm) t (mm) fy (MPa) Pexp (KN)

68 107.2 114.3 600 59 355 1968.10
69 164.35 114.3 200 6.3 428 2595
70 164.35 114.3 200 6.3 428 2866
71 37.5 60 180 1.48 307 215
72 173.5 114.3 250 3.6 403 2340
73 173.5 114.3 250 3.6 403 2422
74 173.5 114.3 250 6.3 403 2610
75 31.4 114.43 300 3.98 343 948
76 57.6 114.49 299.3 3.75 343 1038
77 98.9 114.54 300 3.84 343 1359
78 40.2 101.7 305.1 3.03 371 803
79 34.7 114.88 300.5 491 365 1380
80 89.2 115 300 492 365 1787
81 57.6 115.02 300.5 5.02 365 1413
82 104.9 115.04 300 492 365 1787
83 23.2 101.8 305.4 3.03 371 679
84 34.08 120 360 1.48 307 610
85 34.08 120 360 1.48 307 660
86 36.6 159 650 5 390 2120
87 64.2 159 650 48 433 2210
88 56.1 165 581 2.82 363.3 2040
89 110.6 121 370 5 295 2016
90 116.7 121 370 5 295 1996
91 254 122 366 4.54 576 1509
92 25.4 122 366 4.54 576 1509
93 40.2 122 366 4.54 576 1657
94 40.5 122 366 4.54 576 1657
95 40.5 122 366 4.54 576 1663
96 40.5 122 366 4.54 576 1663
97 77 122 366 4.54 576 2100
98 77.2 122 366 4.54 576 2100
99 110.6 127.4 390 5.7 295 2217
100 116.7 127.4 390 5.7 295 2266
101 116.7 127.4 390 8.5 295 3106
102 421 133 465 29 325 476
103 421 133 465 4.5 325 492
104 421 133 465 45 325 576
105 422 133 2730 4.5 325 282
106 422 133 2730 45 325 293
107 422 133 1670 45 325 335
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Table A1. Cont.

Dataset Number fc (MPa) D (mm) L (mm) t (mm) fy (MPa) Pexp (KN)

108 422 133 1670 4.5 325 347
109 422 133 1670 45 325 412
110 422 133 1670 4.5 325 430
111 422 133 465 29 325 466
112 422 133 465 29 325 476
113 422 133 465 45 325 500
114 422 133 465 45 325 559
115 422 133 465 45 325 576
116 422 133 465 45 325 591
117 422 133 1862 45 325 715
118 422 133 2793 45 325 784
119 422 133 2793 45 325 800
120 95 133 405 5 295 2002
121 110.6 133 405 5 295 2142
122 116.7 133 405 5 295 2178
123 28.2 140 635 6.68 537 2715
124 52.5 140 420 4.42 1020.00 3020
125 52.5 140 420 8.36 813 4436
126 52.5 140 420 10.46 773 5420
127 125 140 420 6.21 359 3202
128 125 140 420 8.19 389 3354
129 125 140 420 8.19 389 3398
130 125 140 420 11.58 367 4104
131 125 140 420 11.58 367 4300
132 125 140 420 4.42 1020.00 4312
133 125 140 420 4.42 1020.00 4516
134 125 140 420 16.72 389 5120
135 125 140 420 6.27 1153.00 5386
136 125 140 420 8.36 813 5502
137 125 140 420 10.46 773 6187
138 125 140 420 10.46 773 6339
139 40.5 149 447 2.96 308 1080
140 77 149 447 2.96 308 1781
141 77.1 149 447 2.96 308 1781
142 95 152 465 55 295 2662
143 116.7 152 465 5.5 295 2851
144 170 152.4 942.9 8.8 392.6 3919.9
145 170 152.4 551.9 8.8 392.6 4200.8
146 178.4 152.4 940.2 6.3 373.4 3584.7
147 178.4 152.4 552.7 6.3 373.4 4033
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Table A1. Cont.

Dataset Number fc (MPa) D (mm) L (mm) t (mm) fy (MPa) Pexp (KN)

148 178.8 152.4 943.8 8.8 392.6 4099.8
149 180.9 152.4 949.7 5 4459 3383.4
150 182.8 152.4 950.5 5 445.9 3995.7
151 182.8 152.4 540.7 5 4459 4224
152 185.7 152.4 947.3 6.3 373.4 3535.3
153 185.7 152.4 554.7 6.3 373.4 3808
154 185.7 152.4 951.3 8.8 392.6 4178.7
155 185.7 152.4 559.7 8.8 392.6 4288.5
156 185.8 152.4 951.3 5 4459 3724.1
157 185.8 152.4 548.5 5 4459 3997.5
158 188.1 152.4 553 6.3 373.4 3692.8
159 188.1 152.4 948.5 6.3 373.4 3861.1
160 42 152.6 304.9 493 633.4 2909.10
161 43.4 152.6 304.9 49 633.4 2913.60
162 37.5 120 360 1.48 307 660
163 36.6 159 650 6.8 402 2830
164 36.6 159 650 10 355 3400
165 64.1 159 650 48 433 2210
166 38 165 571 2.82 363.3 1649
167 37.5 120 360 1.48 307 660
168 48.3 190 658 1.52 306.1 1841
169 48.2 165 562.5 2.82 363.3 1759
170 64.5 159 650 4.8 433 2240
171 93.6 159 650 5 390 2970
172 93.6 159 650 10 355 3400
173 93.8 159 650 5 390 2970
174 93.8 159 650 6.8 402 3410
175 106 159.6 3500 4.98 270 1454
176 71 159.7 2500 52 281 1562
177 101 159.7 3000 497 275 1636
178 70 159.8 2000 5.01 283 1650
179 73 159.8 3000 5.1 276 1468
180 100 159.8 2500 5.01 275 1818
181 102 159.8 4000 4.97 270 1333
182 45 159.9 4000 498 281 1091
183 40 160.1 2000 4.98 280 1261
184 74 160.1 3500 498 276 1326
185 100 160.1 200 4.99 275 2550
186 41 160.2 2500 4.96 281 1244

187 71 160.2 4000 5.02 281 1231
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Table A1. Cont.

Dataset Number fc (MPa) D (mm) L (mm) t (mm) fy (MPa) Pexp (KN)

188 43 160.3 3000 5 270 1236
189 99 160.3 2000 5.03 281 2000
190 158.46 164.2 652 25 377 3501
191 64.3 159 650 48 433 2210
192 38.1 165 571 2.82 363.3 1649
193 64.2 159 650 48 433 2240
194 48.1 165 562.5 2.82 363.3 1759
195 38.1 190 657 1.13 185.7 1308
196 37.5 120 360 1.48 307 610
197 34 120 360 1.48 307 660
198 95.8 168.6 645 3.9 363 3339
199 56.4 165 581 2.82 363.3 2040
200 67.9 165 500 2.76 350 2250
201 67.94 165 500 2.81 350 2160
202 67.94 165 500 2.76 350 2250
203 77 165 571 1.82 363.3 2608
204 34.08 180 540 1.48 307 1280
205 80.2 165 580.5 2.82 363.3 2295
206 108 165 577.5 2.82 363.3 2673
207 74.7 190 663.5 0.86 210.7 2451
208 29.5 165.2 200 3.7 366 1630.56
209 43.5 165.2 200 3.7 366 1676.42
210 43.5 165.2 200 3.7 366 1737.94
211 58 165.2 200 3.7 366 2094.15
212 58 165.2 200 3.7 366 2221.62
213 81.6 165.2 200 3.7 366 2511.3
214 81.6 165.2 200 3.7 366 2922.24
215 158.7 168.1 645 8.1 409 5254
216 48.2 190 658 1.52 306.1 1841
217 36.2 168.6 645 3.9 363 1771
218 56.3 165 581 2.82 363.3 2040
219 95.8 168.6 645 3.9 363 3339
220 165.49 168.6 648 3.9 363 4216
221 77.1 190 664 0.86 210.7 2553
222 158.75 168.7 645 52 405 4751
223 151.9 168.8 650 5.7 452 4930
224 56.4 190 664.5 0.86 210.7 1940
225 167.87 169 645 4.8 399 4330
226 38.2 165 571 2.82 363.3 1649
227 34 180 540 1.48 307 1280
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Table A1. Cont.

Dataset Number fc (MPa) D (mm) L (mm) t (mm) fy (MPa) Pexp (KN)

228 38.2 216.5 649.5 6.61 452 4200
229 34.08 180 540 1.48 307 1311
230 37.2 180 540 1.48 307 1280
231 64.4 159 650 48 433 2210
232 37.5 180 540 1.48 307 1311
233 158.46 189 756 3 398 4837
234 38 190 657.5 0.86 210.7 1240
235 38 190 657 1.13 185.7 1308
236 38.1 190 657.5 0.86 210.7 1240
237 108 190 660 1.94 256.4 3360
238 38.1 190 659.5 1.94 256.4 1652
239 38.2 190 657.5 0.86 210.7 1240
240 411 300 900 2.96 279 3277
241 77.1 165 571 2.82 363.3 2608
242 48.1 190 658 1.52 306.1 1841
243 151.91 168.8 650 5.7 452 4930
244 77.2 190 656 1.94 256.4 3083
245 56.1 190 664.5 0.86 210.7 1940
246 56.2 190 661.5 1.13 185.7 1862
247 56.2 190 664.5 0.86 210.7 1940
248 56.2 190 655.5 1.94 256.4 2338
249 56.4 190 661.5 1.13 185.7 1862
250 165.5 168.6 648 3.9 363 4216
251 37.5 180 540 1.48 307 1280
252 74.2 190 657.5 0.86 210.7 2433
253 113.5 190 660 2 271.9 3360
254 113.5 165 577.5 3 364.3 2673
255 74.7 190 663.5 1.94 256.4 2592
256 77 190 664 0.86 210.7 2553
257 77 190 658 1.52 306.1 2830
258 77 222 666 6.47 843 7304
259 167.9 169 645 4.8 399 4330
260 77.1 190 658 1.52 306.1 2830
261 77.1 190 656 1.94 256.4 3083
262 39.2 318.4 955.2 10.37 335 7742
263 243 216.5 649.5 6.61 452 3568
264 80.1 190 662.5 1.13 185.7 2295
265 80.2 190 663.5 1.52 306.1 2602
266 80.2 190 658.5 1.52 306.1 2870

267 85.1 450 1350.00 2.96 279 11,665
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Table A1. Cont.

Dataset Number fc (MPa) D (mm) L (mm) t (mm) fy (MPa) Pexp (KN)

268 108 190 661 1.13 185.7 3220
269 108 190 661.5 1.52 306.1 3260
270 38.2 190 659.5 1.94 256.4 1652
271 108.1 190 661.5 1.13 185.7 3220
272 40.5 222 666 6.47 843 5714
273 113.5 190 660 1.15 184.8 3058
274 113.5 190 662 0.95 211.2 3070
275 113.5 190 661.5 1.55 315.3 3260
276 254 337 1011.00 6.47 823 8475
277 46.7 216.4 649.2 6.61 452 4283
278 241 216.5 649.5 6.61 452 3568
279 56.4 190 655.5 1.94 256.4 2338
280 38.1 216.5 649.5 6.61 452 4200
281 41.1 337 1011 6.47 823 9835
282 108 219 708 6.3 300 5410
283 148.8 219.1 600 6.3 300 6838
284 163 219.1 600 6.3 300 6915
285 174.5 219.1 600 6.3 300 7569
286 175.4 219.1 600 6.3 300 7407
287 185.1 219.1 600 5 380 7837
288 185.1 219.1 600 10 381 9085
289 254 222 666 6.47 843 4964
290 108.2 190 661 1.13 185.7 3220
291 269 550 1000.00 16 546 28,830
292 77 222 666 6.47 843 7304
293 77.2 190 658 1.52 306.1 2830
294 40.5 238 714 4.54 507 3583
295 40.5 238 714 4.54 507 3647
296 25.4 239 717 4.54 507 3035
297 74.7 190 657.5 0.86 210.7 2433
298 34.08 240 720 1.48 307 2150
299 34.08 240 720 1.48 307 2300
300 411 337 1011.00 6.47 823 9668
301 37.5 240 720 1.48 307 2150
302 411 361 1083 4.54 525 7260
303 38.2 190 657 113 185.7 1308
304 25.4 301 903 2.96 279 2382
305 80.3 301 903 2.96 279 5540
306 52.2 318.3 954.9 10.37 335 9297
307 39.1 318.4 955.2 10.37 335 7742
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Table A1. Cont.

Dataset Number fc (MPa) D (mm) L (mm) t (mm) fy (MPa) Pexp (KN)
308 77 190 656 1.94 256.4 3083
309 24.2 318.5 955.5 10.37 335 6901
310 92.3 323.9 1000.00 5.6 443.9 11,481
311 25.4 337 1011 6.47 823 8475
312 34.01 240 720 1.48 307 2300
313 411 337 1011 6.47 823 9668
314 158.75 168.1 645 8.1 409 5254
315 37.5 240 720 1.48 307 2300
316 411 337 1011.00 6.47 823 9835
317 85.1 337 1011 6.47 823 13,776
318 411 360 1080 4.54 525 7045
319 85.1 360 1080 4.54 525 11,505
320 37.2 240 720 1.48 307 2300
321 41.1 361 1083.00 4.54 525 7260
322 25.4 450 1350 2.96 279 4415
323 41.1 450 1350 2.96 279 6870
324 411 450 1350 2.96 279 6985
325 85.1 450 1350 2.96 279 11,665
326 108 190 660 1.13 185.7 3058
327 40.5 222 666 6.47 843 5714
328 26.9 550 1000.00 16 546 29,590
329 37.5 60 180 1.48 307 215
330 103.4 100 300 19 404 1085.00
331 51.3 101.5 304.5 3.03 371 859
332 33.9 101.7 203.3 3.07 605.1 1067.60
333 232 101.8 305.4 3.03 371 632
334 40.5 109 327 6.47 853 2446
335 25 114 1280 5.94 486 1285
336 37 114 850 3.35 291 785
337 37 114 850 4.44 332 902
338 31.7 114.3 800.1 3.35 287.3 736.8
339 31.7 114.3 571.5 3.35 287.3 749.4
340 31.7 114.3 342.9 6 343 1380
341 319 114.3 300 3.85 343 998
342 57 114.3 800.1 3.35 287.3 932.9
343 57 114.3 1143 6 343 1141.3
344 57 114.3 342.9 6 343 1425.3
345 86.2 114.3 800.1 3.35 287.3 1206.5
346 86.2 114.3 342.9 3.35 287.3 1242.2
347 102.4 114.3 3429 6 343 1943.4
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Table A1. Cont.

Dataset Number fc (MPa) D (mm) L (mm) t (mm) fy (MPa) Pexp (KN)

348 105.5 114.3 571.5 3.35 287.3 1407.10
349 105.5 114.3 342.9 3.35 287.3 1453.10
350 107.2 114.3 600 2.74 235 1296.60
351 107.2 114.3 300 59 355 1989.90
352 173.5 114.3 250 6.3 403 2633
353 98.9 114.37 299.5 3.85 343 1182
354 34.7 114.43 300 3.82 343 929
355 84.1 114.5 300 3.84 343 1359
356 79.6 114.6 300 3.99 343 1308
357 77.1 190 662 1.13 185.7 2630
358 95 127.4 390 8.5 295 2544
359 110.6 127.4 390 8.5 295 2623
360 42.2 133 2730 45 325 268
361 422 133 1670 45 325 416
362 42.2 133 465 45 325 568
363 422 133 465 4.5 325 582
364 422 133 1862 45 325 882
365 52.5 140 420 6.27 1153.00 4274
366 125 140 420 6.21 359 3215
367 125 140 420 16.72 389 5135
368 125 140 420 6.27 1153.00 5354
369 95 127.4 390 57 295 2078
370 25.4 149 447 2.96 308 941
371 40.5 149 447 2.96 308 1064
372 110.6 152 465 55 295 2734
373 178.8 152.4 549.8 8.8 392.6 4354.1
374 93.8 159 650 10 355 3400
375 77.1 190 662.5 113 185.7 2630
376 80 190 658.5 1.52 306.1 2870
377 158.5 164.2 652 25 377 3501
378 67.9 165 500 2.81 350 2160
379 41 160.2 3500 497 273 1193
380 29.5 165.2 200 3.7 366 1428.32
381 36.2 168.6 645 3.9 363 1771
382 158.7 168.7 645 52 405 4751
383 158.5 189 756 3 398 4837
384 38.2 190 659.5 1.94 256.4 1652
385 56.4 190 661.5 1.13 185.7 1862
386 56.4 190 655.5 1.94 256.4 2338
387 74.7 190 657.5 0.86 210.7 2433
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388 77.1 190 664 0.86 210.7 2553
389 93.8 159 650 6.8 402 3410
390 125 140 420 8.36 813 5531
391 77.1 190 662 1.13 185.7 2630
392 77 165 571 2.82 363.3 2608
393 80.2 190 658.5 1.52 306.1 2870
394 108 190 662 0.86 210.7 3070
395 46.7 216.4 649.2 6.61 452 4283
396 25.4 222 666 6.47 843 4964
397 404 222 666 6.47 843 5638
398 40.5 222 666 6.47 843 5638
399 77 238 714 454 507 5578
400 77 238 714 454 507 5578
401 41.1 300 900 2.96 279 3152
402 80.3 301 903 2.96 279 5540
403 52.2 318.3 954.9 10.37 335 9297
404 24.2 318.5 955.5 10.37 335 6901
405 85.1 337 1011.00 6.47 823 13,776
406 41.1 360 1080.00 4.54 525 7045
407 85.1 360 1080.00 454 525 11,505
408 25.2 361 1083.00 4.54 525 5633
409 254 361 1083 454 525 5633
410 26.9 550 1000.00 16 546 29,050
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Abstract: For a practical structural health monitoring (SHM) system, the traditional single objective
methods for optimal sensor placement (OSP) cannot always obtain the optimal result of sensor
deployment without sacrificing other targets, which creates obstacles to the efficient use of the
sensors. This study mainly focuses on establishing a bi-objective optimization method to select the
sensor placement positions. The practical significance of several single-objective criteria for OSP is
firstly discussed, based on which a novel bi-objective optimization method is proposed based on the
Pareto optimization process, and the corresponding objective functions are established. Furthermore,
the non-dominated sorting genetic algorithm is introduced to obtain a series of the Pareto optimal
solutions, from which the final solution can be determined based on a new defined membership
degree index. Finally, a numerical example of a plane truss is applied to illustrate the proposed
method. The Pareto optimization-based bi-objective OSP framework presented in this study could
be well suited for solving the problem of multi-objective OSP, which can effectively improve the
efficiency of the limited sensors in SHM system.

Keywords: structural health monitoring; optimal sensor placement; bi-objective optimization; Pareto
optimization; non-dominated sorting genetic algorithm

1. Introduction

In recent decades, more and more long-span bridges and other large civil infrastruc-
tures have been constructed all over the world. To guarantee the normal operation and
safety of the civil structures during their service life, structural health monitoring (SHM)
system are widely applied, especially for long-span bridges and skyscrapers, which can
obtain information with respect to the structural behavior and environmental actions [1-4].
A complete SHM system consists of three subsystems, namely a sensor subsystem, data
acquisition and transmission subsystem and data management subsystem. The sensor
subsystem is usually composed of various accelerometers, which are placed on the different
positions to directly acquire the structural vibration and modal parameters. The rationality
of sensor placement is crucial for the SHM system to identify the structural behavior and
evaluate the structural performance [5-8]. Although increasing the number of the deployed
sensors will obtain more data related to the structural behaviors and environmental actions,
it will sacrifice the economy of SHM systems and also cause difficulty for the data analysis.
Therefore, it is necessary to carry out research on the optimal sensor placement (OSP) to
obtain enough information about structural responses with a finite number of sensors yet
without compromising the reliability and precision of the monitoring-based structural
analysis [9-12].

The research on OSP for SHM can be categorized into two groups: the first group
concentrates on single-objective optimization, which considers only one criterion and
the corresponding objective function; the second group is focused on multi-objective
criteria for OSP. Since the 1970s, many researchers have realized the necessity of OSP for
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structural monitoring. Shah and Udwadia carried out research on the sensor locations
for identification of dynamic systems [13]. After more than 10 years of development in
this research field, researchers have established explicit objectives for sensor placement.
For the purpose of structural modal observability, several criteria have been proposed by
researchers [14,15]. Kammer proposed the effective independence (EI) method, which can
maximize the determinant of the Fisher information matrix to minimize the structural
parameter estimation error [16]. Papadopoulos and Garcia researched the structural modal
kinetic energy method, which can considerably increase the signal-to-noise ratio for the
recorded data obtained by the sensors [17]. To guarantee the modal independence, the
modal assurance criterion was proposed to maximize the angle between different modal
vectors [18]. Li et al. revealed the relationship between two sensor placement methods, i.e.,
modal kinetic energy and EI [19]. Yi et al. carried out quantitative research on the optimal
algorithm for OSP, which considerably improved the effectiveness of the optimization
process [20,21]. In recent years, an increasing number of researchers have focused on OSP
for novel monitoring techniques. Thiene et al. proposed an OSP algorithm for attaining
the maximum area coverage within a sensor network, taking into account the physical
properties of Lamb wave propagation [22]. A transducer placement scheme based on wave
propagation was also proposed by Salmanpour et al. [23].

The criteria for OSP mentioned above can usually satisfy only a single requirement.
To simultaneously fulfill the various requirements of sensor placement for SHM, it is
essential to establish a multi-objective criterion and corresponding optimization method
for OSP, which is a research focus that ia already attracting the attention of researchers
worldwide. Casciati et al. studied the power management criterion of wireless sensors for
SHM systems [24]. Sankary and Ostfeld proposed a multi-objective optimal criterion for
wireless sensor placement, which could considerably improve the quality of the modal
information obtained by the sensors and reduce the energy consumption of the sensor
network as much as possible [25]. Soman et al. proposed a multi-objective optimal strategy
for sensor placement considering the structural modal identification and mode shape
expansion, which has been implemented to deploy various types of sensors on a long-
span bridge [26]. Azarbayejani et al. studied the required sensor quantity for an SHM
system based on the information entropy and the cost of the sensor equipment [27]. Cha
et al. conducted research on the optimal placement positions of the active control devices
and sensors of a framework structure, in which a multi-objective genetic algorithm was
applied to realize the objectives of reducing the cost and enhancing the effectiveness of the
active control strategy [28]. Soman et al. further presented a multi-objective optimization
strategy for a multi-type sensor placement for SHMs of long span bridges, which also
verified the effectiveness of the genetic algorithm in solving the joint optimization [26].
Ostachowicz et al. systematically reviewed the traditional sensor placement metrics for
three commonly used monitoring techniques. In addition, they discussed the different
optimization algorithms and multi-objective optimization for OSP [29].

Once the criteria of OSP are selected, the objective function can be determined, and
the OSP problem can be transformed into a mathematical optimization problem [30,31]. To
obtain the final sensor placement positions, the optimal problem needs to be solved through
various optimization algorithms. The intelligent optimization algorithms are usually used
to solve OSP problems. The genetic algorithm is one of the most popular methods and has
been applied by several researchers to solve OSP problems in the fields of SHM [32,33].
Beygzadeh et al. proposed an improved genetic algorithm for OSP to detect the structural
damage [34]. In addition, many other bioinspired algorithms, physics-inspired algorithms
and geography-based techniques have been studied, including the monkey algorithm,
simulated annealing, firefly algorithm, and particle swarm, which have also been applied
by many researchers to solve OSP problems [20,35]. For the single-objective optimization of
sensor placement, the objective function is usually established based on a single criterion,
which usually cannot satisfy multiple requirements simultaneously. Although the optimiza-
tion results can satisfy one criterion well, they may not be suitable for another optimization
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criterion. The traditional multi-objective optimization method of sensor placement usu-
ally transforms multi-objective problems into single-objective problems through simple
mathematical operations such as addition and multiplication. The transformation process
introduces weight coefficients, which will subjectively affect the optimization results of
sensor placement.

Pareto optimization is an effective method for solving multi-objective problems and
has been effectively applied by researchers to solve the optimal problem of camera place-
ment for automated visual inspection under a multi-objective framework. Considering that
most of the previous studies on the multi-objective optimization of sensor placement simply
transform the multi-objective functions to a single-objective function through a mathemati-
cal operation, this paper presents a study on the Pareto optimization-based multi-objective
sensor placement method for SHM. The paper is organized as follows: (i) the traditional
OSP single-objective criteria and the corresponding objective functions are studied; (ii) the
basic mechanism of Pareto optimization is researched, and the bi-objective functions are
established based on single-objective criteria for the Pareto optimization; (iii) the update of
non-dominated sorting genetic algorithm (NSGA-II) is introduced to solve the Pareto opti-
mization for sensor placement, and the iterative process is proposed; (iv) a comprehensive
evaluation index is introduced to access the Pareto final solutions for multi-objective OSP,
and the evaluation criteria are studied for multiple alternative sensor placement schemes;
and (v) the proposed bi-objective optimization method for sensor placement is validated
through a numerical example of a plane truss.

2. Single-Objective Criteria for Sensor Placement
2.1. Criterion of Minimum Estimation Error of Modal Coordination (EI Criterion)

According to the structural dynamic theory, the dynamic responses of linear elas-
tic structures can be represented as the superposition of different modes, as shown in
Equation (1).

y==29=) 9 1)

where @ is the matrix of structural modes; g is the vector of modal coordinates; @; is the ith
vector in the matrix @®; g; is the ith elements in the vector g; and m is the structural model
order under consideration.

Assuming y in Equation (1) is the dynamic behavior measured by the sensors deployed
at the corresponding positions on the structures, the least squares estimation of g can be
calculated according to Equation (2).

a=[e70] o7y %)

A
where g is the estimation of g according to the sensor measurement y. If the measurement
noise is further considered for the sensor placement, the real structural responses can be
represented as Equation (3).

m
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i=1
where w is the stationary Gaussian white noise with the variance ¢2. Assuming the
measurement noises are independent between different sensors, the covariance matrix of
the estimation error can be represented as Equation (4).
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where E is the expected value and Q is the Fisher information matrix. Maximizing Q will
lead to minimization of the covariance matrix, which will result in the best estimation of g.
Kammer (1991) proposed the largest determinant of the Fisher information matrix as the
criterion to determine the selected sensor positions, which is defined as the EI method.

2.2. Criterion of Maximum Structural Modal Kinetic Energy (MSMKE Criterion)

For the purpose of modal identification, accelerometers are usually deployed at the
positions where the structure has the strongest vibration responses, which can increase
the signal to noise ratio, resulting in the accurate identification of the structural modal
parameters. Therefore, the modal kinetic energy can be represented as Equation (5).

n
Y MKE; --- 0
i=1

MKE = "M@ = : : (5)

o
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L MKE,
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where @ is the matrix of structural modes; M is the matrix of structural mass; and the matrix
n
diagonal element ), MKE;; is the sum of the modal kinetic energies of all the freedoms
i=1
with respect to the jth structural mode. The off-diagonal elements of the matrix MKE are
all zero, which means that one structural mode cannot induce modal kinetic energy on
another mode. MKE;; is the contribution of the ith freedom to the modal kinetic energy on
the jth structural mode, which can be represented as Equation (6).

n
MKE;; = @y~ My, (6)
k=1

where @; is the ith element of the jth structural mode; My is the element of the structural
mass matrix; and n is the structural freedom. According to the contributions of the
different structural freedoms to the modal kinetic energy with respect to the target structural
modals, the sensor placement positions can be determined to obtain the strongest modal
kinetic energy.

2.3. Criterion of Structural Modal Independence (SMI Criterion)

For the purpose of the modal test, the theoretical structural mode vectors obtained at
the selected sensor positions should be independent of each other, which can guarantee
differentiability of the identified structural modes. Carne and Dohrmann proposed the
MAC matrix as a criterion to access the differences quantitatively between the structural
modes [18]. The element in the MAC matrix is presented as Equation (7).

|2/ @]

MAC; = —— I
(@] ;) (] ;)
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where MAC;; is the elements in the ith line and the jth column of the MAC matrix and @;
and @; are the ith and jth structural mode vectors, respectively.

The values of elements in the MAC matrix are all between 0 and 1, where 0 represents
no correlation between the two structural modes. When the elements in MAC approach 1,
there is a strong correlation between the two structural modes, which means that the two
modes cannot be easily distinguished. Therefore, the selected sensor placement positions
should minimize the maximum off-diagonal element in the MAC matrix, which is defined
as the SMI criterion.
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3. Pareto Based Bi-Objective OSP
3.1. Theory of Pareto-Based Bi-Objective Optimization

The bi-objective optimization is obviously different from the single-objective opti-
mization. For the optimization problem with a single-objective function, any different
solutions can be compared with each other so that there is always an optimal solution to
the problem. However, for the multi-objective problem, the results obtained according
to the different objective functions will conflict with each other. Therefore, an optimal
solution for all the objective functions cannot usually be achieved. In this case, a series of
solutions exist that are equally good for the multi-objective optimization problem, which
means that any of the solutions cannot be improved on any one of the objective functions
without sacrificing the others. These solutions are called Pareto optimal solutions, which
constitute the Pareto front. For a bi-objective optimization problem, the Pareto front P(z°)
can be described as Equation (8). It is assumed that Z is a set of feasible solutions for the
bi-objective optimization problem. If a point z’ € Z is preferred to another point z° € Z, 2’
dominates z°, which can be written as z’ > z0.

P<z0>={zOGZ:{z’GZ:z'>zO,z’7ézo}=®} 8)

where @ is the empty set.

The Pareto front can provide a series of optimal solutions in which the non-dominated
solutions are equally good for the multi-objective optimization problems when no prefer-
ence is prescribed for any of the objective demands, namely, any one of the objectives cannot
be improved without sacrificing the others. Therefore, Pareto optimization is superior to
the current method in terms of whether single or multiple demands exist for OSP. This
paper concentrates on the following two aspects: (i) constructing the Pareto optimization
objective function according to the multiple demands in OSP and (ii) efficiently solving the
multi-objective optimization problems of OSP.

3.2. Bi-Objective Optimization Functions for Sensor Placement

The three single-objective functions above are constructed to decrease the identification
errors of the modal parameters, increase the signal-to-noise ratio, and distinguish the
different mode shapes. When more than one demand is prescribed for OSP, the multi-
objective function can be constructed based on Pareto optimization. By combining the three
single-objective functions, the bi-objective functions of Pareto optimization are constructed
as follows:

(1) Objective function for EI and MSMKE criteria

For the purpose of structural modal identification, the sensors need to be deployed
at positions with strong vibration responses to increase the signal-to-noise ratio. In addi-
tion, the estimation error of the structural modal coordinates is an important criterion to
assess the sensor placement. Therefore, a bi-objective function related to the two criteria
mentioned above can be illustrated as Equation (9).

_ 1
N1~ Jaral
f2 = ANlH(E T (9)
1y ¥ MKEj;
i=ij=1
min{f1(x), f>(x)}

where f; is positively proportional to the estimation error of the structural modal coor-
dinates; f, is inversely proportional to the modal kinetic energy; AMKE is the average
structural modal kinetic energy; and min{ f1, fo} is the Pareto bi-objective function for f;
and f,. When both the Fisher information matrix and MSMKE criterion are considered,
the results of Pareto optimization can result in a series of solutions, by which it can be
ensured that favorable modal kinetic energy of the monitoring points and the accurate
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identification of modal parameters can be achieved simultaneously. The optimal solution
for the objective function of f; can be obtained through the EI method. It is worth noting
that there is a connection between the EI and MSMKE criteria, and Li et al. (2007) demon-
strated that the EI is an iterated version of the MSMKE for the case of a structure with an
equivalent identity mass matrix. This means that when the identity mass matrix is assumed
for the structure, identical optimal sensor positions can be obtained for the EI and MKE
criteria. However, for a nonidentity mass matrix, which is typical for real projects, obvious
differences exist between the optimal solutions from the above two criteria. In this paper,
the two most commonly used criteria (EI and MSMKE) are presented mainly to illustrate
the implementation process of the Pareto bi-objective optimization of OSP and to verify
the rationality.

(2)  Objective function for SMI and MSMKE criteria

For structural modal tests, structural modes should be distinguishable from each other.
In addition, the strongest vibration should also be monitored. Therefore, sensors should be
deployed to obtain both structural modal independence and large structural modal kinetic
energy. Considering the criteria mentioned above, the bi-objective function based on Pareto
optimization is presented in Equation (10).

fa= AI\}KE
fs = max(MAC;) (10)
min{f3(x), f(x)}

where f3 is the maximum of the off-diagonal elements in MAC matrix and min{ f3, f>} is
the Pareto bi-objective function for f, and f3. When both the SMI and MSMKE are taken
as the target demands of OSP, the Pareto optimization can lead to a series of solutions,
which can ensure the favorable modal kinetic energy of the monitoring points and the
independence of different mode shapes.

(3)  Objective function for ET and SMI

To minimize the estimate of the structural modal coordinates and structural modal
independence, the objective functions f; and f3 should be considered at the same time.
Based on the Pareto optimization, the bi-objective function for the two criteria mentioned
above can be illustrated as in Equation (11).

f3 = max(MAG;) an
min{ f1(x), f3(x)}

where min{fj (x), f3(x)} is the Pareto bi-objective function for the criteria of f; and f3.
When both the Fisher information matrix and SMI are taken as the target demands of OSP,
the Pareto optimization can lead to a series of solutions, which can ensure the accurate
identification of the modal parameters and the independence of different mode shapes.

3.3. Solving of Pareto Based Bi-Objective OSP

The evolutionary algorithm is an ideal method for obtaining the Pareto optimal
solutions. Srinivas and Deb proposed a non-dominated sorting genetic algorithm and its
improved version [36]. Because the NSGA has the defect of high calculation complexity and
the obtained satisfactory solutions could be lost during the optimization process, NSGA-II
is adopted to solve the problem of Pareto-based bi-objective OSP. Due to the introduction
of a fast non-dominated sorting in NSGA-II, the calculation complexity is reduced from
O (mN 3) to O (mN 2) . Inaddition, the concept of crowd distance is proposed to maintain the
population diversity. The elitist strategy and a crowded-comparison approach are adopted,
the population diversity can be maintained, and the loss of the satisfactory solutions can be
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avoided during the optimization process. The general concept of NSGA-II can be described
as follows: The population is firstly initiated, and a non-dominated sorting is carried out
of all the individuals in the population. Based on the initial population, the process of
selecting, mutation and crossover in genetic algorithms are performed to obtain the first
generation. Starting from the second generation, the parent population is merged with the
child population to maintain the population diversity. A fast non-dominated sorting is
applied, in which an index of the crowding distance is introduced to sort the population
and select the parent population combined with the non-dominated grade. The crowding
distance can be presented as Equation (12). Finally, a new general child population is
generated, and a new round non-dominated sorting and genetic process begins until the
prescribed generation number is reached.

o e S = fia ()
D( ) k=1 fmax(k) _fmin(k) (12)

where fi 1 (k) and f;_; (k) are the values of objective function k for (i + 1)th and (i — 1)th
individuals in Pareto front; fmax (k) and fmin (k) are the maximum and minimum values of
objective function k among all the individuals in a certain front. For the individual with
the minimum value of the objective function, the crowding distance is defined as infinity,
which indicates the priority over other individuals of the same non-dominated grade. The
crowding distance considerably increases the calculation efficiency and solution robustness
for multi-objective Pareto optimization. Therefore, the NSGA-II is applied in this research
to solve the Pareto bi-objective function to obtain the optimal sensor placement positions.

Compared with the traditional genetic algorithm, when NSGA-II is applied to multi-
objective OSP, non-dominated sorting, crowding distance estimation and crowding distance
comparison operator are used to evaluate individual fitness. Further, a genetic algorithm is
adopted to obtain the Pareto front iteratively which meets the requirements of the objective
function. The specific implementation steps of the above algorithm are as follows:

(1) Population initiation

An integer S is defined as the population size. The population (Py) of the sensor place-
ment cases, which contains S individuals, is created. For the subject of sensor placement,
the binary encoding is applied to represent the sensor placement positions, of which ‘1’
and ‘0" represent the positions with and without sensors, respectively.

It is worth noting that when the binary coding method in the genetic algorithm is
used for the problems of OSP, the criteria of “Completeness”, “Soundness” and “Non-
redundancy” can be met for coding method selection: (i) encoding and decoding are simple
to operate. The number of the candidate measuring points is equal to the number of
the binary code, in which ‘1" and ‘0" represent the positions with and without sensors,
respectively, as shown by Table 1; (ii) crossover and mutation are easy to realize. For the
one-point-crossover, the crossover point is selected at random for one chromosome. The
two parent chromosomes exchange the gene segments of each other before or after this
crossover point, after which two new individuals are obtained (as shown in Figure 1).
Moreover, mutation is also applied to change the binary code of one or more genes for a
chromosome (as shown in Figure 2). Such a mutation operation represents that the sensors
at those positions are installed or removed, which can avoid the problem of low efficiency
and local optimum. (iii) The precision can be satisfied. For the optimization problem of the
continuous function, the binary code method has the drawbacks of weak ability of local
search and the Hamming Cliff problem. However, for the optimization problems of sensor
placement, the discrete solutions constitute the solution set. Consequently, the drawbacks
of the binary code method in GA can be avoided for OSP. Therefore, the binary coding
method is adopted for NSGA-II in this research.
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Table 1. Example of binary coding of sensor placement positions.

Position Number Binary Code With/Without Sensor
1 1 With
2 0 Without
n—1 0 Without
n 1 With

snnnonnnn
Parents Crossover point

1T

B nnonnnon

Offspring

Lol [iofo[a[1 o]

Figure 1. Example of single-point crossover.
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Figure 2. Examples of mutation for binary code: (a) Single-point mutation; (b) multipoint mutation.

(2) Non-dominated sorting and crowding distance of individuals

The objective functions (f, f2) are calculated for all the individuals in the initial
population, and the non-dominated grades (G) are obtained through the non-dominated
sorting approach as follows: for each i and j € Py, if f1(i) < f1(j) and f2(i) < fa(j),
individual i dominates individual j (i > j). If no individual dominates individual 7 in
the population, the non-dominated grade rank 1 and all the individuals with the non-
dominated grade 1 constitute the Pareto front 1. The same procedure is carried out for
residual individuals iteratively, and the non-dominated grade of all the individuals can be
obtained (as shown in Figure 3a). The smaller the number of non-dominated grade, the
higher the fitness of individuals in the corresponding front.

For individuals with the same non-dominated grade, the concept of crowding distance
is introduced to distinguish their fitness: firstly, individuals with the same dominated grade
are sorted according to objective function values in ascending order of magnitude, and the
crowding distance of individuals corresponding to the minimum and maximum function
values after sorting is defined as infinite. The crowding distance of other individuals
is calculated by Equation (12). As shown in Figure 3b, the crowded distance of the i-th
individual (D(7)) in its front is the average side length of the dashed box. When individuals
have the same level of dominance, a larger crowding distance represents better fitness.
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Figure 3. Non-dominated sorting and crowding distance: (a) non-dominated sorting; (b) crowding distance.

After obtaining the results of the non-dominated grade and crowding distances, all
the individuals can be sorted according to the fitness: if G(i) < G(j) or (G(i) = G(j) and
D(i) > D(j)), the i-th individual has a better fitness than the j-th one.

(3) Selection

After all the individuals are sorted according to the fitness, the binary tournament
selection method is used to select the parents (P,,) in the population to produce the offspring.
Two individuals were selected from the original population to compare the non-dominated
grade and crowding distance, and the individuals with better fitness were selected as the
parents for producing offspring. This procedure is repeated until the number of parents
reaches half of the original population size.

(4) Crossover and mutation

The offspring (C;) are generated through crossover and mutation. To ensure that the
number of sensors remains constant during the genetic process, the mutation method is
used to randomly remove or supplement the sensors. Finally, the offspring individuals
are added to the initial population, and the first S individuals with best fitness were
preserved based on the non-dominated grade and crowd distance, which will produce the
new population for the next generation. The iteration process above stops once the target
number (N) of heredity generations is reached.

The flowchart of the NSGA-II applied in Pareto bi-objective optimization for OSP is
shown in Figure 4.

3.4. Comprehensive Evaluation Criteria for Pareto Solutions of OSP

The solution set of a series of OSP schemes can be obtained by the proposed method
above. When the engineer has no preference for any single target of senor placement, the
obtained solutions are equally optimal in a Pareto sense. However, when some of the
solutions in the optimal solution set reach optimum for a single objective function, the
solutions degrade to the ones achieved through the traditional single-target sensor place-
ment criteria, which is obviously contrary to the original intention of multi-objective sensor
placement. Therefore, a comprehensive evaluation criterion is proposed to determine the
final solution from the Pareto optimal solution set for sensor placement when there is no
preference for any single criterion.
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Figure 4. NSGA-II based Pareto bi-objective optimization.

For the problem of bi-objective OSP, the Pareto OSP solution set F can be expressed as
Equations (13) and (14).
F=[h(x) B(x), . B (13)

Fie(xi) = [fir (k) fieo (%) (14)

where Fy(e) is the k-th solution of the Pareto optimal solution set; fi1, fi, are the two
objective function values; x is the vector of sensor placement positions corresponding to
the k-th optimal solution. The ideal optimal solution of sensor placement is defined as
Equation (15).

F = [ fi] -

L= mi i
st ff = min (fy)

where fj; is the j-th objective function value of the i-th solution in the Pareto solution set.
Considering that the different objective functions of OSP are not easy to compare with each
other because of their different units and magnitudes, the membership degree y is defined
to measure the closeness between the values of Pareto solutions and the ideal solutions
for each objective function. When y approaches 1, the Pareto solution tends to be the ideal
solution for OSP. Because the solutions in the Pareto front for OSP can be considered to
be randomly distributed, the normal distribution function is selected as the membership
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function to evaluate the proximity between the Pareto solution and the ideal one. The
membership degree vector F; for each Pareto solution is shown as Equations (16) and (17).

F = [p(fa), n(f)] (16)
2
w(y) = e |- | 20 a7
Ll

On the basis of membership vector, a proximity index D is further defined to quan-
titatively assess the proximity between the Pareto solution and the ideal counterpart, as
Equation (18).

Hij (18)

N =

-
Hl“ N
=

N

4. Bi-Objective OSP for Plane Truss
4.1. Properties of Plane Truss

To verify the effectiveness of the bi-objective Pareto optimization for sensor placement,
a plane truss is presented as an example to illustrate the application of the proposed
method. There are 25 degrees of freedom (Dof) for the truss beam, the elevation of which
is presented in Figure 5. The structural modal shapes were obtained through numerical
analysis in a previous study. For the modal test, there are eight sensors to be deployed at
eight positions selected from 25 candidates to obtain the structural experimental modal.
The first four orders of structural modes are considered for the truss beam. Considering
that the vertical modes are the main modes of the truss beam, the first four normalized
modes are plotted (as shown in Figure 6) using the displacement along the directions of
structural Dof number 4, 8, 12, 16 and 20, which are located at the lower side of the truss.

‘L Structural freedom ‘
2 6 10 14, 1 2 2
Ll LS LQ LB tﬂ ;[;21 9[;23
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Figure 5. Structural freedom of the plane truss.
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Figure 6. First four orders of vertical mode shapes.
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4.2. OSP Proposals

For the sake of simplicity and convenience to illustrate the effectiveness of Pareto
based bi-objective optimization, this paper assumes that the main concern of the OSP for
the truss beam is to reduce the modal coordinate estimation error and increase the signal-
to-noise ratio. In fact, considering any combination of two objective functions does not
hinder the effectiveness of the Pareto-based bi-objective optimization method proposed in
this paper. Considering EI and MSMKE as criteria of sensor placement, the corresponding
bi-objective optimization function is established, and the Pareto optimization analysis is
carried out for the OSP position of the plane truss.

To minimize the estimation error of the modal coordination and increase the signal-
to-noise ratio of the recorded data, the EI and MSMKE should be considered during the
process of OSP. Therefore, Equation (9) should be taken as the objective function for the
Pareto bi-objective optimization. The NSGA-II is adopted to solve the bi-objective Pareto
optimization considering the functions f; and f,. During the iterative process, the initial
population size of the sensor placement is set to 50. In addition, the crossover and mutation
probability are set to 0.9 and 0.1, respectively. The target number of heredity generations is
set to 200, which is the threshold used to control the iterative process. The corresponding
convergence processes are shown in Figure 7. Compared with the global optimal solutions
obtained through the exhaustive method, it can be observed that the two functions f; and
f2 converge to the optimal solution at the generations of 76 and 10, respectively. When
the target heredity generation is reached, the iterative process of the NSGA-II terminates,
and the Pareto front is output. In addition, the parents are selected through tournament
selections to produce the offspring samples. The optimization is implemented according
to the iterative process in Figure 4, and the results are plotted in Figure 8. To make
comparisons with the results of single-objective functions, the results obtained based on
the MSMKE and EI are also presented in Figure 8. Moreover, a traditional bi-objective
function considering the EI and MSMKE is illustrated in Equation (19), which transforms
the bi-objective optimization into a single-objective optimization. The optimal result of EI-
MSMKE is also plotted in Figure 8.

-1
EI-MKE = diag<q><q>Tq>) <1>T> - diag (M<1><1>T) (19)
7
1.9% 10 T 49
1 8 1 4.8
1.7 — NSGA i — NSGA
----- Global optimum 4.7 - Global optimum||

1.6 | -

4.6
1.5 1
1.4 ] 4.5
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Generation number Generation number
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Figure 7. Convergence process of bi-objective optimization: (a) f1; (b) f».

As presented in Figure 8, the optimal results for the EI, MSMKE and EI- MSMKE
(points ‘A’, ‘B’ and ‘C’ in Figure 8) can all be found in the Pareto front, which means that
the bi-objective Pareto optimal results can cover all the results obtained based on the single-
objective and traditional bi-objective criteria. The Pareto optimization solved through
the NSGA-II can achieve a solution as good as that of the single-objective function of the
MSMEKE, as shown by point ‘C’” in Figure 8. It is worth noting that the determinant of the
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Fisher information matrix (point ‘D’ in Figure 8) obtained through the Pareto optimization
is even larger than that obtained from the EI, which further verifies the efficiency of
the NSGA-II to solve the bi-objective Pareto optimization problem for sensor placement.
Moreover, the Pareto front can provide a series of sensor placement schemes that are not
worse than the counterpart based on the traditional bi-objective criterion of EI- MSMKE
("B’ in Figure 8). The sensor placement positions of ‘B’, ‘C" and ‘D’ in the Pareto front are
shown in Figure 9.

5.2 :
KD ¢ Pareto front
5 A * EI
8 A MKE
B * EI-MKE
4.8 o~
S
(o)
4.6; 0 o C\O
4.4 :
0 2 4 6 8 10
A 10"

Figure 8. Optimal solutions of sensor placement based on the criteria of EI and MSMKE.

‘ > ﬁ Accelerometer direction‘

. : .
SO

(b)

. ;b
: »lﬁ
(c)

Figure 9. Sensor placement proposals from Pareto front of EI and MSMKE: (a) solution ‘D’;
(b) solution “‘B’; (c) solution ‘C’.

4.3. Comprehensive Evaluation of OSP Schemes

The bi-objective optimization results show that the optimal solution set achieved
through Pareto optimization method contains 16 equivalent OSP schemes. By adopting
the evaluation criteria based on the membership degree index y proposed above, the
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solution from the Pareto optimal solution set, which is closest to the ideal solution, can be
determined as the OSP scheme. As shown in Figure 10, solutions No. 14 and 15 have nearly
the same value of index D which is the maximum one among all the solutions in Pareto
front. It means that the two equivalent OSP solutions can provide alternative schemes when
some positions of the structure are inconvenient to install the sensors, and the point ‘B” in
Figure 8 corresponds one of such optimal solutions. Consequently, considering reducing
the identification error of modal parameters and increasing vibration signal intensity, the
placement positions of the sensors corresponding to point ‘B’ in Figure 8 is optimal for the
plane truss.

0.76
Q 0.74
% 0.72
=
8 07
2068
g 0.66
A4 0.64

0.62

1 23 45678 910111213141516
Soultion number in Pareto front

Figure 10. Proximity index D for each solution in Pareto front for OSP.

5. Conclusions

The traditional OSP method is based on single objective criterion, which is generally
oriented to meet a single target of sensor placement. When more than one objective is
considered to be satisfied, such as improving the identification accuracy of structural modal
parameters, the vibration signal strength and the effect of modal reconstruction, the current
OSP methods cannot achieve good results. This paper carried out a study on a Pareto-based
bi-objective OSP method, and the proposed evaluation criteria of optimal solution can
achieve satisfactory results for two objective functions at the same time. The bi-objective
OSP method was finally verified through a numerical model of a plane truss. According to
the analytical results and discussions, the following conclusions can be drawn:

Pareto optimization can comprehensively consider more than one objective function
for OSP, such as the MSMKE, EI and structural modal independence. Compared with
the traditional OSP method, the proposed method can make a compromise between the
multiple objective functions, and all equally optimal solutions in a Pareto sense can be
provided as alternatives for sensor placement, which also covers the sensor placement
schemes obtained through the traditional single objective optimization methods.

The NSGA-II is suitable for solving the Pareto optimization problem of OSP for SHM.
The bi-objective Pareto optimization of sensor placement can be effectively solved through
the NSGA-II and all the equally optimal solutions for the bi-objective OSP can be achieved
within a feasible number of generations. The proposed iterative process for the Pareto
optimization based on the NSGA-II can be effectively applied to the bi-objective OSP.
If more objective functions for OSP are considered, the proposed algorithm can still be
effective through multi-objective Pareto optimization.

A comprehensive evaluation method based on membership degree index was pro-
posed for multi-objective OSP, which can quantitatively analyze the proximity between the
multiple alternative solutions provided by Pareto optimization and the ideal solutions. By
selecting the Pareto optimal solution which has the largest value of proximity index D, the
corresponding sensor placement scheme can be finally determined among a series of Pareto
optimal solutions, and the OSP scheme can achieve good results in both the two objectives.

In this research, the Pareto-based bi-objective optimization functions are established
according to three commonly used evaluation criteria for optimal sensor placement, which
only involve the optimization of sensor placement positions. In the future, it would
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be meaningful to carry out research on the multi-objective optimization for both the
sensor number and location. In addition, if the evaluation criteria for different types of
sensors are introduced to establish objective functions for OSP, the Pareto-based multi-
objective optimization method proposed in this paper can be extended for the simultaneous
optimization of the different types of sensors on the structure at the same time.
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Abstract: Base (seismic) isolation is a promising technology for seismic protection of buildings and
other constructions. Nowadays, it is accepted that such a technique is efficient and reliable; however,
it has two major limitations: soft foundation soil, and tall buildings. The first issue restrains the seismic
isolation spreading, given that soft soil is frequent in densely populated areas, and usually such a soil
type concentrates the highest seismicity levels. This paper aims to contribute to demonstrating that
base isolation, if properly implemented, can be suitable for soft soil. A representative case study is
analyzed: a 6-story reinforced concrete (RC) building with base isolation that has recently been built
in Shanghai. Since the building is founded on soft soil, concern regarding base isolation suitability
arose; even the Chinese design code does not recommend this solution for soft soil. To clarify this
issue, non-linear time-history analyses are carried out for a number of natural and artificial seismic
inputs that represent the site seismicity; the superstructure behavior is linear, while nonlinearities are
concentrated in the isolation layer. The adequacy of base isolation is assessed in the superstructure
(in terms of reduction of interstory drift, absolute acceleration and shear force) and in the isolation
layer (in terms of axial force, torsion angle and shear strain). The relevance of soil-structure interaction
is discussed. The behavior when the mechanical parameters of the isolation units have experienced
important changes is also analyzed. The major conclusion is that base isolation of ordinary mid-height
RC buildings founded on soft soil can perform satisfactorily in medium seismicity regions.

Keywords: RC building; base isolation; seismic isolation; rubber bearing; soft soil; nonlinear
dynamic analysis

1. Introduction

Base (seismic) isolation consists in uncoupling the construction under consideration from the
foundation soil by using bearings that are flexible in the horizontal direction, being commonly termed
as isolators (or isolation units). The resulting structure is divided into three parts: superstructure,
isolation layer, and substructure; ordinarily, the isolation layer is situated right below the ground
floor slab. Base isolation has been mainly considered for buildings and bridges; this study deals
with seismically isolated buildings. The main effect of seismic isolation of buildings is an important
elongation of their fundamental period, thus reducing significantly the spectral ordinate. Moreover,
given that most of the drift displacement is concentrated in the isolation layer, additional damping can
be easily incorporated; as a result, the spectral ordinate is further lowered.

Buildings 2020, 10, 241; doi:10.3390/buildings10120241 www.mdpi.com/journal/buildings
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The suitability of base isolation has been repeatedly proven by theoretical studies, laboratory
testing, and observation of the seismic performance of actual buildings under strong seismic events.
Therefore, nowadays such technology is recognized worldwide, being incorporated into the major
design codes. However, although seismic isolation performs satisfactorily in most of the situations,
it has two major limitations: high-rise buildings, and soft foundation soil. This paper deals with
the second limitation; this choice is based on the important number of buildings in high seismicity
regions that are founded in soft soil. Analyzing this limitation in more depth, it is widely accepted
that base isolation is less efficient for soft soil [1-5]; the main reason for this prevention is that soft
soil filters out short-period waves while it amplifies long-period components. Therefore, given the
similarity between the wave predominant periods and the fundamental period of the isolated building,
the ground motion in the superstructure could prove enlarged, instead of reduced. Several previous
studies on this subject have been published [6-11].

Many design codes discourage the use of base isolation in soft soil [12-14]; sometimes, simplified
design methods (equivalent static forces) are prevented, thus requiring the employment of more
general strategies, typically non-linear time-history analysis [14]. This paper analyzes a representative
case study, this being an isolated building in Shanghai; the particular interest of this case for China is
discussed next.

The Wenchuan earthquake (12 May 2008) caused numerous casualties, principally students.
Thereafter, concerns about the seismic safety of teaching buildings arose in China. In the Lushan
earthquake (20 April 2013), a base-isolated hospital building experienced only minor damage and
played a significant role in rescue work [15]; then, a broad pilot study on the seismic isolation of
teaching buildings was undertaken. In the framework of this research effort, this paper investigates
the rationality of using base isolation for buildings founded on soft soil. The aim is developing a
strategy of verification and analyzing a relevant case study; no similar studies have been found in the
technical literature.

The case study is a 6-story RC (reinforced concrete) building with rubber isolators and viscous
dampers that had been recently constructed in Shanghai [16,17]. The building had been designed
for seismic intensity degree 7 according to the current Chinese code [12], whose design input peak
accelerations are 0.10 g and 0.22 g for moderate and rare earthquakes, respectively. Moderate and
rare earthquakes correspond to a 10% and 2% possibility of being exceeded in 50 years, respectively.
Given that the building is founded on soft soil, concern regarding the suitability of using base isolation
arose; noticeably, the Chinese code [12] does not recommend this solution for that soil condition.
This paper evaluates numerically the seismic performance of the isolated building; therefore, the study
refers only to the after-construction stage. The performance is assessed through non-linear time-history
analyses of the building being shaken by a number of seismic inputs; such analyses are performed with
the software SAP2000 v16.0 [18]. These input accelerograms are selected to represent the site seismicity,
mainly accounting for the soil conditions. In the analyses, the behavior of the superstructure is
modelled as linear, while nonlinearities are concentrated in the isolation layer. The need for considering
soil-structure interaction (SSI) is discussed, and SSI numerical simulations are carried out. Notably,
given that the objective of the paper is to investigate the suitability of base isolation in buildings
founded on soft soil, other soil types are not considered.

The adequacy of base isolation is assessed in both the superstructure and the isolation layer.
In the superstructure, the appropriateness of base isolation is judged in terms of the reduction of
interstory drift, absolute acceleration, and shear force. In the isolators, the correctness is evaluated in
terms of axial force and lateral displacement (shear strain); for this purpose, the prescriptions of the
Chinese code [12] and the European regulations for base isolation [19,20] and for rubber bearings [21]
are considered.
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2. Building under Consideration

2.1. Superstructure

The structure of the analyzed building is a RC frame; there are no shear walls or other structural or
non-structural members that might provide significant lateral stiffening or strengthening. The building
has six stories and one basement; the isolators are placed at the ground level, i.e., on the top of the
basement columns. Figure 1 represents the analyzed building; Figure 1a displays a 3-D rendered view
and Figure 1b exhibits a picture. Figure 1c,d refers to a typical floor plan layout; Figure 1c shows the
architectural distribution and Figure 1d represents the structural configuration, indicating columns
(black squares) and beams.

Y
X
(a) 3-D representation (b) Picture of the building
bl ‘qﬁi\ B N Y~ N~ y ‘
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(¢) Architectural plan layout (d) Structural system

Figure 1. Analyzed case study building.

Figure 1 shows that the plan area is rectangular, and the configuration is essentially regular;
as shown in Figure 1a, the building width, depth and height are 58.5 m, 18.3 m and 22.95 m, respectively.
The columns have a constant rectangular cross section ranging between 60 cm x 70 cm (inner columns)
and 90 cm X 90 cm (corner columns). The slabs are formed by rectangular beams that are 30 to 35 cm
wide and 50 to 70 cm deep, and constant-depth slabs being 11 to 14 cm deep. The characteristic value
of the concrete compressive strength is f = 30 MPa and the deformation modulus is estimated as
E. =30 GPa. The reference [16] contains deeper information on the structural parameters. The live
(variable) gravity load is established according to the Chinese design code [22], ranging between
2 and 2.5 kN/m?, except for stairs and other highly crowded areas. The seismic weight corresponds
to the combination D + 0.5 L where D and L account for dead (permanent) and live (variable) loads,
respectively. For this loading level, the building mass is 9576 t; from the first to top (6th) floor,
the masses are 1569, 1652, 1607, 1621, 1854 and 1273 t, respectively. To analyze the influence in the plan
symmetry of irregular columns arrangements and other unevenness (e.g., balconies), the eccentricities
between the mass and rigidity centers of each floor are determined: in the x direction, the eccentricity
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ranges between 0.15% (first floor) and 0.70% (top floor) while in the y direction, it ranges between
3.75% (top floor) and 5.14% (first floor).

2.2. Isolation Layer

The isolation system is formed by the parallel combination of rubber bearings (isolation units)
and viscous dampers; the sought damping ratio considers the recommendations in [23]. Two types of
isolator are employed: ordinary natural rubber bearings and lead-rubber bearings, i.e., incorporating a
central lead plug core to provide additional damping. Those devices are termed in this paper NRB
(natural rubber bearing) and LRB (lead rubber bearing), respectively.

The rubber shear modulus is G = 0.392 N/mm? for all the devices; Table 1 displays the other main
geometric and mechanic parameters of the rubber isolators.

Table 1. Rubber bearing parameters.

Diameter Height Rubber Rubber  Lead Plug  Horizontal Critical Shear  Yielding After-Yielding
Name (mm) (m;’i ) Layer Height  Height Diameter Stiffness Strain/Stress Force Horizontal
(mm) (mm) (mm) (kN/m) (%/MPa) (kN) Stiffness (kN/m)
NRB700 700 451.5 5 200 - 742 280/8 -
NRB800 800 4385 6 204 - 951 301/10 - -
LRB700 700 451.5 5 200 160 1565 282/8 160 764
LRB800 800 4385 6 204 160 1758 304/10 160 972

Two types of viscous damper are installed in the x and y directions, respectively; Table 2 displays
their major parameters. Section 3.2 describes the meaning of such parameters.

Table 2. Parameters of the viscous dampers.

. . . Damping Maximum Design
Direction Exponent o Im(;iaNl /Isl:f)nf 58 SI:::ELIT;HI;) Coefficient ¢ (i}::;:) Damping Life
(KN/(mm/s)%4) Force (kN) (Years)
X 0.4 49 +350 70 600 900 50
y 0.4 42 +350 60 600 800 50

* Elastic combined axial stiffness of the supporting brace and internal damper portion.

Figure 2 contains pictures and sketches of the installation of the rubber bearings and the viscous
dampers. Figure 2a,b represent a pair of isolators and a damper, respectively; Figure 2b shows that
the viscous dampers are installed (between two adjoining isolators) connecting the ground floor slab
(superstructure) with the basement columns (substructure). Figure 2c displays the plan layout of
isolators and dampers. Figure 2c shows that isolators and dampers are arranged symmetrically; as well,
dampers and LRBs (bearings with lead plugs) are located near the building perimeter, thus providing
torsion damping and stiffness.

Viscous damper

(a) Rubber bearings (b) Viscous damper

Figure 2. Cont.
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(c) Plan layout of isolators and viscous dampers (* 800 mm diameter, ** 700 mm diameter)
Figure 2. Installation of isolators and dampers in the building.

2.3. Soil and Foundation

As the soil is soft, the building is founded on piles. Each pile is 600 mm in diameter and 28 m deep.
The bedrock in Shanghai is often located 200~300 m underground, being covered by thick quaternary
unconsolidated sediments. For categorization purposes, the soil is divided into 9 layers, and each layer
is split into several sub-layers. At the bottom of the piles (28 m depth), the soil condition is classified as
layer 7-1, “grey clay silt”; the weighted harmonic average shear wave velocity down to 30 m (vs39)
ranges between 84 and 256 m/s [24]. For the seismic design, the soil is categorized as type IV; this is
the softest class, according to the Chinese code [12]. Section 3.3 discusses more deeply the ground
parameters that are relevant to the soil-structure interaction.

3. Numerical Modeling of the Isolated Building Dynamic Behavior

3.1. Model of the Superstructure

The building lateral dynamic behavior is described with a linear 3D model implemented in the
SAP2000 v16.0 software package [18]. Beams and columns are represented by frame elements, and
slabs are modeled with shell elements. The rigid diaphragm effect is indirectly considered by the high
in-plane stiffness of slabs. The stiffness of the members is determined based on their gross sectional
parameters, although reduced to account for cracking; the corresponding reducing coefficient is 0.5
for beams, and 1 for columns and slabs [25]. Noticeably, that reduction is unnecessary in the Chinese
code [12]. Figure 3 displays an overview of the building model. The damping is described by a classical
Rayleigh model; the mass and stiffness coefficients are selected for a damping ratio 0.05 in the first
two modes.

3.2. Model of Isolators and Dampers

The behavior of the natural and lead-rubber bearings is described by linear and hysteretic bilinear
models, respectively. Table 1 displays the main parameters of both models; their torsional stiffness
is neglected.

Regarding the dampers, their behavior is represented by a nonlinear viscous damping model:

f=ci” (1)
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In Equation (1), f represents the damper force; the values of the damping coefficient c and the
exponent « are listed in Table 2. Equation (1) can be considered as a modification of the classical linear
Maxwell model [26,27], where the stiffness coefficient has been neglected.

Figure 3. Spatial (3-D) model of the building structure.
3.3. Soil-Structure Interaction Modelling

A number of studies on the relevance of SSI in base-isolated buildings have been reported
[6,8,9,11,28-30]. These studies conclude that the consideration of SSI is not necessary, unless the
soil is very soft and the building is relatively stiff, moreover, commonly, the SSI effect is rather
beneficial. Therefore, the above studies seem to indicate that, given the high lateral flexibility of the
isolated building, SSI might be neglected. However, for the sake of safety, a simplified SSI study is
performed herein. SSI is described with an uncoupled linear spring model [31]; such a model consists
in representing the interaction by six springs that connect each pile cap to the adjoining soil.

The axial stiffness of each pile is calculated by two approaches: (a) it is assumed that the piles rest
on a rigid bedrock, therefore, their stiffness is Ep AP/L]D (Ep, Ap and Ly refer to modulus of deformation,
cross section area and length of the pile, respectively), and (b) since the piles do not actually reach the
bedrock, only the friction stiffness is accounted for. In this last case, the vertical stiffness Ky of a pile
can be calculated by the formulation proposed in [32]:

Ky = 1.8 Es Dp A" n° )

In Equation (2), E; is the soil modulus of elasticity, Dy, is the pile diameter, A is the ratio between
the pile length and diameter (A = Ly/Dp), 1 is the ratio between the soil and pile moduli of elasticity
(n = Ep/Es), and the exponent b is given by b = AMn. In the analyzed case, E, = 26 GPa, L, =28 m,
Dy =0.60 m, and E; is calculated after the shear modulus Gs based on the weighted average shear
wave velocity (vs) and the soil density (ps) on the top 28 m. Table 3 displays the soil properties of each
layer in the top 28 m:

Table 3. Parameters of the soil layers in the top 28 m.

Layer Type Cumulated Depth (m) Density (kg/m3) Shear Wave Velocity (m/s)

Filled earth 42 1870 112
Muddy-silty clay 9.5 1820 128

Muddy clay 225 1760 178
Muddy-silty clay 32.8 1800 245
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Table 3 shows that, in this case, the average values of the shear wave velocity and density are
vs = 171.8 m/s and ps = 1795 kg/ms, respectively; therefore: Gs = 53 MPa, and, by assuming that the
Poisson ratio is v = 0.25, Es = 132.5 MPa. Finally, E, Ap/Lp = 263 kN/mm and Kyf = 338 kN/mm;
thus, the friction stiffness (Kyf) is 1.29 times higher than the axial one (Ep Ap/Lp), what is consistent
with the estimations in [33]. Finally, for each cap, the vertical spring stiffness is obtained as the sum of
those of each pile.

The rotational stiffness with respect to the horizontal axes are determined, from the vertical
stiffness of each pile, by equilibrium conditions. For each cap, the torsional and horizontal stiffness
are determined, in terms of the soil parameters and foundation dimensions, as indicated in [34].
The soil damping effect is neglected; this is a conservative assumption, since it would decrease the
base shear force.

4. Modal Analysis of the Building

Linear modal analyses of the building under fixed-base and isolation conditions are carried out
by using the models described in the previous section. Table 4 displays the periods and modal mass
ratios of the first six modes of the base-isolated building, and of the first three modes of the fixed-base
building; ¢ accounts for twist angle (torsion). Given that the incorporation of the isolation layer adds
three new modes, in Table 4 the first three modes of the fixed-base building are associated with the 4th,
5th and 6th modes of the base-isolated building, respectively. In the isolated building, the periods are
calculated for the effective secant stiffness (of the lead-rubber isolators) that correspond to 100% shear
strain. In Table 4, the highlighted values correspond to the biggest component of each mode, in terms
of modal mass factor.

Table 4. Modal parameters of the building under fixed-base/isolated conditions.

Mode No. Period (s) Modal Mass Factor x Modal Mass Factory ~ Modal Mass Factor ¢@
/1 -/3.586 -/0.046 -/0.910 -/0.03561
-2 -/3.528 -/0.940 -/0.053 -/0.0039
-/3 -/2.983 -/0.011 -/0.029 -/0.96049
1/4 1.229/0.571 0.010/7.25 x 1077 0.717/0.004 0.074/1.142
2/5 1.163/0.502 0.621/2.29 x 1073 0.046/1.02 x 107° 0.156/2.23 x 107°
3/6 1.106/0.177 0.196/7.08 x 1078 0.037/0.39 x 107° 0.569/8.59 x 1078

Table 4 provides the following remarks:

m  Fixed-base building. The first mode corresponds basically to motion along the y direction
(also some torsion), the second mode involves motion along the x direction (there is torsion as
well), and the third mode contains mainly torsion. The relatively long period of the third mode
(1.106 s) indicates a low torsional stiffness; this is coherent with the absence of any important
stiffening element in the fagades. Therefore, further verifications are carried out. The simplified
expression for regular reinforced concrete frames that are contained in the European [19] and
American [35] codes (among others) provide a fundamental period equal to 0.676 s; since the
building is rather flexible (as base isolation allows for significant reductions in the lateral design
forces), the difference among this value and those in Table 4 is feasible. For further verification,
the building has been also modelled with the PKPM Chinese software code [36]; the obtained
periods are highly similar to those from SAP.

m  Base-isolated building. The first three modes correspond basically to motion along the y, x and
¢ directions, respectively. Such modes gather most of the mass; this indicates a rather satisfactory
performance of base isolation, since those modes correspond basically to rigid-body motion
(i.e., without any structural damage).
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m  Fixed-base vs. base-isolated building. Comparison among the periods of the first three modes
of the base-isolated building and those of the fixed-base building shows that base isolation
elongates the periods as expected. Similar comparison among the modal mass factors shows that
the base-isolated building vibrates more symmetrically; this can be read as a proper design of
the isolation system, in the sense that the slight plan asymmetry of the fixed-base building is
corrected in the isolated solution.

Table 5 displays the periods and modal mass ratios of the first six modes of the base-isolated
building; such information is obtained for two conditions: by considering and neglecting SSI
(Section 3.3). In Table 5, the values of the mass ratio that are smaller than 1073 are indicated
as “-”; SSl-a and SSI-b correspond to the consideration of axial and friction stiffness of the piles,
respectively (Section 3.3). As in Table 4, the highlighted values correspond to the biggest component,
in terms of modal mass factor, of each mode. Table 5 shows that the influence of SSI on the periods and
modal mass ratios of the first three modes can be ignored. Also, comparison between both models of
SSI shows little influence of the vertical stiffness of piles; therefore, the SSI results are reliable.

Table 5. Modal parameters of the base-isolated building considering and without considering
soil-structure interaction (SSI).

Mode No. Period (s) Modal Mass Factor x Modal Mass Factor y Modal Mass Factor ¢
SSI-a SSI-b NoSSI SSI-a SSI-b NoSSI SSI-a SSI-b NoSSI SSI-a SSI-b No SSI

1 3603 3608 358 0032 0053 0046 0942 0.877 0910 0.023 0.067  0.036
2 3544 3540 3528 0957 0.922 0940 0.036 0.067 0.053  0.004 0.008  0.004
3 2892 3178 2983 0008 0.022 0011 0018 0052 0.029 0972 0921  0.961
4 0443 0661 0571  0.002 N - - 0.003  0.004 - - -
5 0.306  0.600  0.502 - 0.002 - 0.004 - - 0.001  0.001 -
6 0.193 0580  0.177 B 0.001 - - B - - 0.003 B

5. Seismic Inputs for the Dynamic Analyses

Representative accelerograms are selected according to the former and current Shanghai design
codes [37]. Two sets of seven trios of accelerograms (i.e., in two horizontal directions and in vertical
direction) are chosen. Each set is composed of five natural earthquake records and two artificial inputs;
the records are taken from the PEER database [38], and the artificial inputs are created by modifying
recorded accelerograms. The accelerograms of the first set correspond to soil with predominant period
0.9 s and are scaled to 1 m/s? (moderate earthquake); for the second set, the soil period is 1.1 s and
the acceleration is 2.2 m/s? (rare earthquake). Tables 6 and 7 display the main features of both sets,
respectively; the information in such Tables is described next. In the left column, “NR” accounts for
“Natural Record” while “AW” means “Artificial Wave”. x/y directions correspond to strong/weak
components, respectively. PGV and PGD refer to Peak Ground Velocity and Displacement, respectively.
I is the Arias intensity [39] given by I = 2 f x dt, where Xg is the input ground acceleration;
the Arias mten51ty is an estimator of the input severlty Ip is the dimensionless seismic index [40] given

JEa

by Ip = sezpcy PGV' Ip accounts for the relevance of the velocity pulses. The Trifunac duration is the
elapsed time between 5% and 95% of the Arias intensity I5 [41]. The closest distance corresponds to
the shortest way to the rupture surface. The hypocentral distance is the straight separation between
the hypocentre and the recording station. vg3 is the harmonic weighted average shear wave velocity
in the top 30 m; this parameter characterizes the soil type.
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The natural records in Tables 6 and 7 are selected based on the similarity between their individual
response spectra and the code design spectra. Figure 4 displays response spectra of natural selected
inputs (grey line) together with the code design spectrum (black line). Noticeably, all the spectra in
Figure 4 correspond to records scaled to 1 m/s?; therefore, the plots in Figure 4c,d are reduced by a
factor of 2.2. Figure 4 shows a rather satisfactory fit between the spectra of the scaled inputs and the
code spectrum, particularly in the main (x) direction.
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Figure 4. Comparison between the response spectra of the natural selected inputs and the code
design spectra.

The artificial inputs are generated to fit the design spectrum, according to [12]. The fitting is
established through 100 control points with logarithmic distribution in the interval [2 At, 10 s], where
At =0.02's. The tolerance is 5%, in terms of quadratic error.

6. Time-History Analysis
6.1. Global Description of the Analyses

This section discusses the results of the time-history analyses for the inputs described in Section 5;
the x/y input components are applied in x/y directions (Figure 2), respectively. As discussed in [42],
the most meaningful results in the superstructure are the drift angle, shear force and absolute
acceleration; in the isolators, the axial forces, shear strain and torsion angle are also significant.

The dynamic analyses are performed by implementing the numerical model described in
Section 3 in SAP2000 v16.0 software package [18]. The building (superstructure) behavior is linear,
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the non-linearities are concentrated in the isolation layer. The analyses consider the simultaneous
actuation of both horizontal input components. The time integration is performed using non-linear
modal analysis; the time step is At = 0.02 s. The second-order effects have not been considered; it is
observed that such effects do not over-magnify the relative displacements in the isolators, although
can increase the moments significantly, sometimes more than 10%. It should be kept in mind that any
numerical model is always affected by epistemic (and random) uncertainties as discussed in [43,44].

6.2. General Overview of the Results

Figure 5 displays representative displacement time-history responses, and hysteresis loops of
a natural rubber bearing (Figure 5a,d), a lead-rubber bearing (Figure 5b,e), and a viscous damper
(Figure 5c¢,f); the labeling of isolators and damper refers to Figure 2c. All the plots in Figure 5 correspond
to the input NR1.1-7 in the x direction (Table 7). Figure 5 shows a regular behavior; the similarity
among the time-history plots in Figure 5a—c confirms the rigid diaphragm effect of the ground floor
slab. On the other hand, the hysteresis loops in Figure 5d indicate a linear behavior, without any
encompassed area; the loops in Figure 5e have almost quadrilateral shape, typical of the plastification
of metals. Finally, the shape of the hysteresis loops in Figure 5f is closer to a rectangle than to an ellipse,
this being consistent with the value of exponent « (x = 0.4, Table 2).
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Figure 5. Dynamic responses of two isolators and a damper for input NR1.1-7 in the x direction (Table 7).

Under fixed-base and base isolation conditions, Tables 8 and 9 display average results for the
“small” inputs NR0.9-3, NR0.9-6 and AW0.9-1 (Table 6), and the “big” inputs NR1.1-5, NR1.1-7 and
AW1.1-1 (Table 7), respectively. Tables 8 and 9 consider three cases: (a) input in x direction, (b) input in
y direction, and (c) simultaneous actuation of x and y inputs; these situations are denoted by “x”, “y”
and “x + y”, respectively. Each table contains, for every story, the maximum values of the following
quantities: (a) drift angle, (b) shear force normalized with respect to the supported weight (shear
coefficient) and (c) absolute acceleration normalized with respect to the maximum input acceleration;
such maxima refer to the shaking duration. Noticeably, the results for fixed-base conditions are
obtained by assuming a linear behavior of the building structure; they are included only for comparison
purposes. Finally, the drift angle in the isolators is equivalent to the rubber shear strain, i.e., the ratio
between drift displacement and rubber height (Table 1).
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Table 8. Average maximum * response values for the records NR0.9-3, NR0.9-6 and AW0.9-1 (Table 6).

. Shear Force/ Absolute Acceleration/
Input Drift Angle (%) N .
St P
ory Direction Supported Weight Input Acceleration
Fixed-Base Base Isolation Fixed-Base Base Isolation Fixed-Base Base Isolation

x - 22,0 ** - 0.042 1 1.035
Ground y - 42.5** - 0.052 1 1.034
x+ty - 46.5 ** - 0.059 1 1.124
x 0.306 0.161 0.147 0.054 1.178 0.726
1 y 0.247 0.193 0.122 0.058 0.963 0.745
X+y 0.350 0.219 0.170 0.069 1.088 0.749
x 0.472 0.160 0.174 0.054 1.347 0.481
2 y 0.452 0.219 0.134 0.058 1.031 0.569
xX+y 0.559 0.240 0.197 0.072 1.230 0.543
x 0.464 0.133 0.200 0.054 1.405 0.438
3 y 0.468 0.195 0.147 0.058 1.277 0.530
x+y 0.553 0.210 0.221 0.069 1.399 0.513
x 0.408 0.106 0.222 0.054 1.819 0.580
4 y 0.410 0.157 0.159 0.058 1.517 0.615
xX+y 0.486 0.169 0.241 0.070 1.758 0.607
x 0.277 0.068 0.238 0.055 2.188 0.694
5 v 0.296 0.108 0.170 0.059 1.721 0.736
xX+y 0.340 0.114 0.257 0.071 2.041 0.696
x 0.147 0.036 0.262 0.059 2.426 0.762
6 v 0.176 0.063 0.188 0.062 1.923 0.831
xX+y 0.192 0.066 0.282 0.076 2.242 0.774

* “Maximum” refers to along the input duration. ** Drift displacement divided by rubber height (shear strain).

Table 9. Average of maximum * response values for the records NR1.1-5, NR1.1-7 and AW1.1-1 (Table 7).

. Shear Force/ Absolute Acceleration/
Input Drift Angle (%) K 2
St
ory Direction Supported Weight Input Acceleration
Fixed-Base Base Isolation Fixed-Base Base Isolation Fixed-Base Base Isolation

x - 128.0 ** - 0.095 1 0.763

Ground y - 132.0 ** - 0.105 1 1.035
x+y - 168.5 ** - 0.126 1 0.947

x 0.772 0.308 0.379 0.103 1.215 0.568

1 y 0.903 0.381 0.387 0.115 1.073 0.731
x+y 1.066 0.434 0.457 0.133 1.199 0.621

X 1.139 0.307 0.415 0.103 1.539 0.470
2 y 1.656 0.433 0.453 0.115 1.636 0.497
x+y 1.919 0475 0.516 0.141 1.633 0.502

x 1.095 0.255 0.465 0.103 1.826 0.438

3 y 1.726 0.384 0.520 0.115 2.152 0.480
x+y 2.018 0.415 0.591 0.133 2.210 0.509
x 0.960 0.204 0.513 0.104 2.012 0.497

4 y 1.541 0.310 0.580 0.116 2.586 0.523
x+y 1.803 0.335 0.660 0.134 2.658 0.542

x 0.659 0.131 0.564 0.106 2.330 0.562

5 y 1.118 0.213 0.631 0.118 2.992 0.582
x+y 1.311 0.227 0.716 0.135 3.082 0.578
X 0.356 0.068 0.630 0.115 2.733 0.604

6 y 0.668 0.125 0.708 0.126 3.433 0.631
xX+y 0.786 0.130 0.797 0.145 3.463 0.625

* “Maximum” refers to along the input duration. ** Drift displacement divided by rubber height (shear strain).
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From the information in Tables 8 and 9, Figure 6 depicts, for further clarity, vertical profiles of
drift angles (Figure 6a,c) and normalized absolute accelerations (Figure 6b,d). The results in Figure 6
correspond to the “x + y” cases.
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Figure 6. Vertical profiles of drift angles and absolute accelerations for combined x + y inputs.

Table 10 displays the maximum drift angle, shear force and absolute acceleration for each input
in Tables 8 and 9. The maxima in Table 10 refer to both the building height (Ist to 6th stories) and
the shaking duration. As in Tables 8 and 9, the shear force and absolute acceleration are normalized
with respect to the supported weight and the maximum input acceleration, respectively. Again, as in
Tables 8 and 9, the results for fixed-base conditions are obtained by supposing that the structure
behaves linearly and, thus, are included only for comparison. For the base-isolated building, Table 10
displays also the ratios between the absorbed energies (E;, Eyp, Exir) and the input energy Ey. E¢, Exp
and Epy are the energy dissipated by the structural damping, the viscous dampers and the rubber
bearings, respectively; at the end of the shake, the energy balance reads E; ~ E; + Eyp + Epr.

Table 10. Maximum and cumulated response values for the selected inputs.

i * i *
Maximum * Drift Maximum * Shear Maximum E¢/Ex Eun/Er Ex/Ex

Input Angle (%) Force/Supported Accel./Input (Struct. (Dampers) (Isolators)

gle T Weight Acceleration Damp.) P
. . Fixed- Base Fixed- Base Fixed- Base .
Code  Period(s) Direction Base  Isolation Base Isolation Base Isolation Base Isolation

x 0.388 0.108 0.151 0.042 2.79 0.771 0.196 0.551 0.247
NRO0.9-3 0.9 Y 0.293 0.169 0.099 0.057 1.707 0.886 0.176 0.507 0.312
xX+y 0.400 0.168 0.156 0.058 2.281 0.723 0.177 0.508 0.313
x 0.363 0.108 0.148 0.044 2.493 0.716 0.151 0.557 0.292
NR0.9-6 0.9 y 0.416 0.137 0.133 0.049 2.457 0.799 0.165 0.509 0.326
xX+y 0.388 0.151 0.164 0.061 2.394 0.812 0.148 0.525 0.327
X 0.271 0.113 0.101 0.041 1.996 0.799 0.165 0.565 0.262
AW0.9-1 09 y 0.296 0.157 0.114 0.050 1.813 0.809 0.192 0.519 0.285
x+y 0.421 0.184 0.148 0.059 2.052 0.788 0.167 0.552 0.276
x 0.689 0.191 0.317 0.083 2.531 0.656 0.145 0.532 0.322
NR1.1-5 11 y 1.299 0.308 0.391 0.104 3.422 0.66 0.156 0.491 0.351
xX+y 1.460 0.294 0.410 0.117 3.652 0.665 0.151 0.532 0.316
x 1.028 0.265 0.444 0.123 3.212 0.628 0.154 0.531 0.314
NR1.1-7 11 Y 1.451 0.359 0.432 0.131 4.032 0.740 0.190 0.489 0.315
x+y 1.632 0.332 0.444 0.154 4.166 0.782 0.176 0.527 0.297
x 0.716 0.174 0.301 0.079 2457 0.528 0.138 0.533 0.328
AW1.1-1 1.1 y 0.980 0.359 0.294 0.080 2.843 0.492 0.144 0.488 0.366
xX+y 1.280 0.282 0.410 0.106 2.571 0.428 0.137 0.519 0.342

* “Maximum” refers to both the building height and the input duration.
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To analyze the time evolution of the energy balance, Figure 7 represents the time-histories of the
energies Ey, E¢, Egp and Ey (Table 10) for the input NR0.9-6 (Table 6); “Input Energy”, “Damping
Energy”, “Dampers Energy” and “Isolators Energy” account for Ey, E;, Eyp and Egy, respectively.
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Figure 7. Time-history of the energy components for the input NR0.9-6 (Table 6).
Tables 8-10, and Figures 6 and 7 provide the following remarks:

m  Driftanglein the superstructure. Exceptin few cases, the isolation reduces the drift displacements;
for the 0.22 g inputs (Table 9), that lessening is higher in the top stories. In base isolation conditions,
the drift is rather moderate, even for the strongest inputs (Table 9); this trend confirms that the
assumption of linear behavior for the superstructure is correct. Finally, comparison between
the results for inputs with maximum acceleration 0.1 g and 0.22 g shows that the reduction
generated by the isolation is greater for the strongest inputs; this difference can be explained
by the non-linear behavior of the lead-rubber bearings: the higher the shear strain, the higher
the equivalent damping and the lower the effective secant stiffness, thus leading to a more
intense isolation.

m  Drift angle in the isolators. The shear strains for the inputs with acceleration 0.22 g (Table 9) are
more than 2.2 times higher than those for the inputs with 0.1 g (Table 8). Obviously, this circumstance
implies non-linear behavior of the lead-rubber bearings. On the other hand, no relevant permanent
displacements are observed; this can be read as a satisfactory behavior of the isolation units.

m  Shear coefficient in the superstructure. The isolation diminishes significantly the story shear
forces; that decreasing is higher for the top stories and the strongest inputs. For the base-isolated
building, the shear coefficient is near-constant along the building height; this seems to indicate a
high participation of the first mode.

m  Baseshear coefficient. As expected, the isolation reduces appreciably the base shear force. For the
less severe inputs (0.1 g, Table 8), the diminution ranges between 55% (“y” case) and 70% (“x”
case); for the strongest inputs (0.22 g, Table 9), the lessening is roughly 75% in all the cases.
This difference can be explained by the non-linear behavior of the lead-rubber bearings.

B Absolute acceleration in the superstructure. The absolute acceleration at the ground floor
(above the isolation layer) is not reduced, compared to the driving input; in numerous cases, it
is even slightly increased. This undesired circumstance might be due to the soft soil influence.
However, in the other floors, the absolute acceleration is decreased, compared to the fixed-base
case; more precisely, as is common in seismically isolated buildings, the reduction is higher in the
top stories. As well, such decreasing is more important for the inputs with acceleration 0.22 g
(Table 9). It is well known that the spectral ordinate is roughly equivalent to the ratio between the
ground and the top floor acceleration; accordingly, the percentages of reduction of the top floor
absolute acceleration and the base shear force are rather similar.

m  Dissipated energy. Table 10 shows that the percentage of energy dissipated at the isolation
interface (Eygp + Epy, corresponding to viscous dampers and lead-rubber bearings, respectively) is
above 80% of the input energy, being slightly higher for the stronger inputs (Table 9). Comparison
with the ordinary values of the ratio between the input and hysteretic energies [45] shows
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that this percentage is clearly above the common demands in terms of energy contributable to
damage. Plots from Figure 7 show that the maximum values are obtained at the end of shake;
this observation confirms that, for energy-based design, using the final values of energy is an
adequate strategy.

®  Simultaneity of the x and y inputs. As expected, for both the fixed-base and base-isolated
buildings, the average drift ratios and shear coefficients for the simultaneous action of the x and
y inputs are bigger than those generated by the x and y inputs acting separately. Conversely,
regarding the absolute acceleration, the balance is unclear; this apparent inconsistency can be
explained by the small building asymmetry (Section 2.1), as any unidirectional input can generate
responses containing x, y and torsion (@) components (Table 4). Broadly speaking, the strategy of
combining the full value in one direction with 30% of the value in the orthogonal direction seems
to be sulfficiently conservative.

6.3. Results for the Rubber Bearings

Apart from the general considerations in Section 6.2, this subsection discusses the performance of
the rubber bearings in terms of buckling instability and shear deformation. Table 11 shows, for the
isolators Nos. 29, 32, 24 and 17 (Figure 2), the maximum values of axial force, torsion angle and
drift displacement. The displayed results correspond to the seismic inputs in Table 10; the axial
force generated by the gravity loads (combination D + 0.5 L) is also shown (bottom row). In a

VT

similar way to Table 8 through Table 10, results for “x”, “y” and “x + y” inputs are presented; herein,
results corresponding to the combination of the responses in “x” and “y” directions are also shown.
These combinations are obtained according to the European regulations [19]; two empirical criteria
are considered: SRSS (square root of sum of squares), and X + 0.3Y or Y + 0.3X. X and Y represent
the effect of the inputs in x and y directions, respectively. For the axial force and torsion angle, the

combinations are VX2 + Y2, on one hand, and X + 0.3Y or Y + 0.3X, on the other hand; for the drift

displacements, the combinations are \/Xz + (0.3Y)* and \/ (0.3X)? + Y2. Comparison among the
cases “Combination” and “x + y”, shows low correlation; in some cases, the simplified values for

“Combination” are over-conservative while in other cases they are extremely under-conservative.
This shows that the usual empirical combination criteria are not always on the safe side.

The results in Table 11 are used next to check, in terms of buckling instability and maximum shear
strain, the requirements of the Chinese code [12] and the European regulation [20] (8.2.3.4).

Buckling stability. The Chinese code [12] indicates that the average drift displacement in the
rubber isolators should not exceed 0.55 times the rubber diameter. This condition is fulfilled in almost
all the cases; more precisely, that threshold is only (slightly) exceeded in one case (corresponding to a
“x + y” case). The Chinese code does not explicitly require consideration of that coincident actuation;
for this unclear situation, the European regulation [21] is considered instead. In that code, it is required
that the demanding axial force does not exceed the critical load of each isolator unit; such force is given
by Por =AG A d’ S/Tq, where A = 1.1 (for circular devices), G is the rubber shear deformation modulus,
Ay is the rubber bearing plan area, @’ is the device diameter, S is the shape factor (ratio between the
diameter of the device and the thickness of each rubber layer) and T4 is the total rubber thickness.
By neglecting (conservatively) the stiffening effect of the lead plug, the following two values of the

critical load are obtained:
700 mm diameter Pe; = 2.10 x 10* kN

800 mm diameter P., = 2.80 x 10* kN

Table 11 shows that the maximum axial forces in the 700 and 800 mm isolators are
Ngd,max = 4536 kN (device No. 24, input NR1.1-7, case “x + y”) and Nggmax = 6099 kN (device
No. 17, input NR1.1-7, case “x + y”), respectively; thus, in both cases Nggmax < Pcr/4. On the other
hand, [21] prescribes that it should be also checked that < 0.7, where ¢ is the ratio between the
design drift displacement d,q and the device diameter; the design drift is conservatively taken as the
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maximum value in Table 11: & = 0.7 and 0.61 for 700 and 800 mm isolators, respectively. Therefore,
this criterion is fulfilled in both types of device.

Maximum shear strain. In the European code [21], the maximum design shear strain is given by
€,d = €E + Eqmax T € «,d; in this expression, ecg =6 S/Ar E'c, E'c =3 G (1 +2 $?), eqmax = dpd/Tq < 2.5,
and ¢ o g = 0.003 (a2 + b’?) t,/2 % 3, where a’ = b’ (for circular devices), and f, is the thickness of
each rubber layer. For the 700 mm diameter isolators, E’. = 2882 MPa, and for the 800 mm ones,
E’. = 2614 MPa; then:

700 mm diameter €;q = €¢E + €qmax + €a,d = 4.77
800 mm diameter €;q = €¢E + €qmax + €o,d = 4.90

Since both above results are smaller than 7/yy, (where yp, is a safety factor, being Y, = 1 in this
case), this criterion is fulfilled.

Table 11. Maximum * response values for the bearings No. 29 (NRB **), 32 (LRB ***), 24 (LRB **) and 17 (LRB **).

Input Axial Force (kN) Torsion Drift Displacement
Code Period (s)  Input Direction No.32 No.24 No.29 No.17 Angle (rad) (mm)
x 338.1 266.5 12.7 409 0.00129 44
y 467.8 921.5 430.3 789.1 0.00176 104
NR0.9-3 0.9 Combination 577.2 1001.5 4341 911.8 0.00180 105
x+y 645.5 1010.9 424.7 713.9 0.00175 103
x 361.2 284.4 13.8 408.2 0.00129 46
y 370.2 738 342.3 630.7 0.00143 76
NR0.9-6 09 Combination 517.2 823.3 346.4 753.2 0.00143 77
x+y 681.8 935.1 294.6 527.3 0.00127 89
x 398.6 315.7 10.5 343.9 0.00136 42
y 246.5 484.8 226.9 415 0.00164 76
AW0.9-1 09 Combination 472.6 579.5 230.1 539.0 0.00164 77
xX+y 298.4 397.5 218.3 567.1 0.00161 86
x 594 466.9 223 717.4 0.00229 186
NRLLS 11 y 839.7 1669.2 772.3 1435.4 0.00321 255
o ) Combination 1028.6  1809.3 779.0 1650.6 0.00320 261
xX+y 1188.6 1849.8 695.9 1367.8 0.00290 272
x 712.7 564.7 244 959.2 0.00317 329
NRL1-7 11 y 967.5 1938.1 882.6 1661.5 0.00375 355
o ) Combination 1201.7  2107.5 889.9 1949.3 0.00375 369
xX+y 1013.6 1971.3 918.5 2368.8 0.00391 491
x 606.9 477.3 15.6 543 0.00208 163
AWLA1 11 y 499.7 990.7 458.5 849 0.00258 182
o ) Combination 786.1 1133.9 463.2 1011.9 0.00258 189
xX+y 624 1052 449.2 1309.5 0.00237 247
D+05L - - 2755.4 2565 4349 3730 - -

* “Maximum” refers to the input duration. **/*** 800/700 mm diameter.

6.4. Influence of Soil-Structure Interaction

To investigate the SSI effect, Table 12 displays, for the inputs in Table 10, the base shear coefficient
in the building (ratio between the base shear force and the building weight), and the shear strain in the
rubber bearings (ratio between the isolators drift displacement and the rubber height). Three situations
are considered in Table 12: fixed-base without SSI, base isolation with SSI, and base isolation without
SSI; like in Table 8 through Table 10, the fixed-base results are determined by assuming linear behavior,
and are only displayed for reference. SSI-a and SSI-b have the same meaning than in Table 5.
Comparison between the results for base isolation with and without SSI shows that its effect is only
moderate, both in terms of base shear and shear strain; therefore, it can be globally concluded that SSI
does not play a leading role. The results for both SSI models are rather similar, thus showing little
influence of the piles’ vertical stiffness. Comparison between the results for base isolation and fixed-base
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shows that in all the cases the isolation reduces significantly the base shear; hence, its performance
is satisfactory.

Table 12. Maximum * base shear coefficient and rubber shear strain with and without SSI.

Input Base Shear Force/Building Weight Shear Strain (%)
Code Period (s)  Direction Fixed-Base Base Isolation Base Isolation Base Isolation Base Isolation

! ' without SSI with SSI-a/SSI-b without SSI with SSI-a/SSI-b without SSI
NR09-3 09 X 0.148 0.041/0.042 0.041 23.40/23.63 22.28
0 . y 0.097 0.044/0.060 0.056 63.68/58.95 50.18
x 0.145 0.043/0.044 0.043 23.63/23.18 23.18
NRO9-6 09 y 0.131 0.032/0.048 0.048 37.80/37.78 37.80
x 0.099 0.044/0.042 0.041 22.50/22.50 20.93
AWO0S-1 09 y 0.112 0.035/0.048 0.049 37.35/37.35 37.35
NR1.1-5 11 X 0.311 0.085/0.086 0.081 94.28/94.50 92.93
o . Y 0.384 0.097/0.100 0.102 126.76/126.38 127.53
NRL1-7 11 x 0.436 0.123/0.120 0.121 164.93/164.70 164.25
o . y 0.423 0.134/0.126 0.128 177.53/177.53 177.75
AWLA-L 11 x 0.295 0.079/0.081 0.078 83.70/83.70 81.45
o . y 0.290 0.072/0.080 0.079 88.43/88.65 90.90

* “Maximum” refers to the input duration.

6.5. Influence of Changes of the Isolation Units” Parameters

This section discusses the behavior of the isolation system when the parameters of the isolation
units are modified due to heating, rate of loading, scragging, aging, environmental conditions,
and manufacturing irregularities. Given the absence of specific prescriptions in the Chinese regulations,
the recommendations of [14] are considered. These documents propose a conservative formulation,
to be used when no more specific information is available. The major mechanical parameters of
the rubber bearings are modified with a factor (A) that accounts for the aforementioned issues;
both maximum and minimum values of A need to be considered. In NRB, the A factor affects the
stiffness; their maximum and minimum values are 1.83 and 0.77, respectively. In LRB, the A factor
affects the post-yield stiffness and the yielding force; their maximum and minimum values are 1.83/1.84
and 0.77, respectively (1.83 and 1.84 correspond to post-yield stiffness and yielding force, respectively).
To analyze the performance of the base isolation under these extreme conditions, Table 13 displays,
as in Table 12, the base shear coefficient and the shear strain in the isolation units for the inputs in
Table 10. In Table 13, “Lower bounds” and “Upper bounds” refer to the maximum and minimum
values of the A factor, respectively. To understand the results from Table 13, it should be kept in mind
that A > 1 corresponds to stiffer and more resistant devices, while A < 1 refers to opposite situations.

Results in Table 13 reflect a regular and expected behavior, in which the stiffer and more resistant
devices (upper bounds) lead to higher base shear force and lower shear strain (i.e., less intense isolation).
Comparison with Table 12 shows that their results (normal condition of the rubber bearings) lie in
between those for the lower and upper bounds, and that in all the cases the base isolation reduces
significantly the base shear; this last property can be read as a proper performance of the base isolation,
even under extreme modifications in the parameters of the rubber bearings. The only exception to
the aforementioned regularity is that, for the input NR1.1-5 in the y direction, the shear strain under
normal conditions (Table 12) is higher than the corresponding values in Table 13. This circumstance
can be explained by the high uncertainties inherent to any non-linear dynamic (time-history) analysis.
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Table 13. Maximum * base shear coefficient and shear strain in the rubber for modified parameters of
the isolators.

Input Base Shear Force/Building Weight Shear Strain (%)
Code Period (s) Direction Lower Bounds Upper Bounds Lower Bounds Upper Bounds
NROS3 09 ¥ 0o o074 a1 w2
NR0.9-6 0.9 ; 8:822 88?2 ig:i; 3%523
AWOST 09 , 0o 0063 w081 522
NRLLS 11 ; 0078 0149 11749 D
NRLLZ 1 ; o118 162 2978 1268
A . 0067 o105 4% 7310

* “Maximum” refers to the input duration.

7. Conclusions

Aiming to confirm the suitability of seismic isolation in soft soil, this paper presents a
numerical analysis on the performance of a rubber-isolated 6-story RC teaching building in Shanghai.
The verification consists in performing non-linear time-history analyses for a number of seismic inputs
that are selected to represent the site seismicity, taking into consideration the soil conditions. Two sets
of seven inputs each are considered; in the first and second sets, the inputs are normalized to maximum
acceleration of 0.1 g and 0.22 g, respectively. A simplified uncoupled linear model represents the
soil-structure interaction. The performance is analyzed even when the mechanical parameters of the
isolation units have experienced important changes.

The general conclusion of this study is that, in the analyzed case study, the isolation performs
satisfactorily, both in terms of demand on the isolation system and on the superstructure. Specific
conclusions are discussed next.

m  Global. Isolation reduces significantly the base shear force, being more efficient for the strongest
inputs; also, the SSI effect is rather negligible. Additionally, the simultaneous actuation of both
input horizontal components is compared with the usual simplified combination criteria; it is
concluded that they frequently underestimate the demand.

m  Isolation layer. The demand on the isolators is checked in terms of buckling instability and shear
strain; on the other hand, the percentage of hysteretic energy that is dissipated by the isolation
interface is high, clearly above common demands. Finally, it is observed that there are no relevant
permanent displacements.

m  Superstructure. Relative displacements, shear forces and absolute accelerations are significantly
reduced, except the ground floor accelerations.

This research seems to point out that base isolation, if properly designed and implemented, can be
an efficient solution for ordinary mid-height RC buildings founded on soft soil and located in medium
seismicity regions, like Shanghai. This conclusion may support the promotion of seismic isolation in
soft soils; notably, these terrains are particularly frequent in numerous densely populated urban areas.
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List of Symbols

Ar Rubber bearing plan area

a,b Rubber bearing diameter

b Exponent is given by b = A/n (Equation (2))

c Dampers damping coefficient

D,L Dead (permanent) and live (variable) loads

dpq Design drift displacement

E., Es, E'¢ Concrete (soil, rubber) deformation modulus

Ep, Ap, Lp Modulus of deformation, cross section area and length of a pile

E¢, Eup, Enn

f

Energy dissipated by the structural damping, the viscous dampers and the rubber
bearings
Damper force (Equation (1))

fox Characteristic value of the concrete compressive strength

G, Gs Rubber (soil) shear modulus

I, Ip Arias Intensity, dimensionless seismic index (Table 6)

Kyf Vertical stiffness of a pile

NEd,max Demanding axial force in the isolator units (rubber bearings)

Per Critical load for each isolator unit (rubber bearing)

PGA, PGD, PGV Peak Ground Acceleration (Displacement, Velocity)

S Shape factor of a rubber bearing (ratio between the diameter of the device and the
thickness of each rubber layer)

Tq Total rubber thickness of a rubber bearing

tr Thickness of each rubber layer of a rubber bearing

Us Weighted harmonic average shear wave velocity (vs3) refers to the top 30 m)

Xg Ground displacement
Horizontal coordinates along the longitudinal and transverse directions of the

X,y building (Figures 1, 2 and 4). Directions of the strong/weak components of the
seismic inputs (Tables 6 and 7).

o3 Exponent (Equation (1))

At Time step

5 Ratio between the design drift displacement (dpq) and the device (rubber bearing)

€t,ds €cEs €qmaxs € «,d
®

diameter
Shear strain coefficients for the rubber bearing
Torsion angle

Ym Safety factor for the rubber bearings (ym = 1)
Ratio between the pile length and diameter (A = Lp/Dp, Equation (2)). Coefficient
A for the critical load of an isolator unit (rubber bearing). Factor modifying the
mechanical parameters of the rubber bearings.
n Ratio between the soil and pile moduli of elasticity (n = Ep/Es, Equation (2))
Ps Soil density
References

1. Kelly,].M. Aseismic base isolation: Review and bibliography. Soil Dyn. Earthq. Eng. 1986, 5,202-217. [CrossRef]

2. Buckle, LG.; Mayes, R.L. Seismic isolation: History, application, and performance. A world overview.
Earthq. Spectra 1990, 6, 161-202. [CrossRef]

3. Koh, HM,; Song, J.; Ha, D.H. Cost effectiveness of seismic isolation for bridges in low and moderate seismic
region. In Proceedings of the 12th World Conference on Earthquake Engineering (12WCEE), Auckland,
New Zealand, 30 January—4 February 2000; p. 1100.

Deb, S.K. Seismic base isolation—An overview. Curr. Sci. 2004, 87, 1426-1430.

5. Higashino, M.; Okamoto, S. (Eds.) Response Control and Seismic Isolation of Buildings; Taylor & Francis:
Milton Park, UK, 2006.

6.  Constantinou, M.; Kneifati, M. Dynamics of Soil-Base-Isolated-Structure Systems. J. Struct. Eng. ASCE 1988,
114,211-221. [CrossRef]

133



Buildings 2020, 10, 241

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.
21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Vlassis, A.G.; Spyrakos, C.C. Seismically isolated bridge piers on shallow stratum with soil-structure
interaction. Comput. Struct. 2001, 79, 2847-2861. [CrossRef]

Spyrakos, C.C.; Koutromanos, I.A.; Maniatakis, C.A. Seismic response of base-isolated buildings including
soil-structure interaction. Soil Dyn. Earthq. Eng. 2009, 29, 658-668. [CrossRef]

Spyrakos, C.C.; Maniatakis, C.A.; Koutromanos, I.A. Soil-structure interaction effects on base-isolated
buildings founded on soil stratum. Eng. Struct. 2009, 31, 729-737. [CrossRef]

Enomoto, T.; Yamamoto, T.; Ninomiya, M.; Miyamoto, Y.; Navarro, M. Seismic Response Analysis of Base
Isolated RC Building Building Considering Dynamical Interaction Between Soil and Structure. In Proceedings
of the 15th World Conference on Earthquake Engineering (1I5SWCEE), Lisbon, Portugal, 24-28 September 2012;
p. 3611.

Alavi, E.; Alidoost, M. Soil-Structure Interaction Effects on Seismic Behavior of Base-Isolated Buildings.
In Proceedings of the 15th World Conference on Earthquake Engineering (15WCEE), Lisbon, Portugal,
24-28 September 2012; p. 4982.

GB50011. Code for Seismic Design of Buildings; Ministry of Housing and Urban-Rural Development: Beijing,
China, 2010.

E.030. Norma Técnica de Edificacion E.030 Disefio Sismorresistente; Ministerio de Vivienda, Construccion y
Saneamiento: Madrid, Spain, 2014.

ASCE 7-16. Minimum Design Loads and Associated Criteria for Buildings and Other Structures; American Society
of Civil Engineers: Reston, VA, USA, 2016.

Zhou, Y.; Wu, C.X,; Zhang, C.L. Analysis and Design of Seismic Isolation Structure in Outpatient Building of
the Lushan County People’s Hospital. Build. Struct. 2013, 43, 23-27. (In Chinese)

Weng, D.; Zhang, S.; Hu, X.; Chen, T.; Zhou, Y. Seismic Isolation Design Soil of a Teaching Building for
Shanghai Foreign Language School; Research Institute of Structural Engineering and Disaster Reduction,
Tongji University: Shanghai, China, 2012. (In Chinese)

Weng, D.; Tao, L.; Alfarah, B.; Lopez-Almansa, F. Nonlinear time-history analysis of a base-isolated RC
building in Shanghai founded on soft soil. In Proceedings of the 16th World Conference on Earthquake
Engineering (L6WCEE), Santiago de Chile, Chile, 9-13 January 2017; p. 2634.

CSI Analysis Reference Manual for SAP2000®, ETABS®, and SAFE®; CSI (Computers and Structures, Inc.):
Berkeley, CA, USA, 2010.

EN 1998-1. Eurocode 8: Design of Structures for Earthquake Resistance; European Committee for Standardization:
Brussels, Belgium, 2004.

EN 15129. Anti-Seismic Devices; European Committee for Standardization: Brussels, Belgium, 2009.

EN 1337-3. Structural Bearings. Part 3: Elastomeric Bearings; European Committee for Standardization:
Brussels, Belgium, 2005.

GB50009. Load Code for Design of Building Structures; Ministry of Housing and Urban-Rural Development:
Beijing, China, 2010.

Inaudi, J.A.; Kelly, ]. M. Optimum damping in linear isolation systems. Earthq. Eng. Struct. Dyn. 1993, 22,
583-598. [CrossRef]

DG]J 08-37. Code for Investigation of Geotechnical Engineering; Shanghai Geotechnical Investigations & Design
Institute Co, Ltd.: Shanghai, China, 2012.

FEMA 356. Prestandard and Commentary for the Seismic Rehabilitation of Buildings; Federal Emergency
Management Agency: Washington, DC, USA, 2000.

Castaldo, P; De Iuliis, M. Optimal integrated seismic design of structural and viscoelastic bracing-damper
systems. Earthq. Eng. Struct. Dyn. 2014, 43, 1809-1827. [CrossRef]

Ou, J.P; Long, X.; Li, Q.S. Seismic response analysis of structures with velocity-dependent dampers. J. Constr.
Steel Res. 2007, 63, 628-638. [CrossRef]

Luco, J.E. Effects of soil-structure interaction on seismic base isolation. Soil Dyn. Earthq. Eng. 2014, 66, 167-177.
[CrossRef]

Hatami, F.; Nademi, H.; Rahaie, M. Effects of Soil-Structure Interaction on the Seismic Response of Base
Isolated in High-Rise Buildings. Int. J. Struct. Civ. Eng. Res. 2015, 4, 237-242. [CrossRef]

Sayyad, S.T.; Bhusare, V. Effectiveness of base isolator in high-rise building for different soil conditions using
FEM. Int. ]. Sci. Dev. Res. 2016, 1, 291-295.

134



Buildings 2020, 10, 241

31.

32.

33.

34.

35.
36.

37.

38.

39.

40.
41.

42.

43.

44.

45.

FEMA 273. NEHRP Guidelines for the Seismic Rehabilitation of Buildings; Federal Emergency Management
Agency: Washington, DC, USA, 1997.

Gazetas, G.; Makris, N. Dynamic pile-soil-pile interaction. Part I: Analysis of axial vibration. J. Earthq. Eng.
Struct. Dyn. 1991, 20, 115-132. [CrossRef]

ATC-40. Seismic Evaluation and Retrofit of Concrete Buildings; Applied Technology Council: Redwood City,
CA, USA, 1996.

Gazetas, G. Formulas and charts for impedances of surface and embedded foundations. J. Geotech. Eng. ASCE
1991, 117, 1363-1381. [CrossRef]

UBC (Uniform Building Code); International Council of Building Officials: Lansing, MI, USA, 1997.

PKPM. SATWE Users” Manual. 2014. Available online: http://www.pkpm.cn/ (accessed on 12 December
2020).

DGJ 08-9. Code for Seismic Design of Buildings; Tongji University Shanghai Urban Construction and
Communication Commission: Shanghai, China, 2013.

PEER. Users Manual for the PEER Ground Motion Database Web Application; Technical Report; Pacific Earthquake
Engineering Research Center (PEER): Berkeley, CA, USA, 2011.

Arias, A. A Measure of Earthquake Intensity. Seismic Design for Nuclear Power Plants; MIT Press: Cambridge,
MA, USA, 1970; pp. 438—443.

Manfredi, G. Evaluation of seismic energy demand. Earthq. Eng. Struct. Dyn. 2001, 30, 485-499. [CrossRef]
Trifunac, M.D.; Brady, A.G. Study on the duration of strong earthquake ground motion. Bull. Seismol.
Soc. Am. 1975, 65, 581-626.

Gomase, O.; Bakre, S. Performance of Non-Linear Elastomeric Base-Isolated building structure. Int. ]. Civ.
Struct. Eng. 2011, 2, 280-291.

Castaldo, P.; Gino, D.; Mancini, G. Safety formats for non-linear finite element analysis of reinforced concrete
structures: Discussion, comparison and proposals. Eng. Struct. 2019, 193, 136-153. [CrossRef]

Haukaas, T.; Gardoni, P. Model uncertainty in finite-element analysis: Bayesian finite elements. |. Eng. Mech.
2011, 137, 519-526. [CrossRef]

Lopez Almansa, F.; Yazgan, U.; Benavent Climent, A. Design energy input spectra for moderate-to-high
seismicity regions based on Turkish registers. Bull. Earthg. Eng. 2013, 11, 885-912. [CrossRef]

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional
affiliations.

@ © 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

135



kT buildings

Review

Experimental Campaigns on Mechanical Properties and
Seismic Performance of Unstabilized Rammed Earth—A
Literature Review

Ana Peri¢, Ivan Kraus *, Jelena Kaluder and Lucija Kraus

Citation: Peri¢, A.; Kraus, L; Kaluder,
J.; Kraus, L. Experimental Campaigns
on Mechanical Properties and Seismic
Performance of Unstabilized
Rammed Earth—A Literature Review.
Buildings 2021, 11, 367. https://
doi.org/10.3390/buildings11080367

Academic Editor: David Arditi

Received: 19 July 2021
Accepted: 18 August 2021
Published: 19 August 2021

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /

4.0/).

Faculty of Civil Engineering and Architecture Osijek, Josip Juraj Strossmayer University of Osijek,
Vladimira Preloga 3, 31000 Osijek, Croatia; aperic@gfos.hr (A.P.); jkaluder@gfos.hr (J.K.); lucija@gfos.hr (L.K.)
* Correspondence: ikraus@gfos.hr

Abstract: Earthen architecture has a significant share in the world’s fund of both residential archi-
tecture and cultural heritage. It provides a home to more than half of the world’s population and
can be found in seismically active areas. Empirically acquired knowledge on building with rammed
earth (RE) has usually been passed down from generation to generation by word of mouth, with no
written scientific grant for the load-bearing capacity and resistance of structural elements. Today,
many countries still do not have standards for the design of RE structures. In the development of new
as well as existing design standards, the results of experimental research play a significant role. The
focus of this study was on unstabilized RE, which is locally available material with low embodied
energy. This paper elaborates experimental campaigns, within which meticulous techniques were
employed to provide new knowledge on RE for use in earthquake-prone areas. Furthermore, this
paper includes: (i) ranges of values of mechanical properties determined on RE specimens from
all over the world; (ii) a comparative summary of experimental research conducted on walls and
buildings to assess their seismic performance; (iii) an overview of standards and testing methods
used in experiments; and (iv) recommendations for further research.

Keywords: state-of-art; unstabilized rammed earth; mechanical properties; seismic performance;
experimental tests

1. Introduction

Earth constructions contribute to a significant and important share in the world’s
residential architecture and cultural heritage [1-3]. Earthen architecture provides a home to
more than half of the world’s population [4]. About one third of all constructions globally
contain earth as a construction element [5]. Moreover, homes made of earth can be found
in both seismically quiet and active areas [2,6-12].

The first houses in the world were built in an improvised way by applying material
found in the immediate surroundings or obtained by digging basements, wells, or watering
pits for cattle [11]. Empirically acquired knowledge on building with earth has been passed
down from generation to generation by word of mouth, with no written scientific informa-
tion for load-bearing capacity and resistance of structural elements. The industrialization
process and development of new technologies has resulted in modern materials used in
construction in accordance with constantly improved design standards. Moreover, the oral
tradition of sharing empirical knowledge was replaced with code-based architecture, the
behavior of which is predicted and planned by computer software.

Among the other types of vernacular earth-building techniques, earthen architecture
includes adobe [12-14], cob [15,16], compressed earth block [17-19], and rammed earth
(RE) [4,10,11]. However, this paper focused only on the unstabilized RE building technique.
It is considered that this building technique is one of the most important earth-building
techniques both in traditional and modern earth architecture [4]. Moreover, vernacular
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unstabilized RE buildings are still important on the global scale and need to be protected
from disappearing [20].

Building with RE consists of pouring moistened soil in layers inside a wooden or
metal formwork and compacting it by using a manual or pneumatic rammer to form
walls [3,21,22]. Sassu et al. [19] demonstrated an innovative, very reproducible procedure
for making earth blocks using a manual press. This procedure could potentially be used
in the preparation of RE specimens for testing material properties. The formwork can
be removed later and placed to a new construction location or to a new part of a future
house. The soil composition varies and strongly depends on building location, which
is demonstrated in the next chapter. However, it is known that RE suitable soil always
comprises clay, silt, and sand [4,6,7].

In the unstabilized RE construction technique, clay acts as a natural binder that holds
together larger particles once the formwork is removed. In contrast, the stabilized rammed
earth (SRE) construction technique uses modern industrially produced binders such as
hydraulic or calcium lime, cement, or asphalt emulsions [6,21]. Modern stabilizers in
SRE have a favorable effect on its strength, durability, and resistance to external actions
(e.g., earthquakes), however, at the same time, they reduce the possibility to fully recycle
RE as a building material and increase its embodied energy. This paper only deals with
unstabilized RE as it is a low-cost material available practically everywhere. Moreover, it
does not contain artificial binders and can be returned to nature en block. When compared
to modern materials, unstabilized RE has become competitive as it greatly supports sus-
tainability and low energy consumption [5,11,23]. Despite its advantages, unstabilized RE
possesses relatively poor mechanical properties and low seismic resistance.

Eastern Croatia has been taken as an example of seismically active areas with many
houses made by the RE technique [11,24]. Although being more than 100 years old, many
of these houses have withstood the devastation of war and natural disasters. Through field
research, the authors have learned that many such houses are still in use for housing or as
outbuildings. However, experimental research of the load-bearing capacity of RE walls or
houses in Croatia has not been carried out yet, and the techniques of making soil mixtures
and building with RE are neglected or forgotten. Another challenge of building with RE in
Croatia is the lack of relevant norms. These are just some of the issues related to building
with RE in Croatia as well as in some other European Union member states [7,25].

As already pointed out, a significant amount of earthen architecture is located in
seismically active areas. However, despite the growing volume of research, a lack of
knowledge regarding the mechanical properties and seismic resistance of RE still exists not
only in the European Union, but also in most countries around the world. The most likely
culprit for this situation is to be found in the uniqueness and high variability of properties
of local material used in RE, but also in the lack of coded methods and procedures.

Only the synergy between numerical and experimental research methods can con-
tribute to the development of codes for the design of RE structures. They both complement
each other. Numerical methods are used for the preliminary design and prediction of the
behavior of real structures. However, input data determined by experimental tests are
required to define the numerical models. Experiments are conducted to verify the validity
of numerical models, and to gain new knowledge on the behavior of real structures. Finally,
numerical methods are relatively inexpensive and suitable for the implementation of rapid
parametric studies. In contrast, experimental methods are often very expensive and rarely
harmless, but can provide superior insight into the actual behavior and failure mecha-
nisms of real structures. There have been many numerical studies on the seismic behavior
of RE structures conducted recently [26-28]. The data from the available peer-reviewed
papers collected in the following chapters will facilitate the implementation of further
similar studies.

The aim of this paper is twofold. First, to collect the key experimental data from
cutting-edge laboratories to facilitate the implementation of numerical studies but also
norms and codes, and second, to define niches for future experimental research in the
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field of URE. This paper encompasses: (i) an overview of both norms and testing meth-
ods used in experiments on small-scale RE specimens from all over the world; (ii) an
overview of experimentally tested RE walls and buildings allowing easier calibrations and
validations of both numerical and analytical models; (iii) insight into the minimum and
maximum values of mechanical properties that can be expected in load-bearing RE walls
and buildings; (iv) data that can enable machine learning aided by artificial intelligence;
and (v) recommendations for further research.

To gain a better understanding of the mechanical properties of RE, this paper begins
with a description and interpretation of the fundamental physical properties of RE available
in the reviewed literature. Emphasis was placed on the particle size distribution, moisture
content, and dry density as these properties are provided in most of the reviewed literature.
Moreover, it is well known that these properties directly affect the mechanical properties
of the soil, so they were considered first. Then, the mechanical properties of RE were
placed under the loupe. The third part of the paper describes the experimental research
conducted on models and mockups made of URE. Finally, the niches for further research
are highlighted.

2. Digest on Physical Characteristics of RE
2.1. Particle Size Distribution (PSD)

The fundamental description of an earth mixture suitable for RE construction can
be provided through PSD. PSD is usually mentioned in papers dealing with RE, so it is
also observed in this paper as the first factor. PSD governs the compaction behavior of
the soil, its maximum dry density, and finally unconfined compressive strength UCS [29].
Particle size ranges defined according to Knappett and Craig [30] were used in this study.
As RE usually contains clay, silt, and sand particles, special attention was given to particle
sizes between 0 and 2 mm. However, it should be noted that some mixtures described in
the available literature [4,6,31-33] even contained gravel and cobbles, however, in very
low quantity. Table 1 presents the PSD curves of 39 earth mixtures described in 23 studies
conducted in Australia, Asia, and Europe. Table 1 indicates natural materials originated
from different parts of the world and man-made earth mixtures produced for construction.

As presented in Table 1, the PSD for RE mixtures showed high dispersion. On average,
natural mixtures contained 12.83% of clay, 23.73% of silt, 42.92% of sand, and 18.89% of
gravel. Man-made mixtures predominantly consisted of sand particles.

Figure 1 shows data on the PSD of soils and soil mixtures used in Australia, France,
and Portugal (Table 1). To the authors” best knowledge, RE architecture in those countries
is common, so special attention was given to studies from these countries. In addition,
most of the observed PSD curves in this study were obtained from studies particularly
conducted in the above-mentioned countries. However, New Zealand should also be
mentioned here as a country with a long tradition of building earthen houses, but also
as a country that has the most comprehensive earth building standards in the world
(http:/ /www.earthbuilding.org.nz/ accessed on 13 August 2021). In Figure 1, natural ma-
terial is presented by continuous lines, while man-made soil mixtures are presented by
dashed lines. As expected, Figure 1 shows that PSD for each observed country vary signifi-
cantly. In the context of the PSD of local material used for RE, it is presumed that it varies
not only because of the geological location of the building site, but also because of the local
builders” empirical knowledge and preferences when selecting a suitable soil for building.
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Table 1. PSD for RE-suitable soils and soil mixtures.

Study By Country Type Clay (%) Silt(%) Sand (%) Gravel (%)
[2] Bhutan Natural 20.2 179 48.1 13.8
26.5 20.5 23.0 30.0
9.0 12.0 70.0 9.0
16.0 23.0 33.7 27.3
41 Portugal Natural 10.0 17.3 477 25.0
125 22.8 26.8 37.9
17.5 30.7 11.0 39.5
[6] Turkey Man-made 47.5 1.6 59 443
[10] UK and Ireland  Man-made 10.0 15.1 544 16.3
2 11.5 79.0 7.5
[29] Hong Kong Natural 10 40.7 48.8 0.5
4 10.8 66.2 19.0
[31,32] France Natural 3.5 31.0 49.5 13.3
[33] France Natural 8.2 27.9 474 13.3
20.0 8.3 59.8 11.9
[34] Australia Man-made 18.7 15.3 55.1 10.9
16.3 25.1 494 9.2
France Natural 19.9 64.5 15.0 0.8
(35] France Natural 16.0 49.5 34.5 0
Man-made 0 6.6 60.5 26.6
[36] Australia Man-made N/A N/A 60.0 10.0
0 0 50.0 50.0
[37] Australia Natural 0 0 75.5 68.0
0 0 24.5 32.0
[38] France Natural 235 61.7 14.7 0.1
[39,40] France Natural 19.9 64.6 15.5 0
5.6 13.7 45.8 35.0
52 15.3 58.5 21.0
(1] Portugal Natural 45 13.8 58.8 23.0
115 124 52.6 23.5
[42] Portugal Man-made 14.2 15.6 32.6 37.7
[43] Portugal Man-made 7.4 27.7 449 20.0
. 0 0 76.0 24.0
[44] Spain Natural 0 0 80.0 200
[45] UK and Ireland Natural 23.0 26.8 29.7 20.5
34.3 4.0 24.8 0
[46] France Natural 17.4 18.6 64.0 0
26.3 30.0 43.8 0
Average value 13.2 244 43.1 19.9
Min (non-zero) Natural 2.0 4.0 11.0 0.1
Max 34.3 64.6 79.0 68.0
Average value 14-3 11.6 51.9 224
Min (non-zero) Man-made 7.4 1.6 5.9 9.2
Max 47.5 32.5 90.0 50.0

Earlier studies [29,42,47] presented Houben and Guillard’s envelope (HGE in Figure 1)
on PSD that indicated soils suitable for use in RE construction. The same envelope was used
in this paper, as shown in Figure 1. It can be observed from Figure 1 that not even one PSD
curve obtained from Australia and merely one PSD curve obtained from France respects the
limits defined by the envelope. However, most of the PSD curves obtained from Portugal
fit well inside the envelope proposed by Houben and Guillard. The PSD of all man-made
soil mixtures from Australia were above the upper envelope threshold, except in the range
of coarse silt and fine sand, where they were located within the recommended envelope.
Moreover, Figure 1 shows that natural soils from Australia lack clay and fine silts, but that
sand content is between the recommended upper and lower threshold. Soils A5—A7 had
to be stabilized by cement as the clay content was negligible.
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Figure 1. PSD for soils and soil mixtures used in RE structures in: (a) Australia: A1—A3 [34], A4 [36]; A5—A7 [37];
(b) France: F2 [31], F1 [34], F5—F7 [35], F3 [40], F8—F10 [46], F4 [48]; and (c) Portugal: P1—P6 [4], P7—P10 [41], P11 [42],
P12 [43].
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However, it should be noted that Houben and Guillard’s envelope has the strictest limit
on the amount of smaller particles that RE-suitable soil may contain. Observing the PSD
curves of soils used in recent experiments, as given in Figure 1, led to the conclusion that
there is still no consensus on how many smaller particles a soil suitable for RE construction
should contain.

2.2. Moisture Content and Dry Density

Determination of moisture and dry density is usually performed in one or two consec-
utive steps. In addition to PSD, moisture and dry density are also among the key factors
that greatly influence the value of UCS [49-53].

Due to its porous structure, RE has the ability to absorb moisture from the air and/or
the substructure on which it rests (e.g., foundation and/or foundation soil). Likewise, RE
can release moisture when heated. By observing Figure 2, it can be seen that moisture
content in the specimens used to determine UCS ranged from 0.7 to 12.0%, whereas dry
density ranged from 1530 to 2155 kg/m?3. Mean moisture content equaled 4.53% and dry
density was 1969 kg/m3.
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Figure 2. UCS value depending on (a) moisture: W1 [1], W2 [20], W3 [21], W4 [26,54], W5 [39], W6 [55], W7 [56], W8 [57],
WO [58], W10 [59]; and (b) dry density: D1 [20], D2 [21], D3 [49], D4 [51], D5 [56], D6 [58], D7 [60], D8 [61], D9 [62], D10 [63],

D11 [64].
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In an intuitive way of thinking, it would be concluded that UCS would be higher at
larger dry density and/or lower moisture content. However, Figure 2 does not show such
trend. Higher UCS is usually followed by lower percentage of moisture content, but this
does not always appear to be the case. The relationship between UCS and dry density is
even less apparent with all values dispersed. It is assumed that UCS is also affected by the
size of test sample and by PSD as well as by energy and the method of compaction.

3. Experimental Campaigns on Mechanical Properties of RE
3.1. Unconfined Compressive Strength and Young’s Modulus of Elasticity

Usually determined in a pair, unconfined compressive strength (USC) and Young's
modulus of elasticity, E, make the most important mechanical characteristics for describing
structural materials.

Methods for testing concrete have been used by many authors to determine mechan-
ical properties of RE [2,56,65]. While considering those properties, Table 2, defined by
Tomici¢ [66], overviews the different shapes and dimensions of concrete specimens that
result in different UCS. Meticulous testing of UCS by using different specimens ought
to be carried out to determine if the same principle is also valid for RE. To the authors’
best knowledge, up until today, such testing has only been presented by Maniatidis and
Walker [51], and El-Nabouch [67]. In both of these studies, higher values of UCS were
obtained on small cylindrical specimens with respect to the values obtained on larger
prismatic counterparts (Table 3). A 150 mm cube was used as a reference specimen in
Table 2 as it is one of the recommended test specimens according to the European standards
for concrete. The possibility of using the results obtained by testing specimens of other
dimensions and shapes as orientation data is not excluded.

Table 2. UCS of concrete depending on dimensions and shape of the specimen.

The Ratio of UCS of 150 mm Cube to

Specimen Dimensions (mm) Specimen of Different Dimensions

100 0.95

Cube 150 1.00
a/a/a 200 1.05
300 1.14

100/200 1.23

150/300 1.26

Cylinder 200/400 1.33
d/h 100/100 1.07
150/150 1.10

200/200 1.16

Note: a is the cube side length; d is the specimen diameter; & is the height of specimen.

Over the past 26 years, studies have been carried out to determine UCS and modulus
of elasticity, the results of which are presented in Tables 3 and 4, respectively. Usually, UCS
is determined by unconfined compression test on small prismatic or cylindrical specimens
of various dimensions, and rarely on wallets or full-scale walls (Table 3). To the authors’
best knowledge, in only one study [46] dealing with RE, UCS and modulus of elasticity
were determined by triaxial tests.

For some authors [51,68], the cylindrical shape of specimens is by far superior. As there
are no corners, cylindrical specimens are easier to manufacture and better compacted, thus
having higher density, higher compression strength, and higher modulus than prismatic
specimens. However, “true” compressive strength of RE walls is, in some instances,
smaller than the one determined on cylindrical specimens. This is the reason why some
authors [21,32,37] agree on the limitations of cylindrical specimens when determining the
compression strength of RE.
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Table 3. UCS values obtained at different age, along with description of methods, specimens, and norms employed.

Specimen: No. of Specimens
Study By Method hl/wlt (mm); Test‘e d per Mixture UCS (MPa) Age (Days) Norm
d/h (mm) P
[1,69] UCT 500/500/110 N/A 3.73 28 DIN 18945
92 t0 96/163 to . ASTM
21 T 200 N/A 053 30 €39/C39M-17b
[3] UCT 150/230 N/A 1.00 32 N/A
[8] CT 800/300/300 4 1.24% 90 GB/T 50129-2011
[21] CST 160/300 3 1.90 * N/A N/A
[26,54] AXCT 500/500/110 5 3.74* N/A N/A
[39] UCT 500/250/250 3 1.10* N/A N/A
[41] CT 100/200 N/A 0.38* 27-35 N/A
. ASTM
[50] UCT 75/150 3 1.77 28 D2166/D2166M-16
100/200 2.46 28
[51] UCT 300/600 N/A 1.90 2842 N/A
600/300/300 0.81* 2842
[52] CT 100/20/20 N/A 2.03* 28 N/A
[53] CST 92/180 N/A 0.68 * 120 ASTM C39
0.67 1
[56] CT 150/150/150 N/A 2.04 7 BS 1881-108:1983
1.90 28
3 0.42 % 7
[58] CT 200/200/200 3 1.38* 28 N/A
3 231* 90
[59] UCT 75/150 10 223* 28 N/A
[60] UCT 100/200 3 1.40* 28 N/A
[61] UCT 100/100/100 16 1.16* 28 NZS 4298:1998
. ASTM
[62] UCT 75/150 5 1.85 90 D2166,/D2166M
[63] AXCT 100/200 6 1.26* 27-35 N/A
[64] CT 100/100/100 6 1.10* 38 IS 4332 Part 5
[70] UCT 100/200 5 2.03* 28 NF EN 12390-4
[71] UCT 39/80 N/A 1.04* 28 ASTM D 2166
CT 150/NA 8 3.18*
[72] DFJ] 1130/2100/380 N/A 3.10 N/A N/A
MPT 1130/2100/380 N/A 415*
200/400 3 2.00*
[68] UCT 500/250/250 5 115* 60 N/A
73] UXCT  150/150/150 6 0.60* 26 Bulletin 5: Earth wall
construction
[74] AXCT 505/499/117 5 3.70* N/A N/A
[75] CT 600/600/600 3 1.36* N/A N/A
Average value 1.72
Min 0.38
Max 415

Note: d is the specimen diameter; /1 is the height of the specimen; t is the thickness of the specimen; w is the width of the specimen; AXCT is
the axial compression test; CST is the compressive strength test; CT is the compression test; DF] is the double flat-jack test; MPT is the
mini-pressuremeter test; UCT is the unconfined compression test; UXCT is the uniaxial compression test; * average value.
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Table 4. Modulus of elasticity (E) values obtained at different age, along with description of methods, specimens, and
norms employed.

. No. of
Specimen: Specimens
Study By Method h/w/t (mm); P E (MPa) Age (Days) Norm
Tested per
d/h (mm) .
Mixture
UCT + LVDTs +
[1,69] ARAMIS 500/500/110 N/A 4143 28 DIN 1408-5
Derived from CT ®
[2] results From c-¢ plot N/A 63.36 30 N/A
3] UCT (5-30% UCS) From o-¢ plot N/A 67 32 N/A
UST 2750- 462.20 2 BS 1881-203-Part
3600/7200/600 ' 203
Linear regression
[8] below 0.8 From o-¢ plot 1 243 90 N/A
[20] UCT (0-20% UCS) From o-¢ plot N/A 569.05 * N/A N/A
CT + extensometers + .
[21] LVDTs 160/300 3 500 N/A N/A
[26,54] AXCT + LVDTs From o-¢ plot 5 4206.80 * N/A N/A
Linear fitting o-¢ .
[41] curve (5-30% UCS) From o-¢ plot N/A 118.18 27-35 N/A
Derived from UXCT 100/200 160 28
(511 (from o plot) 600/300/300 N/A 65* 2842 N/A
[52] Derived from €T g, 11 e plot N/A 5461 28 N/A
results
[53] Derived from CT N/A N/A 72.92* 120 ASTM C39
results
Derived from UCT .
[59] rosults + LVDTs From o-¢ plot 10 143 28 N/A
UST 75/150 N/A 2426 28 ASTM C5697
Calculated according . " ASTM
[62] to norm Estimated > 34 %0 C469/C469M-14
[63] Derived from AXCT g/ e plot 6 1034 * 27-35 N/A
results
[70] Derived from UCT g e plot 5 340 * 28 N/A
results
[71] UCT 61.8/125 N/A 102.68 * 28 N/A
Derived from "
CT rosults N/A 8 359.03
[72] Derlvfifl(t)? DF] From co-¢ plot N/A 3170.66 N/A N/A
PT From o-¢ plot N/A 1394
MPT Estimated N/A 4590 *
200/400 3 763 *
[68] pIc 500/250/250 5 365+ 60 N/A
(73] Derived from UXCT g/ e plot 6 10 2% N/A
results
[74] Derived from AXCT g1y e plot 5 4207 * N/A N/A
results
Derived from "
[75] CT results N/A 3 57 N/A N/A
Average value 900.23
Min 34
Max 4207

Note: d is the specimen diameter; / is the height of the specimen,; t is the thickness of the specimen; w is the width of the specimen; -¢ is
stress-strain; o max is maximum stress; AXCT is the axial compression test; CT is the compression test; DF]J is the double flat-jack test; DIC is
digital image correlation; MPT is the mini-pressuremeter test; PT is potentiometric transducers; UCT is the unconfined compression test;
UST is ultrasonic test; UXCT is the uniaxial compression test; * average value.
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Yamin et al. [76] proposed that the specimen scale does not considerably affect the
mechanical properties of RE. It was later observed that larger specimens yield lower
UCS [51,65]. Namely, a reduction in UCS in larger specimens can be explained by using
larger fractions of soil, which requires greater compaction effort. For this reason, Ciancio
and Gibbings [37] recommended making cylindrical specimens out of SRE at least three
times larger than the maximum particle size of the used soil.

In some instances [2,53], instead of ramming the specimen inside mold, cylindrical
specimens were extracted from the walls, usually by a drilling machine with diamond core
bits. This technique can save time and attempts to replicate manufacturing the wall better
than ramming separate specimens. However, according to Ciancio and Gibbins [37], this
technique is not recommended for unstabilized RE as it may severely damage the specimen.

Another important feature is the age of the specimen at the time of testing. Figure 3
shows the average value of UCS and standard deviation with respect to the age of the
specimen at the time of testing. Above the columns in Figure 3, numbers in brackets show
the number of specimens tested at a particular age. Researchers usually follow the norms
for concrete and test specimens after 28 days, as shown in Figure 3. Lilley and Robinson [56]
tested cubes at the ages of 24 h, seven days, and 28 days to conclude that after seven days,
UCS increased to the value of around 2 MPa, but then decreased for 10% after 28 days,
particularly if the used soil contained more than 15% of clay. However, Schroeder [58]
suggested that the determination of UCS should be carried out after 90 days, since the
drying of RE takes longer than the drying of concrete.
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Figure 3. Average value of UCS with respect to the age of the specimen at the time of testing.

Based on the graph shown in Figure 3, neither definite trend nor conclusion on the
ideal age for the testing of UCS can be made. However, it was calculated that the standard
deviation of UCS at the age of 28 days was equal to 0.93 MPa. Furthermore, the number of
tested specimens clearly plays an important role when determining the standard deviation.
The combination of different techniques and possibly different compositions of the local soil
used for earth architecture can be blamed for such a large dispersion of the measured UCS.
Moreover, to the authors’ best knowledge, no study has been conducted on several-year-old
specimens produced in laboratories. For this reason, it is suggested to test specimens of
controlled material at various periods of time.

It is known that the UCS of RE is strongly dependent on granulometry, especially on
the clay percentage in the mixture [1,69]. The type of clay can also influence the UCS of
RE [52]. When it comes to particle composition, Liu and Tong [71] proposed empirical
expression (1) for calculating UCS based on the ratio of fine aggregates to coarse aggregates:

UCS = —0.033w? + 0.376w + 0.297 1)
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where w is ratio of fine aggregates (silt and clay) to coarse aggregates (sand and gravel).

According to Liu and Tong [71], UCS is maximal when w equals 5.77 because the
intake of fine aggregates is then sufficient enough to wrap around coarse aggregates, but
not immoderate so that coarse aggregates loose contact.

As presented in Tables 3 and 4, tests are being carried out in accordance with different
norms and recommendations. In the majority of observed countries, norms for determining
mechanical properties of RE have not been developed yet. Thus, in most cases, researchers
are using norms to determine the mechanical properties of concrete (Table 2). Exceptions
are experimental campaigns conducted in Australia and New Zealand, where norms for
RE constructions are already in use.

Table 3 presents the list of studies conducted over the past 25 years, along with
methods for the description of specimens used for determining UCS. For each study, the
average value of UCS was calculated and, if known, the norm by which UCS testing was
performed is provided.

Determining modulus of elasticity usually goes hand-in-hand with determining UCS.
To plot the stress—strain curve, deformation is measured by extensometers or, more com-
monly, by LVDTs during testing. Miccoli et al. [1,69] measured deformations by using
ARAMIS in pair with LVDTs. From the o—¢ curve, the modulus of elasticity is determined
by linear fitting curve between 5 and 30% UCS [3,41,42] or between 0 and 20% UCS for
the secant modulus [20]. Furthermore, in two recent studies [3,59], the dynamic modu-
lus of elasticity was determined by an ultrasonic test on full-scale walls, yielding much
greater values of modulus when compared with static modulus determined on small scale
specimens made from the same material.

Table 4 presents studies published over the past 13 years. The same table presents the
test methods and describes the specimen used to determine the modulus of elasticity. In
most cases, the modulus was determined from the compression tests, with a few exceptions
being the axial and uniaxial compression test or calculating the modulus according to norm.
For each study presented in Table 4, the average value of the modulus of elasticity is listed
in MPa and, if known, the norm according to which the testing was performed is provided.

Figure 4 presents the data gathered from 25 studies, providing information on the
measured modulus of elasticity and UCS. Significant scatter of values implicates high
dependency of RE mechanical characteristics on many factors such as granulometry and
composition of mixture, specimen shape and size, compaction energy, compaction tech-
nique, the age at which the testing was conducted, etc. A large scatter in the value of the
modulus of results can be noted, which was also pointed out in [47].
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Figure 4. The relationship between UCS and modulus of elasticity: E1 [1], E2 [2], E3 [3], E4 [8],
E5 [20], E6 [21], E7 [25], E8 [26,54], E9 [41], E10 [51], E11 [52], E12 [53], E13 [55], E14 [59], E15 [62],
E16 [63], E17 [69], E18 [70], E19 [71], E20 [72], E21 [68], E22 [73], E23 [74], E24 [75], E25 [76], E26 [77].
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3.2. Tensile Strength

When talking about the seismic capacity of RE construction, having information about
the tensile strength is one of the key elements. Similar to concrete, an Achilles’ heel of
RE is its significantly lower tensile strength as opposed to the compressive strength. In
addition, it has been proven [49,65] that the interface between two layers of RE has even
lower tensile strength than the RE layer, thus making the interfaces as critical places in
RE structures.

Table 5 overviews some studies published over the past seven years that have dealt
with the determination of RE tensile strength. As in the case with UCS, specimens of
various shapes and dimensions were observed, and each study employed a different norm.

Table 5. Tensile strength values obtained at different age, with description of methods, specimens, and norms employed.

Specimen: No. of Specimens
Study By Type Method h/w/t (mm); Tested per ft (MPa) Age (Days) Norm
d/h (mm) Mixture
[2] RE ST 92 t0 96/163 to 200 N/A 0.09* 30 C49?/S(;ri\;[6—17
[21] RE ST 160/300 3 0.20* N/A N/A
[49] RE DT 50 (middle 45)/140 19 0.24* 28 N/A
ST 50/50 23 0.30* 28 JGS 2551-2009
[53] RE ST 92/180 N/A 0.08 * 120 ASTM C496
[59] RE ST 75/150 10 0.24 % 28 N/A
[70] RE ST 100/200 5 0.40 * 28 NF EN 12390-6
[71] RE ST 39/80 N/A 0.22* 28 ASTM D 2166
[42] SRE 3P 150/600/150 - - 42 N/A
ST 150/300 28
100/400/100 -
[65] SRE 4P 150,/400/150 28 AS1012.10
3P 50/200/50 - 28
[78] SRE 3P 100/350/100 - - N/A JSCE-SF4
[79] SRE 3P 40/160/40 - - N/A N/A
Average value 0.22
Min 0.08
Max 0.40

Note: d is the specimen diameter; /1 is the height of the specimen; t is the thickness of the specimen; w is the width of the specimen; 3P is the
three-point bending test; 4P is the four-point bending test; DT is the direct tension; ST is the splitting tensile test; * average value.

Four references studying SRE have been included in Table 5 to present methods used
for the testing of tensile strength and corresponding norms, if applicable. For those tests,
no results were presented in Table 5 because SRE was not a focus of this review.

As presented in Table 5, two different methods prevail: the splitting tensile test
(i.e., Brazilian test) that uses cylindrical specimens, and the three-point bending test that
uses prismatic specimens. Exception was found in one study [49], in which direct tension
test was applied in addition to splitting tensile test. The direct tension test was conducted
on cylindrical specimens, where the diameter was smaller in the middle part. The reason for
choosing this method is the apparent underestimation of tensile strength during splitting
testing [80]. Although using the same method almost ten years later, Araki, Koseki, and
Sato [49] did not observe much of a difference.

In Table 5, the average value of tensile strength is listed for each reviewed study and,
if known, the norm by which the test was performed is given respectively.

When not determined experimentally, tensile strength was estimated as the function
of UCS. It was suggested that tensile strength may be estimated equal to 10% of UCS
value [21], but also as being equal to 20% of the UCS value [71]. These recommendations
are shown as linear functions in Figure 5. Figure 5 demonstrates that tensile strength for
RE with UCS higher than 1 MPa can be well estimated as 10% of UCS, while for RE with
UCS lower than 1 MPa, it is more appropriate to estimate tensile strength equal to 20%
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UCS. However, as Figure 5 demonstrates, there is no clear relationship between tensile
strength and UCS.
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Figure 5. The relationship between UCS and tensile strength: T1 [2], T2 [21], T3 [25], T4 [49], T5 [52],
T6 [53], T7 [55], T8 [59], T9 [63], T10 [70], T11 [71].

3.3. Shear Strength

The shear strength of RE is essential for the design of resilient and safe structures in
seismically active areas. For the testing of RE shear strength, geotechnical and masonry
testing techniques are usually employed.

The most common test for determining shear strength is the diagonal compression
test, carried out in accordance with the norms for the design of masonry structures. Speci-
mens observed and listed in Table 6 are similar in geometry. However, a scaled diagonal
compression test was performed in one study [81].

Table 6. Shear strength values obtained at different age, along with description of methods, specimens, and norms employed.

Study By Method ;;S/E:/:l?::;) 11;1 s{e(;f;elieﬁ?;x‘; fs (MPa) Age (Days) Norm
[1,26,54,69] DCT 500/500/110 5 0.71* N/A ASTM E 519-10
[21] MC N/A N/A 0.18 N/A N/A
[41] DCT 550/550/200 N/A N/A 46 ASTM E 519
[63] DCT 550/550/200 11 0.15* 84 ASTM E 519-02
[74] DCT 505/499/117 5 0.70 * N/A ASTM E 519-10
[82] DST 60/60/20 6 2.20* 7 BS EN 1377-7:1990
Average value 0.79
Min 0.15
Max 2.20

Note: 1 is the height of the specimen; ¢ is the thickness of the specimen; w is the width of the specimen; DCT is the diagonal compression
test; DST is the direct shear test; MC is the Mohr-Coulomb criterion; * average value.

Another approach to the determination of the shear strength employs a geotechnical
procedure. T.-T. Bui et al. [21] defined the shear strength as a function of cohesion, normal
stress, and friction angle, according to the Mohr—Coulomb criterion. In the same study,
they concluded that shear strength could be estimated as 10% of UCS. Furthermore, Corbin
and Augarde [82] suggested that shear strength should be determined from the direct shear
box test, while in two other studies [46,83], shear strength was determined by using the
triaxial test on cylindrical specimens.

Table 6 lists nine studies that describe the methods for the determination of shear
strength on RE specimens, in which the diagonal compression test is preferred. For each
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study, the average value of shear strength is listed and, if known, the norm by which the
test was performed is given.

3.4. Cohesion and Friction Angle

When building with RE, it is crucial to perceive geotechnical parameters such as
cohesion and friction angle (Table 7), especially when constructing the computational model
of a RE structure. Experimentally, cohesion and friction angle are usually determined from
the direct shear test, which can be used for the assessment of cohesion and friction angle of
the interface (IF). IF is the surface between two layers of RE. Values for IF properties are
almost exclusively lower than the counterparts determined for RE layers (LAY). Namely, the
friction angle of IF equals around 90% of the friction angle of the layer, while cohesion of IF
equals around 80% of the layer cohesion, according to El-Nabouch, Bui, Perrotin et al. [40].

Table 7. Cohesion and friction angle values of the RE layer (LAY) and interface (IF) obtained at different age, with description
of methods, specimens, and norms employed.

. No. of
Specimen: Specimens
Study By Type Method  h/w/t (mm); ¢ (kPa) @ (°)  Age (Days) Norm
d/h (mm) ~ rested per
Mixture
[21] LAY MC N/A N/A 170.0 51.0 N/A -
35/100/100 214.0* 443 * 60 NF P 94-071-1
(401 LAY DST 505000500 — NV/A 31.0 37.3 60 NF P 94-071-1
hourglass-
[58] LAY CT shaped N/A 9.81 N/A N/A DIN V 18952
specimens
N N BS EN
[82] LAY DST 20/60/60 6 118.0 54.1 7 1377-7:1990
[84] LAY DMT 76.2/147.2 N/A 134.0 41.0 N/A N/A
[40] IF DST 450/500/500 N/A 24.0 34.8 60 N/A
ASTM
[62] IF DST 150/150/180 3 50.0 * 65.0* 90 D3080/D3080M,
ASTM D5321
Average value 112.8 455
Min LAY 9.8 373
Max 214.0 54.1
Average value 37 49.9
Min IF 24.0 34.8
Max 50.0 65.0

Note: d is the specimen diameter; / is the height of the specimen; t is the thickness of the specimen; w is the width of the specimen; CT is the
cohesion test; DMT is the drained monotonic triaxial test; DST is the direct shear test; MC is the Mohr-Coulomb criterion; * average value.

To determine cohesion values, Nowamooz and Chazallon [84] used the drained
monotonic triaxial test, while Schroeder [58] used the cohesion test published by Richard
Niemeyer in 1944 and adopted in the German norm. The cohesion test appears to be a
simplified version of the direct tension test that uses special hourglass-shaped specimens.

When experiments cannot be conducted, cohesion can be estimated by applying the
Mohr’s circles theory for tensile and compressive (UCS) strengths as 14% of UCS [21]. In
some studies, cohesion was taken as equal to tensile strength [55,77,85] or as a fraction of
tensile strength [1,26].

El-Nabouch, Bui, Perrotin et al. [40] studied the influence of specimen size on cohesion
and friction angle to conclude that larger specimens provide lower values of cohesion and
friction angle due to high variation of the moisture content inside large specimens.

Table 7 lists seven studies that describe the methods and norms for the assessment
of cohesion and friction angle. Three of those studies also provide information on IF
characteristics. For each observed study, the average value of cohesion and friction angle
are listed, and if known, the norms by which the tests were performed are given.
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4. Experimental Campaigns on Seismic Performance

Each experimental study is preceded by the definition of: (i) sample geometry; (ii) mod-
eling and scaling techniques; (iii) building technology; (iv) load input; and (v) measurement
of data of interest.

Tables 8 and 9 provide a chronological overview of experimental studies conducted
on mock-up RE structures over the past 12 years. The observed studies were conducted to
primarily determine the crack patterns, seismic capacity, drift ratios, failure mode, load-
displacement relationships, stiffness degradation as well as to assess the equivalent viscous
damping and the effects of layer thickness and drying period on the RE shear resistance.
All were measured and assessed in laboratory conditions on available measuring devices.
In most cases, experimental tests performed on seismic tables are the only ones to provide
insight into the overall seismic behavior of the structure and the associated mechanical and
dynamic properties. For instance, damping ratio value for RE was expressed in only one
observed study conducted by using a shaking table [75]. The determined damping ratio
was estimated to be 9.81% during low intensity shaking. This is a relatively high value
when compared to the same quantity obtained experimentally on real RE structures in the
field [7], where the value of damping ratio ranged between 2.5 and 4%.

Table 8. Specimen geometry, loading methods, and maximum load attained by country and study observed.

Study . No. of Geomet Testing Dir. of o
By Specimen Type Specimen hlwlt (m v (MPa) Method Loading Au (%) Fmax (kN)
[1,54] Solid wall Scaled 3 1.30/1.05/0.25 0.56 CSCT In-plane 0.13-0.14 59-78
[2] Solid wall Real 1 1.20/1.20/0.60 0 ST In-plane 0.08 * 13.5
[6] Solid wall Scaled 1 1.50/1.50/0.20 0 LRCL In-plane 0.15* 52-54
8] Bulding  Saled 2 yRuyiern N/ L KXo QUL N/a
[21] Solid wall Scaled 1 1.00/1.Q0/0.30 MI VCIL In-plane N/A 112
32  Solidwall  Real 3 2‘3(0L/ ‘S’ﬁgll‘szégm 0 DM N/A N/A N/A
[53]  Solid wall Real 1 2.87/5.53/0.60 0 PD ?)}‘;;g‘ 0.17 30
. Scaled 2 1.50/1.50/0.25 0.10, 0.20, ~ 0.20 * 40-42
[57,68]  Solid wall Scaled 5 1100/1.50/0.25 030 PM In-plane 0.35 * 3652
o 2.10/2.60/0.40 Xand Y N/A
[75] Building Real 1 2.10/2.40/0.40 é\IO/ 11; TBL direction N/A N/A
[86] Solid wall Real 3 1.80/2.50/0.40 0:048: LRCL In-plane 0.08-0.25 17-33
) 0.067
‘Qﬁ; m‘gs‘ Real 1 3.45/7.00/0.60 0.010 LRCL  In-plane 0.08 59-76

Note: & is the height of the specimen; t is the thickness of the specimen; w is the width of the specimen; Au is the inter-storey drift;
oy is the vertical compressive stress at the top of the specimen; Frax is the maximum load attained during testing; CSCT is the cyclic
shear-compression test; DM is the dynamic measurements; LRCL is the lateral reversed cyclic loading; MI is monotonically increasing;
PD is the pull-down test; PM is the pushover method; VCIL is the vertical concentrated increasing load; ST is the shear test; TBL is the

shaking table.

To simulate the vertical stress at the top of RE mock-up structures resulting from the
dead loads (e.g., self-weight of roof) and the live loads (e.g., snow and wind), there were
concrete blocks, vertically orientated hydraulic presses and/or steel profiles employed.
Vertical compressive stress of 0.30 MPa applied at the top of the wall in tests conducted by
El-Nabouch et al. [68] corresponded to the stress created by the self-weight of structural
and non-structural loads and live loads in upper two stories of a three-storey RE house.
On the other hand, vertical compressive stress of 0.56 MPa was applied at the top of the
specimens tested by Miccoli, Miiller, and Pospisil [54] corresponding to 15% of the mean
value of UCS determined before the test. Namely, high values of vertical compressive stress
were used in tests to prevent possible rocking and flexural failure mechanisms [54,68], but
also to enforce a shear-type behavior [54]. Many of the experiments listed in Table 8 did
not employ any vertical stress at the top of RE mock-up structures. This configuration can
correspond to RE walls that serve as an infill of load-bearing frame structures.
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Table 9. Specimen geometry, preparation, and time of curing by country and study observed.

Type of

Compaction

tcur

Study By Specimen Type Scale Formwork Method djay,0 (m) djay (m) (Days) Country
Mechanically
[1,54] Wall Scaled N/A Plywood Coaﬁ}alc;ed 0.15 0.10 ca. 60 Germany
rammer
Wooden Manual 0.24 0.12
[2] Wall Real 1:1 planks ramming 012 0.06 ca. 30 Bhutan
6] Wall Scaled  N/A N/A Pneumatic N/A 0.15-0.20 30 Turkey
rammer
[8] Building Scaled 1:2 N/A N/A N/A 7.5 ca. 90 China
[21] Wall Scaled N/A N/A N/A N/A 0.15 148 to 155 France
[32] Wall Real 1:1 Metal Pneumatic N/A N/A 3t053 France
rammer
(53]  Solidwall  Real 11 Shutter Manual 0.24 0.12 a.120  Bhutan
planks ramming
[57,68] Wall Scaled 12 Steel Pneumatic N/A N/A ca. 60 France
rammer
[75] Building Real 1:1 N/A N/A N/A N/A N/A China
Solid wall Real 11 Manual X
[86] Wall with Real 11 Wood ramming N/A N/A N/A Columbia
openings '

Note: ca. stands for circa (around); dlay is the layer thickness after ramming; d]ay,(] is the layer thickness before ramming; and ¢y, is the time

of curing.

In the context of seismic performance assessment, different limit states are defined for
structures subjected to horizontal forces until failure [68,86]. Inter-storey drift can be used
to assess a limit state. With the occurrence of cracking (i.e., with leaving the elastic region),
the first limit state can be defined. Definition of other limit states depend on the extent of
damage, the degree of stiffness or strength degradation as well as on the width of cracking.

For the walls and one-storey buildings observed here, inter-storey drift, Au, can be
obtained as the top horizontal displacement normalized by the height of the observed
structure. Inter-storey drifts at leaving the elastic region are listed in Table 8. In the absence
of inter-storey drift values available in the reviewed literature, the authors approximated
inter-storey drift values from cyclic load-displacement or pushover curves. In case when
cyclic load-displacement curves are used, only the positive (pushing) direction was ob-
served. Inter-storey drift values determined by the authors are marked with an asterisk in
Table 8. In this study, only inter-storey drifts for the first limit state were defined as there
was not enough available data in the literature observed to assess inter-storey drifts for
higher limit states. Table 8 indicates the conservative lower bound of cracking inter-storey
drift for RE walls as 0.08%.

Out of the 11 experimental studies listed in Table 8, only three studies examined the
out-of-plane behavior of RE walls, while only one study investigated the behavior of RE
walls with openings. To the authors’ best knowledge, only two studies were conducted
by using shaking tables to provide the full insight into the seismic performance of RE
mock-ups. This suggests limited knowledge on the out-of-plane behavior of RE walls
and behavior of RE walls with openings for seismically active areas. Furthermore, there
is limited knowledge on the behavior of corners in RE structures (i.e., joints of RE walls
meeting from two perpendicular directions).

The most common height of tested walls is 1.50 m, which refers to a 1:2 scale model of
a real RE building, considering that the height of the floor in a real building is 3 m [11,57].
The same conclusion regarding the scaling can be determined based on wall thickness.
Namely, RE walls in real structures are usually between 0.40 and 0.60 m thick [11,24,42,57].
Walls tested in 1:2 scale have a thickness ranging between 0.20 and 0.30 m. Table 8 indicates
that the conservative lower bound of the maximum horizontal load that 1:2 scaled RE
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walls can attain is 40 kN. On the other hand, real scale RE structures show a pronounced
scattering of maximum horizontal load attained during testing.

The size of the laboratory and the ability to make models outdoors has a major impact
on the model scale. Real scale models can provide the most accurate data, but such models
require significant human, material, and financial resources. In the case of using small-scale
models, it is necessary to follow the scaling rules. Except for the study of Zhou and Liu [8],
other reviewed studies did not refer to the scaling rules employed in experiments. Almost
all studies listed in Table 9 provided only the scale at which the model was derived.

From the studies listed in Table 9, it was not possible to establish whether the thickness
of the RE layer was scaled when scaling the global geometry of the specimen (i.e., it was
not possible to establish whether the number of RE layers was scaled when scaling the
global geometry of wall samples). This is an important issue because it is known that the
zones between the RE layers are weak points in RE structures [40,68].

Today, although there are advanced technologies that allow for the creation of models
of walls and houses, many of the research projects listed in Table 9 used traditional methods
employing wood formwork and manual ramming. By applying such building techniques,
more faithful replicas of traditional constructions can be created.

The RE mock-ups were first tested after 30 days. This test time corresponds to the stan-
dard test time for concrete specimens [87]. However, many experiments were conducted
after a curing period of two or more months.

5. Outlook and Perspectives

This study addressed the experimental campaigns conducted in different countries
worldwide to determine the mechanical properties and assess the seismic performance of
RE. It provides a report on the experimental campaigns conducted during the last 20 years
within which meticulous techniques were used to obtain new knowledge on RE for use in
earthquake prone areas.

The study included:

i.  Ashort survey on the key physical properties of RE that can influence its mechanical
properties and consequently its seismic performance;

ii. A survey of peer-reviewed literature to identify the norms and testing methods used
in various experiments to determine the mechanical properties of RE;

iii. Data collection from peer-reviewed literature to define the minimum and maximum
values of mechanical properties that can be expected in load-bearing RE walls and
buildings; and

iv.  Anoverview of experimentally tested RE walls and buildings from all over the world.
The main conclusions regarding the physical properties of RE are the following:

i.  Onaverage, natural soil mixtures for RE used in experimental campaigns consist of
12.83% clay, 23.73% silt, 42.92% sand, and 18.89% gravel. Man-made soil mixtures
predominantly consist of sand particles; and

ii.  Based on ten peer-reviewed studies, it was concluded that moisture content in spec-
imens used to determine UCS ranged from 0.7 to 12, whereas dry density ranged
from 1530 to 2155 kg/ m3. Mean moisture content equaled 4.53% and dry density was
1969 kg/m?.

When considering the experimental campaigns on mechanical properties, the main
conclusions are as follows:

i.  The observed values of UCS ranged from 0.38 to 4.15 MPa, with the average value
being 1.72 MPa;

ii.  Values of modulus of elasticity ranging from 40 to 4207 MPa were recorded, pointing
out a large disperse of results, with the average value being equal to 932.30 MPa;

iii. = A survey conducted on 31 peer-reviewed research papers showed that there is no
standardized mold for the determination of UCS of RE. Molds of different sizes and
shapes were used to determine UCS;
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iv.

vi.

Vii.

viii.

ix.

Values of tensile strength ranging from 0.08 to 040 MPa were noted, with the average
value being equal to 0.22 MPa;

Values of shear strength ranging from 0.15 to 2.20 MPa were noted, with the average
value being equal to 0.77 MPa;

Values of cohesion of RE layer ranged from 9.81 to 214 kPa, with the average value
being equal to 101.10 kPa;

Values of friction angle of RE layers ranged from 37.3° to 54.11°, with the average
value being equal to 44.16°;

In most of the cases observed in the literature, reviewed ASTM norms were employed
to determine the mechanical properties of RE; and

Researchers usually follow the norms for concrete and test RE specimens for mechan-
ical properties after 28 days of curing.

The main conclusions regarding the experimental campaigns conducted to assess the

seismic performance of RE structures are as follows:

i

ii.

iii.

iv.

vi.

ii.

iii.
iv.

Many of the experimental campaigns did not employ any vertical stress at the top of
the RE mock-up structures. However, when applied, the vertical stress ranged from
0.1 to 0.56 MPa;

The most common height of tested walls is 1.50 m, which refers to a 1:2 scale model
of a real RE building. Walls tested in 1:2 scale have a thickness ranging between 0.20
and 0.30 m;

RE mock-ups are usually tested after 30 days of curing;

For RE walls in general, a conservative lower bound of cracking inter-storey drift
equal to 0.08% was indicated based on 11 observed experimental campaigns;

For 1:2 scaled RE walls, a conservative lower bound of maximum horizontal load
equal to 40 kN was indicated based on eight different solid walls experimentally
tested until failure; and

The damping ratio determined by the shaking table test was estimated to be 9.81% for
a RE structure subjected to low intensity shaking. This is relatively high value when
compared to the same quantity obtained experimentally on real RE structures in the
field, where the value of damping ratio ranged between 2.5 and 4%.

The following niches for future experimental research in the field of RE are defined:

It was learned that different shapes and dimensions of specimens can dictate different
values of UCS. Meticulous testing of UCS on different RE specimens ought to be
carried out to clearly determine if the same principles determined for concrete are
also valid for RE;

There is no clear relationship between tensile strength and UCS;

There is very limited knowledge on damping ratio of RE;

Limited data on the sheer strength, cohesion, and friction angle for RE is available in
the peer-reviewed literature; and

From the peer-reviewed literature, it was not possible to establish whether the thick-
ness of the RE layer was scaled when scaling the global geometry of the specimen
(i.e., it was not possible to establish whether the number of RE layers was scaled
when scaling the global geometry of wall samples). This could be an important
issue because it is known that the zones between the RE layers are weak points in
RE structures.
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Abstract: Current practices supporting sustainable building design aim at reducing the expenditure
of natural resources, such as raw materials, energy and water, in the production of construction
supplies. In the current paper water is replaced by fennel centrifugate (FC) for the realization of
cement mortar bricks. After having identified the most suitable cementitious pre-mixed over three
potential candidates, the mechanical and physical characteristics of the FC bricks are compared to
cement mortar bricks, prepared with regular water, by means of bending, compression at ordinary and
high temperatures, imbibition and acoustic tests. From compared results, it is noticed that FC bricks
have the same imbibition property, but tensile and compression (ordinary and high temperatures)
resistances have about 20% less than the control specimen ones. The acoustic tests revealed a better
response of FC bricks to the high frequencies greater than 1600 Hz. However, fennel fibres do not
provide a manifest advantage, likely due to the small size of the centrifuged fragments that are not
able to enhance the product tensile resistance.

Keywords: sustainable building; reuse; fennel wastes; cement mortar; green bricks

1. Introduction

The construction industry has a significant adverse impact on the environment, with
serious worldwide implications. The European industry accounts for about 46% of the
annual construction and demolition waste (CDW) according to Eurostat [1]. Similarly, the
U S. building industry contributes with 25% of non-industrial waste generation per year [2].
In China, the CDW reaches 30-40% of the total waste and recycling represents less than
5% [3]. From an environmental perspective, this category employs an enormous quantity of
resources, including raw materials, energy and water [4-6]. The first are the focus of many
researchers, which aim at recycling the building elements, either as isolated items or as
components of novel products [7]. Several natural fibres, such as hemp, flax, jute and sisal,
are currently being employed in fibre-reinforced composites [6], whose manufacturing
method was widely investigated in literature [8-14].

Less attention has been paid to the use of water in the building industry, besides
single case-studies, often performed in desertic or semi-desertic regions. Mekonnen and
Hoekstra [15] reported that the overall trade of international virtual water (embodied in the
production of food, fibre and non-food commodities) equals 26% of global water footprint.
In particular, construction consumes 16% of the water, worldwide [7]. For what concerns
the Mediterranean basin, the water availability is scarce and mainly based on mountain
runoff water (50-90%) [16,17]. Thus, it is fundamental to preserve the water amount and
quality, thereby safeguarding the accessible resources [18]. To this regard, the project
aims at employing alternative plant-derived water sources in bricks manufacturing. The
fennel (Foeniculum vulgare) bulb contains about 90 g of water per 100 g of raw product [19].
It is a biennial plant originating from southern Europe and, more generally, from the
Mediterranean region. Nowadays, it is being cultivated worldwide due to its broad use [20].
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In fact, fennel is employed in medicine [21-24], animal nutrition [25,26], pharmaceutics,
cosmetics [27] and fashion industry [28]. Most importantly, fennel plantations can be grown
in arid- and semi-arid regions of the planet [29]. In the production chain, the outermost
rigid leaves are usually discarded for being too hard and fibrous. This selection results in
the disposal of about 30% of the overall production for a total of around 70,000 tons per
year only in the Southern regions of Italy [30].

The innovative pipeline presented by the paper aims at reducing the use of water in
cement production by substituting it with water contained in fennel by-products. In this
context, fennel centrifugate (FC) was employed as additive to cement mortars for bricks
manufacturing. The experimental campaign consists in a preliminary investigation that
intends to identify, among three types, the most suitable cement mortar. The compression
and bending tests, as well as the economic evaluation, revealed the most appropriate type
for the aims of this research. Consequently, a detailed characterization of the manufactured
bricks was performed to evaluate potential physical and mechanical benefits provided
by the supplement of fennel fibres. The investigations include bending, compression (at
ordinary and high temperatures), soaking and acoustic tests.

In accordance with the Green Building Challenge process, the current work aims at:
(1) reducing waste by employing a by-product of the agricultural industry, (2) employing
less water in the process of cement-making by using fennel-centrifugate instead, (3) testing
a new source of natural fibres (fennel), which are widely produced on the Italian territory
and (4) fostering the use of local goods.

2. Materials and Methods
2.1. Experimental Setup

The experimental setup is summarized in the flow chart of Figure 1. Organization of
work steps was done based on consultation of appropriate literature papers [31,32]. Briefly,
a preliminary investigation was performed to settle the most suitable binding agent for a
novel fennel-based composite material (phase I). After having defined the water content
of fennel (%), three cement mortars (A, B and C) were tested. A total of 36 samples (see
Section 2.3.1) were employed. The most appropriate combination was determined with
compression and bending tests. Hence, a detailed physical and mechanical characterization
of the obtained bricks was performed (phase II). For that, two sets of samples were prepared:
(I) 24 parallelepiped samples for bending, compression and shrinkage tests. Four of these
samples were cut and reshaped into 6 equally sized bricks and employed for imbibition
and high temperature compression tests; (II) 12 cylindrical samples for acoustic tests (see
Section 2.3.2).

2.2. The Fennel Water Content

Fennel leaves were centrifuged to obtain the fennel centrifugate (FC) and weighted
on a precision balance (Wunder ACS-3M, Trezzo sull’Adda (Milan), Italy). The blend was
placed in a muffle oven (FM22, Falc Instruments, Treviglio (Bergamo), Italy) at 105 °C for
about 10 min to eliminate the water fraction and repeatedly weighted, until stabilization.
The final weight of the dried samples was employed to calculate the fennel ‘dry” mass
(fibres, carbohydrates, lipids, calcium and vitamins) and the percentage of water. The same
procedure was applied to the edible part of fennel.

2.3. Sample Preparation
All samples were prepared according to the UNI EN 196-1:2016 guidelines [33].
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Figure 1. Overview of the experimental setup.

2.3.1. Phase I Samples

A total of 36 samples (Table 1, Figure 1) were prepared with one of three commercial
cement mortars. Each matrix was combined with either water or FC to cast the following set
of samples: (I) Control samples (cntr): 4 specimens/mortar. These samples were prepared
by adding 16% tap water to the appropriate cement powder; (II) FC I: 4 specimens/mortar.
In this case, exclusively the water obtained from fennel centrifugation was employed.
To have a solid comparison between the obtained products, a fixed percentage (16%)
was chosen. Such percentage was defined as the smallest value among the producers’
indications of each cement matrix; (III) FC II: 4 specimens/mortar. The samples were
prepared by replacing the percentage of water indicated by the producers with FC (16% for
mortar A, 40% for B and 22% for C) (Figure 2).

Figure 2. Preparation of FC (A,B) and casting of phase I specimens (C,D).

The casted samples were employed for compression tests. The two obtained fragments
were reshaped and consequently joined with a high-strength cement mortar. The latter has
mechanical characteristics superior to that used for the realization of the samples object of
this research.
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Table 1. Samples casted in phase I with 6 fennel-mortar combinations (cntr: control samples (mortar
+ tap water); FC I: mortar and 16% fennel centrifugate; FC II: mortar and variable % of fennel

centrifugate).
Cement Mortar
A B C

cntrAl cntrBl centrCl

Control cntrA2 cntrB2 cntrC2
(16% H,0) cntrA3 cntrB3 cntrC3
cntrA4 cntrB4 cntrC4

FCI_A1l FCI_B1 FCI_C1

a 6°/l:(f:e£me1 FCI_A2 FCI_B2 FCI_C2
centrifugate) FCI_A3 FCI_B3 FCI_C3
FCI_A4 FCI_B4 FCI_C4
FCII_A1 FCII_B1 FCII_C1
(variablig"g fennel FCII_A2 FCII_B2 FCII_C2
centrifugate) FCII_A3 FCII_B3 FCII_C3
FCII_A4 FCII_B4 FCII_C4

2.3.2. Phase II Samples

Twenty-four parallelepiped-shaped specimens (Table 2) were prepared for shrinkage,
bending and compression tests and 8 cylindrical specimens (Table 3), with 2 different
diameters (98 mm for 4 blocks and 24 mm for other 4 blocks), for acoustic tests. The
dimensions of this second group were dictated by the experimental setup for acoustic
analyses, which require the insertion of the cylinders in steel tubes for impedance tests. The
small and large diameters are required to investigate both low- and high-frequency acoustic
waves. All samples (Figure 3) were prepared using mortar A and 16% fennel centrifugate
instead of regular water, in accordance with the supplier’s instructions. Tables 2 and 3
report the sample acronyms and dimensions, as well as the casting and dismantling dates.

Table 2. Parallelepiped (P)-shaped specimens for phase II (cntr: control samples, mortar A + water;
AP: mortar A + fennel centrifugate bricks).

Dimensions
Acronym Casting Date Dismantling Date
Length (mm) Depth (mm)
cntrP1 07/08/2019 250 120 17/09/2019
cntrP2 07/08/2019 250 120 17/09/2019
cntrP3 07/08/2019 250 120 17/09/2019
cntrP4 07/08/2019 250 120 17/09/2019
cntrP5 24/10/2019 250 120 19/11/2019
cntrP6 24/10/2019 250 120 19/11/2019
cntrP7 24/10/2019 250 120 19/11/2019
cntrP8 24/10/2019 250 120 19/11/2019
cntrP9 24/10/2019 250 120 19/11/2019
cntrP10 24/10/2019 250 120 19/11/2019
AP1 07/08/2019 250 120 17/09/2019
AP2 07/08/2019 250 120 17/09/2019
AP3 07/08/2019 250 120 17/09/2019
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Table 2. Cont.

Dimensions
Acronym Casting Date Dismantling Date
Length (mm) Depth (mm)
AP4 07/08/2019 250 120 17/09/2019
AP5 07/08/2019 250 120 17/09/2019
AP6 07/08/2019 250 120 17/09/2019
AP7 07/08/2019 250 120 17/09/2019
AP8 07/08/2019 250 120 17/09/2019
AP9 07/08/2019 250 120 17/09/2019
AP10 07/08/2019 250 120 17/09/2019
AP11 07/08/2019 250 120 17/09/2019
AP12 07/08/2019 250 120 17/09/2019
AP13 07/08/2019 250 120 17/09/2019
AP14 07/08/2019 250 120 17/09/2019

Table 3. Cylindrical (C)-shaped specimens for phase II (cntr: control samples, mortar A + tap water;
AC: mortar A + fennel centrifugate bricks).

Acronym  Casting Date Shape Dismantling Weight
Diameter (mm)  Height (mm) Date (g)
centrCl 09/01/2020 98 50 22/01/2020 724
cntrC2 09/01/2020 98 48 22/01/2020 692
cntrC3 09/01/2020 98 55 22/01/2020 738
cntrC4 09/01/2020 28 51 22/01/2020 61
cntrC5 09/01/2020 28 51 22/01/2020 63
cntrC6 09/01/2020 28 50 22/01/2020 63
AC1 09/01/2020 98 49 22/01/2020 680
AC2 09/01/2020 98 52 22/01/2020 701
AC3 09/01/2020 98 51 22/01/2020 711
AC4 09/01/2020 28 51 22/01/2020 59
AC5 09/01/2020 28 52 22/01/2020 64
AC6 09/01/2020 28 49 22/01/2020 59

Figure 3. Centrifugation of fennel side-products (A) and preparation of cylindrical bricks for acoustic
tests (B).

Two P-shaped control and two P-shaped fennel bricks were cut into 6 equally sized
specimens (Table 4) for high temperature compression and imbibition tests.
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Table 4. Cutting and reshaping of specific samples for high temperature compression and imbibition
tests (cntr: control samples, mortar A + tap water; AP: mortar A + fennel centrifugate bricks).

Original Cut and Reshaped (C/R)

Sample Samples

cntrP4 cntrP4_CR1 cntrP4_CR2 cntrP4_CR3 cntrP4_CR4 cntrP5_CR5 cntrP6_CR6
cntrP10 cntrP10_CR1 cntrP10_CR2 cntrP10_CR3 cntrP10_CR4 cntrP10_CR5 cntrP10_CR6
AP10 AP10_CR1 AP10_CR2 AP10_CR3 AP10_CR4 AP10_CR5 AP10_CR6
AP14 AP14_CR1 AP14_CR2 AP14_CR3 AP14_CR4 AP15_CR5 AP16_CR6

2.4. Testing Activities

The physical and mechanical tests (Section 2.4.1, Section 2.4.2, Section 2.4.3, Section 2.4.4,
and Section 2.4.5) were carried out in the laboratory of the Department of Structures for
Engineering and Architecture (DIST), Naples. The acoustic tests were entrusted to the
company “Innovacustica Srl”, Alvignano (Caserta, Italy) and performed at the laboratories
located in in Casalnuovo di Napoli, Italy.

2.4.1. Bending Tests

Three-points bending tests were carried out with a 500 kN MTS 810 Universal Machine
(Germany), as regulated by UNI EN 12390-5:2019 [34]. All 36 phase I- and 9 phase II-samples
(3 entr- and 6 FC-bricks) were tested for potential use in seismic areas. A concentrated force
(loading speed v = 0.005 MPa/s) was applied in the middle of the specimen, which was
constrained at the ends by two cylindrical supports. The distance between the support pins
was 150 mm and the samples were perfectly centred inside the testing machine (Figure 4).
In addition to measuring the displacement of the upper loading tool, a transducer located
under the specimen reported the downward shift of the brick (Figure 4).

Figure 4. Setup for the three-points bending test.
The flexural strength fy was calculated with the following equation:

3xFxL
ff=—"7—"5 (€]
2><d1><d2

where F is maximum applied load, L is distance between the support pins, d; is the
specimen’s length and d is the specimen’s depth.

2.4.2. Compression Tests

The compression tests were carried out with a 500 kN MTS 810 Universal Machine
(Germany), as regulated by the UNI EN 12390-3:2019 [35] standards for bricks (Figure 5).
The top plate was designed to automatically align with the specimen. The load was
increased at a speed of 50 N/s. The compressive strength was calculated by dividing the
measured breaking load by the sample’s cross-sectional area.
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|\V e

Figure 5. Setup for compression tests.

2.4.3. Shrinkage Tests

Shrinkage of control- and FC-bricks was calculated by measuring the dimensions at
the dismantling date and after drying (28 days after dismantling), as regulated by UNI
11307:2008 [36].

2.4.4. Compression Test at High Temperatures

The samples were preheated at 200 °C and 600 °C in a muffle oven (FM22, Falc Instru-
ments, Treviglio, Italy) prior to regular compression tests (as described in Section 2.4.2).
The purpose is to evaluate the influence of high temperatures on the mechanical perfor-
mances of samples by simulating a fire scenario. A pilot test was carried out to identify the
procedure timing and potential temperature fluctuations. Three heating cycles were carried
out on the cntrP4_CR1 specimen. The following thermoelectric probes were prepared
(Figure 6A): (I) T1, inserted inside the specimen to a depth of 5 mm; (II) T2, inserted inside
the specimen to a depth of 25 mm; (III) T3, inserted in the oven for the acquisition of the
contact temperature. The data acquisition continued outside the oven to gain the cooling
trend of the bricks. To reproduce the most realistic conditions and evaluate the cooling
resulting from contact with the compression press, the pilot specimen was extracted from
the oven and placed between two steel plates. Thus, it was possible to infer the temperature
at which the brick fails under the compression test (Figure 6B).

Figure 6. Thermoelectric probes for temperature monitoring (A) and temperature acquisition after
extraction from the oven (B).
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Figure 7 reports the pilot test with preheating at 600 °C. A temperature drop is
observed after 102 min due to a voluntary opening of the oven. This was conceived to
estimate the time required to restore the set temperature after extracting a sample.

Pilot sample cntrP4_CR1 600 °C

700
600
V-

g 500 ~T3 oven (°C)
<
2 400 o
g —T15mm (°C)
g'300
3 —— T225mm (°C)

200

100

0
0 20 40 60 80 100 120 140 160

Time (min)
Figure 7. Pilot test at 600 °C.
2.4.5. Soaking Tests

In order to evaluate the amount of water absorbed by the bricks, they were placed
under water for two weeks. Weight measurements were performed every 24 h [37].

2.4.6. Acoustic Tests

Transmission loss (TL) measurements were carried out using impedance tubes (Kundt

tubes), according to the technical standard ASTM E2611-09 [38]. The instruments are listed
in Table 5.

Table 5. Instruments employed to measure transmission loss.

Type Model Description
4 channels impedance BSWA SW 422 100 mm diameter tube wit.h loudspeaker
tubes and 100 mm extension tube
4 channels impedance BSWA SW 477 30 mm diameter tube w1t'h loudspeaker
tubes and 30 mm extension tube
Microphones BSWA MPA416 n. 4 1/4” microphones
Power Amplifier BSWA TECH PA50 Power amplifier and signal generator
Sound card BSWA TECH MC3242 4 channels DAQ Card
Sound calibrator BSWA CA115 1000 Hz 114 dB sound calibrator

The investigated frequency range was 63-6300 Hz. The impedance tubes with diame-
ters of 30 mm and 100 mm (Figure 8) covered, respectively, a complete range of 63-1800 Hz
and 800-6300 Hz. In particular, the tube with a larger diameter was used for low frequen-
cies, and the one with a smaller diameter was used for high frequencies.

The samples were intentionally casted with diameters smaller than the impedance
tube to be coated with insulating material before insertion. The purpose was both to

preserve the pipe from scratches and to create a layer of sound insulation between the
mortar surface and the rigid surface of the steel pipe.
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Figure 8. BSWA SW 422 and BSWA SW477 impedance tubes: (A) sample loading; (B) data acquisition.

3. Results
3.1. Phase I: Identifying the Ideal Fennel-Mortar Combination
3.1.1. Percentage of Water in Fennel Centrifugate (FC)

The centrifugate of fennel leaves was weighted in duplicate: FC1 (gross weight:
189.04 g) and FC2 (gross weight: 189.36 g). After incubation at 105 °C, the dried weights
equalled 5.96 g and 5.99 g, respectively. Thus, the ‘dry” mass corresponded to 7.5% of
the fennel centrifugate and the water fraction to 92.5%. Concerning the edible part of
fennel, 2.2 g of water-free mass were obtained for 100 g of starting material. The percentage
of water-free mass (mainly fibres) was in line with the chemical composition tables of
fennel [21]. The observed reduction possibly depended on the high content of fibres of the
outer fennel leaves.

3.1.2. Flexural Strength Tests

The results in terms of flexural stress are summarized in Table 6. The specimens
manufactured with mortar A or mortar B and 16% FC did not show great differences in
terms of resistance compared to the control specimens. The greatest reduction in resistance
was observed for mortar C. The overall best performances were registered for bricks
prepared with the mortar A.

Table 6. Results of three-point bending flexural test in terms of flexural stress. The average values are
reported with the standard deviation (SD).

Mortar A Mortar B Mortar C
Sample Stress  Average + Stress  Average + Stress  Average +
(MPa) SD (MPa) (MPa) SD (MPa) (MPa) SD (MPa)
1 4.14 2.34 6.72
Control 2 3.11 3.39 3.72 2.77 4.65 5.76
(16% H,0) 3 3.16 +0.43 253 + 0.55 6.79 + 1.00
4 3.16 2.50 4.86
1 2.95 4.20 1.18
FCI
2 3.57 3.30 2.00 2.81 1.47 1.35
(16% fennel o o
centr.) 3 283 + 0.42 3.40 +1.03 1.45 +0.12
4 3.83 1.65 1.29
1 2.52 1.50 0.19
FCII 2 1.86 236 0.96 1.05 0.37 0.29
(variable % £039 qga £029 oo, 4008
fennel centr.) 3 291 : i : & :
4 2.16 0.69 0.37
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3.1.3. Compression Tests

The results are summarized in Table 7. The highest strength values were obtained
with mortar B. The specimens prepared with FC water displayed a drastic reduction in
resistance of over 80%. Despite this decrease, for all blocks the average resistance values
were greater than 5 MPa, which is the lowest admissible value for employing artificial
blocks in the construction of load-bearing walls. This reduction was clearly marked for the
samples assembled with mortar C. For mortar A-FC bricks, a 30% drop in resistance was
observed with respect to the control specimens.

Table 7. Results of compression tests in terms of tensile strength. The average values are reported
with the standard deviation (SD).

Mortar A Mortar B Mortar C
Sample
Stress  Average =  Stress  Average &=  Stress  Average +
(MPa) SD (MPa) (MPa) SD (MPa) (MPa) SD (MPa)
1 17.58 32.48 15.81
Control 2 18.73 18.65 42.24 36.15 19.43 20.03
(16% H,0) 3 19.31 + 0.65 35.10 + 3.66 19.49 +3.44
4 18.97 34.79 25.41
1 11.40 7.18 1.13
FCI
(16% fennel 2 15.05 12.92 10.45 7.87 1.58 1.35
centr.) 3 8.86 +3.02 12.15 +3.98 158 +0.23
4 16.54 1.71 1.11
1 14.14 6.16 0.82
FCII
(vari(ajble % 2 14.14 12.66 & 6.72 L 0.58
fennel centr) 3 12.73 +183 10.02 +198 0.66 +017
4 9.65 477 0.44

Based on the results of bending and compression tests, mortar A was chosen for the
assembly of bricks. Thus, greater resistances were measured for mortar A when replacing
regular water with fennel centrifugate. Furthermore, the costs of the mortar were lower.

3.2. Phase II: Physical and Mechanical Characterization of the Fennel-Mortara Composite Bricks
3.2.1. Shrinkage Tests

The average dimensions of all samples with the standard deviations are reported in
Table 8. With respect to the original size (250 mm x 120 mm), the results did not show
substantial differences in shrinkage between the control- and FC-samples (A).

Table 8. Average and standard deviation (SD) of shrinkage on all tested samples.

Sample Width & SD (mm) Length + SD (mm)
Control 249.0 + 0.4 118.0 £ 0.7
A 249.0 £ 0.5 119.0 £0.7

Shrinkage is greatly influenced by the relative humidity of the surrounding environ-
ment and by the surface-to-volume ratio of the investigated element. Its extent is also
conditioned by the installation method and the composition of the mortar, i.e., the water-to-
cement ratio and the total amount of cement. An increase in concrete percentage causes
an amplification of the phenomenon. It should be noted that shrinkage causes damaging
cracks only in hyperstatically linked elements. For elements constrained in an isostatic
manner, the damage is absent.
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3.2.2. Bending Tests

The bending tests (Table 9) revealed a 21% reduction of the average bending ten-
sile strength Af. for the samples supplemented with fennel centrifugate. The load-
displacement and stress—strain (o-¢) diagrams are presented in Figure 9A,B. It should
be noted that the results did not show substantial differences between the displacements
measured by the transducer and those recorded by the loading tool.

Table 9. Results of bending tests.

Speed Loadmax foee Average Af ¢
Acronym (mm/s) (KN) (MPa) + SD (MPa) (%)
centrP1 0.05 4.64 4.37
entrP2 0.01 3.96 3.61 403 -
+0.32
cntrP3 0.005 4.40 412
AP1 0.005 3.23 3.15
AP2 0.005 243 2.69
AP3 0.005 3.23 2.89 3.19
Loss —21.0
AP4 0.005 429 3.14 ’
AP5 0.005 3.70 3.68
AP6 0.005 4.10 3.56
6 5
A B 4.5
5 4
4 3.5
Z g3
g 3 S 25
E o 2
2 1.5
1 1 /
0.5
0 0
0 0.2 0.4 0.6 0.8 1 0 0.005 0.01 0.015 0.02 0.025
Displacement (mm) € (AL/LO)
cntrP1 cntrP2 cntrP3 cntrP1 cntrP2 cntrP3
AP1 ——AP2 ——AP3 APl —— AP2 —— AP3
AP4 — AP5 e AP6 AP4 — APS5 e AP6

Figure 9. Results of bending tests in terms of load-displacement (A) and stress(o)-strain(e) (B). Yellow
indicates control- and green/blue stands for FC-samples.

3.2.3. Compression Tests

On average, the specimens with additives provided a 17.8% decrease in compressive
strength Aoy, The results are plotted in Figure 10 and reported in Table 10.
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Figure 10. Results of compression tests in terms of load-displacement (A) and stress(o)-strain(e) (B).
Yellow indicates control- and green/blue stands for FC-samples.

Table 10. Results of compression tests.

Speed Loadmax o Average Aom
Acronym (mm/s) (KN) (MPa) + SD (MPa) (%)
cntrP1 0.01 312.08 21.07
21.31 i
cntrP2 0.01 272.23 18.38 4250
cntrP3 0.01 362.68 24.48
AP1 0.01 295.68 19.96
AP3 0.01 248.81 16.80
AP4 0.01 214.56 14.48 17.52 —-17.8
. i : +2.89 :
AP5 0.01 217.09 14.65
AP6 0.01 321.93 21.73

3.2.4. Compression Tests at High Temperatures

The results on the 12 specimens, grouped according to the preheating temperature,
are reported in terms of flexural stress—strain (o-¢) diagrams in Figure 11. Based on the
results obtained during the pilot test, it was possible to calculate the exact temperature of
the specimen at both the beginning and the end of the test. The results are summarized in
Tables 11 and 12.

Table 11. Overview of compression tests at 200 °C.

Samples at 200 °C
Sample Tsample (CC) Atstart Tstart °C)  Atpreakage Tb(rg é‘; se (K/In}f;) + 1;‘12)“(?\:[5;;1)

cntrP4_CR4 193.3 00:00:45 191.2 00:05:35 133.4 17.75 18.07
cntrP4_CR2 193.3 00:00:32 192.0 00:06:43 119.8 18.27 +0.23
cntrP4_CR5 193.3 00:00:35 191.8 00:05:34 133.7 18.18

AP10_CR1 193.3 00:00:37 191.7 00:04:09 152.7 13.73 14.68
AP10_CR2 193.3 00:00:35 191.8 00:04:06 153.2 14.28 +0.98
AP10_CR3 193.3 00:00:38 191.7 00:04:06 153.2 16.02
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Figure 11. Load-displacement diagrams for samples preheated at 200 °C (A) and 600 °C (B). Yellow
indicates control- and green stands for FC-samples.

Table 12. Overview of compression tests at 600 °C.

Samples at 600 °C
Sample  Tampie CO M Taan €O Myrege UiE Tmx o Avense

cntrP4_CR3 601.2 00:00:35 596.5 00:04:36 508.6 16.02 15.18
cntrP4_CR6 601.2 00:00:39 596.5 00:04:27 512.9 9.44 + 4.38
cntrP10_CR5 601.2 00:00:45 595.1 00:06:31 447.8 20.07

AP10_CR4 601.2 00:00:35 596.5 00:04:37 508.6 17.38 12.03

AP10_CR5 601.2 00:00:38 596.5 00:04:23 516.0 9.43 + 3.78

AP10_CR6 601.2 00:00:34 597.2 00:05:05 492.5 9.28

The obtained results were compared with the compression tests at room temperature
described in the previous paragraph. The summary diagram of the trends is reported in
Figure 12. The temperature decreased by 15% in control specimens and 35% in samples
prepared with FC, along with the tension state. The specimens supplemented with FC
presented stress values greater than 9 MPa at 600 °C, which overcomes the minimum
resistance limit allowed in the seismic area (5 MPa).
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Figure 12. Comparison of test results in terms of compression stress vs. temperature. Yellow indicates
control- and green FC-samples.

3.2.5. Soaking Tests

The results show a similar trend for control- and FC-bricks. The initial weight increased
by 8% when compared to the initial weight. The plateau was reached after 48 h. Because of
the great difference in size, and therefore in weight, the data are plotted in two different

graphs (Figure 13).
Soaking test - small samples i - bi 1
700 & P 3800 Soaking test - big samples
A B
3600
650
3400
600 —~ 3200
® &0
2 = 3000
£ 550 )
K3} 2 2800
= 2
500 2600
450
2200
400 2000
2019/12/26  2019/12/31 2020/1/5 2020/1/10 2019/12/26  2019/12/31 2020/1/5 2020/1/10
Date Date
cntrP10_CR1 cntrP10_CR2 cntrP10_CR3
cntrP10_CR4 cntrP10_CR6
- cntrP6 o AP7

AP14_CR1  —e— AP14_CR2 —e— AP14_CR3
AP14_CR4  —e— AP14_CRS —o— AP14_CR6

Figure 13. Soaking tests on small (A) and big (B) samples. Yellow indicates control- and green/blue
FC-samples.

3.2.6. Acoustic Tests

An increase of sound insulation could be a potential benefit of the fennel fibrous
components incorporated into the bricks. Figure 14 reports the transmission loss for all the
investigated frequencies for control- and FC-samples.

170



Buildings 2022, 12, 230

Control Samples A
30 35
25 30
= =)
) 5 25
T 20 \é
P
< S 20
= =1
=1 15 o
2 &
2 2 15
‘g &
g 10 2
& £ 10
fis) =
5 5
0 0
B8 23588288 E¢E 8§ B3 ER88EEEE S
— — (3] = Nl — ~ [} <+ el
Frequency (Hz) Frequency (Hz)
cntrC1 cntrC2 AC1 AC2
cntrC3 Average cntr AC3  eeeeen Average A

Figure 14. Transmission loss deriving from acoustic tests on control- (A) and FC-bricks (B). Yellow
indicates control- and green FC-samples.

The TL curves present a similar trend. However, the curves of control samples are
shifted towards higher frequencies, especially sample cntrC1. A possible explanation of
this behaviour relies on the irregular circular shape of the specimens, which created gaps
between the walls of the tube and the specimens. Future measurements can be improved by
further reducing the specimen’s diameter and better sealing the edges when inserting the
samples into the tubes. To facilitate comparisons between the two groups, the TL averages
obtained at each frequency are plotted in a single graph (Figure 15).
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Figure 15. TL averages of control- (yellow) and FC-samples (green) plotted for all the measured
frequencies.

At medium-low frequencies, of a major interest in the civil sector [39], the fennel
centrifugate bricks display a behaviour comparable to controls. However, it provides a
better insulation at higher frequencies.

4. Conclusions and Future Perspectives

The presented work aimed at supporting the use of fennel processing waste in the
construction industry. Fennel centrifugate (FC) can be combined with matrices into bricks,
which are environmentally sustainable due to the following reasons: (1) water is preserved,
as it is replaced by fennel centrifugate; (2) agricultural waste is reduced by giving a second
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life to fennel by-products that find less employment in satellite industries; (3) fennel fibres
could be employed as additional source of natural fibres in building industry. Furthermore,
the use of fennel by-products in building industry is in line with the current directives to
prefer the employment of local goods.

The experimental campaign was designed to first identify, among three different
mortar-fennel combinations, the most suitable one for the mentioned research objectives.
Mortar A was chosen based on the physical and mechanical performances, as well as for
the reduced cost. Thus, mortar A was employed for the preparation of a set of samples
used in the second phase of testing. The latter was intended to provide a broader picture
of the material performance. It was achieved that, for bricks manufactured with 16% of
FC instead of water, mortar A is preferable to mortar B because of its significantly greater
resistances (almost double). The bricks manufactured with mortar A did not show any
significant reduction in size compared to the control specimens and, overall, there was a
minimal shrinkage compared to the original dimensions. The bending tests highlighted
a 20% reduction of tensile strength in the FC-bricks compared to the control specimens.
The samples supplemented with fennel subjected to compression tests displayed a 17.8%
resistance reduction compared to control specimens.

The same test performed at high temperature revealed a 15% reduction in compressive
strength for the control specimens, which increased to 35% for FC bricks. Nonetheless, in
both cases, at 600 °C the values were greater than 9 MPa, which exceeds the minimum
resistance limit allowed in seismic areas (5 MPa).

The imbibition tests showed an increase of weight that equals 8% in mass for both
control specimens and FC bricks after 24 h. After that period, the weight remained constant
over the subsequent 14 days.

The acoustic tests showed that the insulation characteristics of the two types of mate-
rials are comparable. In particular, they showed a similar behaviour at low frequencies,
which is of greater interest in the civil sector, but a better response at high frequencies.

In conclusion, the paper revealed that the replacement of water by fennel centrifugate
for the preparation of cement mortar bricks results in products with performances equiva-
lent to the ordinary mortar bricks. The addition of fibres did not produce evident benefits.
This was probably due to the centrifugation process of fennel, which possibly results in
too small fragments to give a significant contribution to tensile resistance. For this reason,
further developments of the research will be devoted to investigating the effect of longer
fennel fibres to improve the flexural strength of the tested bricks, as well as the long-term
performances of tested products due to aging of the fennel particles contained in the used
water. Moreover, a cost analysis will be done to evaluate the economic convenience of
these bricks and a Life Cycle Assessment phase will be useful to quantify the energy spent
for producing, using and dismantling the examined building products during their whole
life. Results deriving from future research developments will be used to produce a new
prototyping line able to generate a new type of green bricks for building constructions.
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Abstract: This paper investigates the interior-one-flange web crippling strength of cold-formed
steel channels at elevated temperatures. The stress-strain curves of G250 and G450 grade cold-
formed steel (CFS) channels at ambient and elevated temperatures were taken from the literature
and the temperatures were varied from 20 to 700 °C. A detailed parametric analysis comprising
3474 validated finite element models was undertaken to investigate the effects of web holes and
bearing length on the web crippling behavior of these channels at elevated temperatures. From the
parametric study results, it was found that the web crippling strength reduction factor is sensitive
to the changes of the hole size, hole location, and the bearing length, with the parameters of hole
size and hole location having the largest effect on the web crippling reduction factor. However, the
web crippling strength reduction factor remains stable when the temperature is changed from 20 to
700 °C. Based on the parametric analysis results, the web crippling strength reduction factors for both
ambient and elevated temperatures are proposed, which outperformed the equations available in the
literature and in the design guidelines of American standard (AISI S100-16) and Australian/New
Zealand standard (AS/NZS 4600:2018) for ambient temperatures. Then, a reliability analysis was
conducted, the results of which showed that the proposed design equations could closely predict the
reduced web crippling strength of CFS channel sections under interior-one-flange loading conditions
at elevated temperatures.

Keywords: web crippling; proposed equations; elevated temperatures; interior-one-flange loading;
web hole; finite element analysis; cold-formed steel

1. Introduction

In recent years, the popularity of cold-formed steel (CFS) has increased in the construc-
tion industry, due to their numerous advantages, such as superior strength to weight ratio,
stiffness, and ease of construction, when compared to hot-rolled steel structures [1-3]. The
applications of these CFS members (particularly CFS channels) often include beams [4-7],
columns [8-16], shear walls [17], and cladding systems [18]. However, localized web failure
can occur near the web holes of CFS channels, especially under transverse concentrated
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loads. The fire safety of these CFS channels is also essential to minimize the damage caused
by fire-related accidents [2,19]. This paper intends to investigate the effect of fire loading
on the interior-one-flange (IOF) web crippling strength of CFS channels with web holes.

Extensive research works are available in the literature on the web crippling strength
of CES channels at ambient temperatures [20-33]. However, very limited research studies
are available in the literature for the IOF web crippling capacity of these CFS channels
at elevated temperatures. In addition, no information is available in the current design
standards of CFS, explaining how the effect of fire loading can reduce the web crippling
capacity of CFS channels from ambient to elevated temperatures. The lack of design
information makes it difficult for practicing engineers and researchers to predict the web
crippling capacity of CFS channels subjected to one-flange loading at elevated temperatures.

Recent studies have started to focus on the material behavior of CFS sections at ele-
vated temperatures. Imran et al. [34] recently proposed numerical equations to evaluate
the strength reduction factors of square, rectangular, and circular CFS hollow sections at
elevated temperatures. Coupons were cut from these hollow sections and loaded under
temperatures ranging from 20 to 800 °C. The main aim of their study was to determine the
reduction in material properties. Furthermore, Kankanamge and Mahendran [35] proposed
the updated equations for reduction factors of the stress-strain relationship for both the
normal and high strength steels of different grades at elevated temperatures. A similar
study was completed by Ranawaka and Mahendran [36], who proposed empirical equa-
tions for determining the stress-strain relationship of both the normal and high strength
steels at elevated temperatures. Chen and Young [37] reported mechanical property data
for G550 and G450 grades of CFS sections by conducting tensile coupon tests under both
the steady and transient temperature conditions. Lim and Young [38] used the stress-strain
relationships of Chen and Young [37] to determine the effect of fire loading on the capacity
of CFS bolted connections.

Alongside the studies reported in the literature on reduced mechanical properties of
CFS sections at elevated temperatures, some researchers also focused on the structural
behavior of different CFS sections at elevated temperatures and that are subject to different
loading conditions. Multiple investigations have been completed to determine the effect
of elevated temperatures on CFS beams. Landesmann and Camotim [39] presented a FE
investigation on the distortional buckling behavior of CFS single-span lipped channel
beams under elevated temperatures. Laim et al. [40] completed a study to understand
the structural behavior of CFS beams in fire. Kankanamge and Mahendran [41] presented
a validated FE model to determine the structural behavior of CFS lipped channel beams
under bending at elevated temperatures.

The structural behavior of CFS columns at elevated temperatures has been studied by
researchers to date. Gunalan et al. [31] carried out the experimental and numerical investi-
gation on the local buckling behavior of CFS lipped and unlipped channel columns under
simulated fire loading. Gunalan et al. [42] also presented a study on the flexural-torsional
buckling interaction of CFS lipped channel columns at ambient and elevated temperatures.
Ranawaka and Mahendran [43] conducted a study to determine the distortional buckling
behavior of CFS lipped channel columns at elevated temperatures. Chen and Young [37]
performed a numerical study to understand the behavior of CFS lipped channel columns at
elevated temperatures. Feng and Wang [44] investigated the axial strength of CFS channel
columns under ambient and elevated temperatures.

Of note, most of the research studies available in the current literature focus on the
behavior of CFS sections under compression and torsional loading at elevated temperatures.
No research is available in the literature that investigated the effects of web holes on the
web crippling strength of CFS channels at elevated temperatures. Furthermore, the current
design specifications, such as ASCE [45], EN 1993-1-1 [46], and BS 5950 [47] do not provide
any guidelines for CFS channels with web holes at elevated temperatures. However,
AISI [48] and AS/NZ:4600 [49] offer reduction factor equations for CFS channels with web
holes under IOF and end-one-flange (EOF). However, these are focused on channels with
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web holes that offset to the bearing edge and are applicable only at ambient temperatures.
Lian et al. [29,30] proposed strength reduction factors for determining the reduced web
crippling capacity of CFS channels with web holes subjected to IOF loading. However, the
reduction factors of Lian et al. [29,30] are only applicable at ambient temperatures and do
not cover the case of elevated temperatures. This issue is addressed in the current research.

This paper investigates the feasibility of using the same reduction factor equations of
Lian et al. [29,30] from ambient temperatures to elevated temperatures. Figure 1 shows the
symbol definitions used for the dimensions of CFS channels considered in this study. Based
on the results of 3474 finite element (FE) models, the parametric effects of web holes and
bearing length on the web crippling strength of CFS channels were investigated. From the
parametric analysis results, design recommendations are proposed for the reduced IOF web
crippling strength of CFS channels at elevated temperatures. Then, a comparison of results
from the proposed equations and the equations of Lian et al. [29,30] and AISI [48] and
AS/NZS [49] was made and showed that the proposed equations outperformed the others.
Next, a reliability analysis was conducted, which showed that the proposed equations
could closely predict the reduced web crippling strength of CFS channels when loaded
with IOF loading at elevated temperatures.

1 ]

e | 100 mm, >1.5d 21.5d 00 mm,

(a) (b)

1

o Ol
NN

{100 mm, >1.5d >1.5d 100 mm |
L

B
£

(©)

Figure 1. Definition of symbols and loading cases: (a) Section dimensions; (b) sections with centered
holes from the bearing plate under IOF; (c) sections with offset holes from the bearing plate under IOF.

2. Summary of the Experimental Investigation

A total of 61 experimental test results of CFS channels with web holes subjected to
IOF loading were reported in Lian et al. [29,30]. The cases of both fastened flange and
unfastened flange are considered in the experimental tests. In addition, the hole of the
specimens was located as centered beneath the bearing plate or with a horizontal clear
distance to the near edge of the bearing plate. The experimental results matched well with
the validated FE models in terms of failure modes and failure loads.
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3. Numerical simulation
3.1. Development of the Finite Element Model

A nonlinear elasto-plastic FE model was developed using a finite element analysis
(FEA) software named ABAQUS [50] to simulate the IOF web crippling behavior of CFS
channels with web holes (see Figure 2). The CFS channels were modelled using S4R shell
elements with a mesh size of 5 mmx 5 mm. In total, around 3000 elements were used. The
upper endplate was modelled using rigid quadrilateral shell elements (R3D4) with a mesh
size of 10 mmx 10 mm. In total, 350 elements were used to model the upper endplate.
Figure 3 illustrates a typical FE mesh.

Loading bearing plate
(Ux=U.=URx=URy=UR-=0

Figure 2. Boundary conditions used in FE models.

Fine mesh around corner

Coarse mesh

(10mm x 10mm)
Fine mesh (5mm x 5mm) around

web opening

Figure 3. FE meshing types.

The stress-strain curves of 1.55 and 1.95 mm thick G250 CFS and 1.50 and 1.90 mm
G450 steels at elevated and ambient temperatures were taken from Kankanamge and
Mahendran [35] and used in the FE model.

The interface of bearing plate and channel section was modelled using the surface-
to-surface contact option. The target surface was the bearing plate, whereas the contact
surface was selected to be the channel section. No penetration of the two contact surfaces
was permitted. Displacement control was applied to model the vertical load applied to the
channels through the reference node of the top bearing plate. A similar modelling method
was employed by Fang et al. [16], Chen et al. [51-53], and Roy et al. [54-56].
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3.2. FE Validation

A total of 61 experimental test results of Lian et al. [29,30] were used to validate the
FE model. As shown in Tables 1 and 2, the average ratios of experimental to FEA strengths
(Pexp/Prga) are 1.00 and 0.94, respectively for the CFS channels with unfastened and
fastened flanges at ambient temperatures. Therefore, the FE models could closely predict
the IOF web crippling strength of perforated CFS channels at ambient temperatures.

Table 1. Comparison of experimental results with FEA results for sections with unfastened flanges.

Web  Flange Lip Bend Radius Thickness  Hole Dia. Bearing Length  Yield Stress Exp. Load FEA Result
SpeIc]ijmen d by by r t a N fy Pexe Prea Pexp/Prea
(mm) (mm) (mm) (mm) (mm) (mm) (mm) (MPa) (kN) (kN)
1 141.82 60.63 13.66 48 1.27 0.00 100 639.8 10.78 11.21 0.96
2 142.27 6041 13.86 4.8 1.27 83.66 100 639.8 10.17 10.66 0.95
3 142.31 5994 13.97 4.8 1.28 83.64 100 639.8 10.32 10.84 0.95
4 14224 60.37 139 48 1.27 0.00 120 639.8 11.64 12.05 0.97
5 14211 602 13.97 48 1.28 83.68 120 639.8 10.54 11.32 0.93
6 14242 60.2 13.6 4.8 1.27 83.73 120 639.8 10.57 10.82 0.98
7 1424 59.79 1328 48 1.28 0.00 150 639.8 12.60 1293 0.97
8 14217 59.88 12.95 4.8 1.28 55.04 150 639.8 1249 12.52 1.00
9 142.37 60.26 13.22 4.8 1.28 54.66 150 639.8 12.51 12.45 1.01
10 202.04 6479 14.78 5 1.39 0.00 100 649.6 12.15 11.92 1.02
11 202.03 64.86 14.98 5 1.39 79.25 100 649.6 11.70 11.47 1.02
12 202.07 65.01 14.95 5 1.39 79.26 100 649.6 11.59 12.18 0.95
13 202.11 6545 14.39 5 1.39 119.07 100 649.6 10.81 1048 1.03
14 202 65 14.73 5 1.39 0.00 120 649.6 12.98 12.62 1.03
15 202 65.04 14.82 5 1.39 79.31 120 649.6 11.63 11.99 0.97
16 202.66 6535 14.57 5 1.38 119.22 120 649.6 11.16 10.90 1.02
17 202 65.06 14.88 5 1.39 79.32 120 649.6 12.21 12.41 0.98
18 20226 65.39 145 5 1.39 119.39 120 649.6 10.95 10.39 1.05
19 202.01 65.04 14.98 5 145 0.00 150 649.6 14.51 14.40 1.01
20 202.01 64.96 15.02 5 1.43 79.35 150 649.6 12.98 13.27 0.98
21 202 65.09 15 5 1.39 79.32 150 649.6 13.23 12.38 1.07
22 303.18 87.91 18.83 5 1.98 0.00 100 670.6 24.57 24.74 0.99
23 302.58 88.61 19.28 5 2.06 178.89 100 670.6 21.89 24.08 0.91
24 303.05 882 18.99 5 1.98 179.00 100 670.6 22.85 21.13 1.08
25 303.07 87.95 1826 5 1.96 0.00 120 670.6 25.16 25.42 0.99
26 303.05 88.03 1832 5 2.06 178.99 120 670.6 23.24 24.04 0.97
27 303.03 87.99 183 5 1.98 179.00 120 670.6 23.29 21.47 1.08
28 303.03 8854 18.97 5 1.99 0.00 150 670.6 28.24 27.36 1.03
29 3029 8847 19.03 5 2.06 178.55 150 670.6 24.40 23.37 1.04
30 303.63 8825 19.11 5 1.99 178.66 150 670.6 2418 21.88 1.11
Average 1.00
cov 0.05
Table 2. Comparison of experimental results with FEA results for sections with fastened flanges.
Web  Flange Lip Bend Radius Thickness  Hole Dia. Bearing Length  Yield Stress Exp. Load FEA Result
SpeIc]ijmen d by b r t a N fy Pexe Prea Pexp/Prea
(mm) (mm) (mm) (mm) (mm) (mm) (mm) (MPa) (kN) (kN)

1 142.49 60.33 13.79 4.8 1.29 0.00 100 639.8 11.14 12.21 0.91
2 142.56 60.11 13.78 4.8 1.29 84.67 100 639.8 10.89 11.85 0.92
3 142.48 60.06 13.7 4.8 1.29 83.59 100 639.8 10.97 11.39 0.96
4 14238 60.21 13.68 48 1.29 0.00 120 639.8 12.33 13.13 0.94
5 142.26 6022 13.67 48 1.29 83.78 120 639.8 11.97 12.53 0.96
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Table 2. Cont.

Web  Flange Lip Bend Radius Thickness  Hole Dia.  Bearing Length  Yield Stress Exp. Load FEA Result
Spedmen 4 b by r t a N f Pexe Prea Pexe/Prea
(mm) (mm) (mm) (mm) (mm) (mm) (mm) (MPa) (kN) (kN)

6 14253 6029 1391 4.8 129 83.77 120 639.8 11.69 11.83 0.99
7 142,18 60.12  13.19 4.8 1.28 0.00 150 639.8 13.48 14.11 0.96
8 142.35 60.07 13.2 4.8 1.28 55.26 150 639.8 13.04 13.88 0.94
9 14242 60.07 13.13 4.8 1.28 55.20 150 639.8 13.28 13.72 0.97
10 201.99 64.87 14.76 48 1.38 0.00 100 649.6 13.35 13.88 0.96
11 202.01 64.96 14.76 4.8 1.37 79.36 100 649.6 12.42 13.07 0.95
12 20222 6544 1442 48 1.37 119.41 100 649.6 11.73 12.90 0.91
13 20211 6492 1499 4.8 1.37 79.30 100 649.6 12.60 14.65 0.86
14 201.79 65.68 14.64 4.8 1.37 119.45 100 649.6 1218 12.83 0.95
15 202.05 64.99 14.82 4.8 1.41 0.00 120 649.6 14.60 15.47 0.94
16 201.98 65.1 14.92 4.8 1.38 79.32 120 649.6 13.36 14.25 0.94
17 201.76 654 14.62 48 1.39 119.51 120 649.6 12.98 14.22 0.91
18 202 65.16  15.02 4.8 139 79.36 120 649.6 13.94 15.73 0.89
19 202.42 6536 144 48 1.39 119.41 120 649.6 12.44 13.57 0.92
20 202 64.93 15 4.8 141 0.00 150 649.6 16.16 16.71 0.97
21 202.01 64.88 14.98 4.8 1.38 79.31 150 649.6 14.63 15.51 0.94
22 202.02 64.88 14.79 4.8 1.38 79.32 150 649.6 14.96 16.21 0.92
23 3032 8824 18.66 48 1.96 0.00 100 670.6 25.26 27.60 0.92
24 303.44 8838 19.34 5 19 178.91 100 670.6 2295 25.04 0.92
25 303.45 88.57 19.26 5 191 178.42 100 670.6 24.26 24.48 0.99
26 3035 8853 1836 5 1.93 0.00 120 670.6 26.40 28.53 0.93
27 303.28 88.79 1855 5 1.9 178.73 120 670.6 23.74 26.43 0.90
28 303.02 88.77 18.48 5 1.9 178.69 120 670.6 24.18 24.64 0.98
29 303.85 88.71 1841 5 19 0.00 150 670.6 28.13 29.39 0.96
30 303.19 8832 19.09 5 1.96 178.45 150 670.6 25.66 29.16 0.88
31 303.08 88.42 19.06 5 1.9 178.40 150 670.6 24.89 24.94 1.00
Average 0.94
Cov 0.03

4. Current Design Rules

The calculation procedure for reduced IOF web crippling strength is available in
Lian et al. [29,30] and AISI [48] and AS/NZS [49]. However, the procedure is applicable at
ambient temperatures and does not necessarily work for elevated temperatures.

4.1. Current Design Standards

For IOF loading, where any portion of a web hole is not within the bearing length, the
reduction factor, R, can be calculated using Equation (1) of AISI [48] and AS/NZS [49] as follows:

4 1 0053%

R =0.90 — 0.047
h h

<1 1)
where, 4, 1, and x denote the hole diameter, depth of flat portion of the web, and the nearest
distance between the web hole and the edge of bearing, respectively.

4.2. Reduction Factor Equations

Lian et al. [29,30] proposed the IOF web crippling strength reduction factor equations
for CFS channels with web holes at ambient temperatures. These equations are limited to
CFS channels with parametric ranges of 1/t < 157.8, N/t < 120.97, N/h < 1.15, and a/h < 0.8.
Moreover, these equations may not work for determining the web crippling strength of
CFS channels at elevated temperatures.
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The IOF web crippling strength reduction factor equations are proposed based on 3474 val-
idated FE models. Unlike the equations proposed by Lian et al. [29,30], the parameter N/h is
included in equations for both the cases of offset-hole and center-hole CFS channels.

5. Parametric Analysis

Using the validated FE model of CFS channels with web holes at ambient temperatures
(described in Section 3 of this paper), an extensive parametric analysis was conducted
to investigate the effects of fire loading on its web crippling strength. In total, 3474 FEA
models were analyzed. It should be noted that the parametric analysis is mainly conducted
to find out which parameters would lead to an unignorable change.

The selected failure modes of some sections are shown in Figures 4 and 5, and the
plot of displacement-web crippling strength is shown in Figure 6. It was observed in
Figures 4 and 5 that the out-of-plane deformation of the webs occurred gradually at the
early stage of loading and continued to increase until failure occurred. The failure pattern
was symmetrical, and failure occurred due to the formation of a local yield zone under
the bearing plate. Moreover, the deformation due to the web crippling of channel sections
at ambient temperatures was very low, when compared to the channel sections at elevated
temperatures. This comparison shows that for the case of elevated temperatures, the web
crippling resistance decreases considerably. Figure 6 shows a typical example of the load-
deflection curve obtained from the FEA for the specimens with both unfastened and fastened
flanges at ambient and elevated temperatures. As the load increases, the linear behavior was
seen initially until reaching the yield point. The maximum stress occurred in the upper corner
between the flange and the web of channels. Beyond the yield point, the plastic behavior began
to spread through the channel section. When reaching the maximum load, the post-buckling
strength of the channel section was achieved. In addition, it can be seen from Figure 6 that the
web crippling strength decreased dramatically when the temperatures increased.

(a)

(e)

.\ -
(b)
.- "
(d)
L5 % s
®
L Sar
(h)

8

Figure 4. Failure modes of unfastened section (100 x 30 x 15-t1.55-N50-A0.6-FR) with the centered
hole at different temperatures: (a) 20 °C; (b) 100 °C; (c) 200 °C; (d) 300 °C; (e) 400 °C; (f) 500 °C;
(g) 600 °C; (h) 700 °C.
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Figure 5. Failure modes of fastened section (100 x 30 x 10-t1.55-N50-A0.6-FX) with the centered
hole at different temperatures: (a) 20 °C; (b) 100 °C; (c) 200 °C; (d) 300 °C; (e) 400 °C; (f) 500 °C;

(g) 600 °C; (h) 700 °C.
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Figure 6. Load-displacement plot of selected sections under different temperatures for (a) unfastened section (100 x 30 x
15-t1.55-N50-A0.6-FR) with a centered hole and (b) fastened section (100 x 30 x 15-t1.55-N50-A0.6-FX) with a centered hole.
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In addition, the detailed effects of each of these parameters on the web crippling
strength of perforated CFS channels at elevated temperatures are discussed in the following
sub-sections:

5.1. Effect of a/h, x/h and N/h Ratio

Figure 7 and Table 3 demonstrate the influence of the a/h ratio on the factor R. Figure 7
shows a decreasing trend in web crippling strength reduction factors as the a/h ratio
increases from 0.2 to 0.8, with the change in the reduction factor as essentially identical
for all temperatures groups. On the one hand, the factor R for offset-hole sections with
unfastened and fastened flanges is identical, and the average factor R for these two sets
of sections decreases from 0.97 to 0.81 and 0.96 to 0.92, respectively, when the ratio a/h
rises from 0.2 to 0.8. The difference in factor R of centered-hole sections with unfastened
and fastened flanges, on the other hand, is substantially higher. The average factor R for
centered-hole sections with unfastened flanges reduced from 0.99 to 0.82, as indicated in
Table 3. Meanwhile, when the a/h ratio was increased from 0.2 to 0.8, the factor R for CFS
sections with fastened flanges reduced from 0.99 to 0.77.
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Figure 7. Web crippling strength reduction factor against a/h for cold-formed steel channel with (a) fastened flanges and
offset web hole subjected to IOF and (b) unfastened flanges and offset web hole subjected to IOF.
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Table 3. Average web crippling strength reduction factor (R) of investigated sections.

IOF Loading Condition
Hole Position
Unfastened Flanges Fastened Flanges
a/h=0.2 0.99 0.99
a/h=04 0.97 0.99
Centered hole
a/h =0.6 0.93 0.94
a/h=0.8 0.82 0.77
a/h=0.2 0.97 0.96
a/h =04 0.94 0.96
Offset hole
a/h=0.6 0.88 0.95
a/h=0.8 0.81 0.92

The change in average factor R for offset-hole channels at varied temperatures remains
steady between 0.85 and 0.99 as the x/h ratio is changed from 0.45 to 0.95.

The average factor R for sections with unfastened and fastened flanges decreased
significantly by 4% and 5% on average for each set of a/h ratios, respectively, when the N/i
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ratio was increased from 0.25 to 0.75. Figure 8 depicts the change in the factor R as the N/h

ratio changes.

g
;

g
;
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R=0.071/+0.929 for a/h=0.4
R=0.066N/+0.924 for a/h=0.6
R=-0.033N/1+0.934 for a/h=0.8

R=0.113N/ir+0.905 for a/h=0.2
R=0.105N/ir+0.908 for a/hi=0.4
R=0.118N/ir+0.895 for a/h=0.6
R=0.088N/ir+0.892 for a/h=0.8

o B> o o - o=
TR S S S|

g
!

G Rof section (@/=02)
O Rof section (a/h=0.4)
O Rof section (a/h=0.6)
O Rof section (a/h=038)
Regression line for sections (a//=0.2
—— Regression line for sections (a//=0.4)
Regression line for sections (a//=0.6
Regression line for sections (a//=0.8

G Rof section (@/-02)

O Rofsection (ah=0.4)

O Rof section (a/h=0.6)

O Rof section (a/h=0.8)
—— Regression line for sections (/=02
Regression line for sections (a//=0.4;
Regression line for sections (a//=0.6)
Regression line for sections (a//=0.8;

'
o
1

3
!
S
I

a
I

‘Web crippling strength reduction factor (R)
|
o

‘Web crippling strength reduction factor (R)

60

LA B S s s s S R S e s e 060
0.20 0.25 030 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00 1.05 1.10

Bearing length to web depth (N//i)

@

T
0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00 1.05 1.10
Bearing length to web depth (/)

(b)

s

R=0.050N/Ir+0.942 for a/h=0.2
R=0.032N/1r+0.924 for a/i=0.4

R=0.004N/Ir+0.887 for a/h=0.6|
R=-0.066N/Ir+0.824 for a/h=0.8|

5 R=0.044N/i+0.951 for a/i=0.2
R=0.010N/1+0.950 for a/m=0.4
=0.004\/1+0.914 for a/h=0.6,
R=-0.076N/I+0.858 for a/h=0.8

G Rof section @/=02)

S O Rof section (a/i=0.4)

O Rof section (a/i=0.)

O Rof section (a/i=08)
—— Regression line for sections (a/=0.2
Regression line for sections (a/=0.4
—— Regression line for sections (@/=0.6)
line for sections (@//=0.5

O Rof section (=02)
O R of section (a/h=0.4)
O Rof section (a/=0.6)
O Rof section (a/h=0.8)
Regession line for scctions (a//=0.2
‘Regression line for sections (a/h=0.4)
Regression line for sections (a//=0.6)
Regression line for sections (a//=0.8)

3 o g % 8 b3 g
L I L L L L I

3
L
o® o

‘Web crippling strength reduction factor (R)
!
|

‘Web crippling strength reduction factor (R)

0.60

60

T e |
0200.25 030 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70 075 0.80 085 0.9 0.95 1.00 1.05 1.10
Bearing length to web depth (V//)

(d)

—————— T
0200.25 0.30 0.35 0.40 045 0.50 0.5 0.60 0.65 0.70 0.75 080 0.85 0.90 0.95 1.00 105 110
Bearing length to web depth (N//)

(0)

Figure 8. Web crippling strength reduction factor against N /h for cold-formed steel channel with (a) fastened flanges and
offset web hole subjected to IOF at 200 °C; (b) fastened flanges and offset web hole subjected to IOF at 600 °C; (c) unfastened
flanges and offset web hole subjected to IOF at 200 °C; (d) unfastened flanges and offset web hole subjected to IOF at 600 °C.

5.2. Effect of Fastened Flanges

With varied a/h ratios and hole positions, Figure 9 and Table 4 demonstrate the
influence of fastened flanges on factor R. The average factor R of CFS channels with
fastened flanges is larger (by 5.3%) than those with unfastened flanges for sections with
offset web holes. On the other hand, factor R of centered-hole sections with fastened and
unfastened flanges is fairly similar.
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Figure 9. Web crippling strength reduction factor against unfastened /fastened flanges.
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Web crippling strength (P,kN)

Table 4. Average web crippling strength reduction percentage (%) of investigated sections at elevated
temperatures against ambient temperatures (T = 20 °C).

Temperatures IOF Loading Condition
Unfastened Flanges Fastened Flanges
T=20°C - -
T=100°C 5.67 5.01
T=200°C 6.41 5.08
Centered hole T=300°C 19.52 16.19
T =400°C 38.31 36.44
T=500°C 61.28 60.67
T =600 °C 81.81 81.73
T=700°C 89.57 89.67
T=20°C - -
T=100°C 5.15 4.23
T=200°C 4.88 3.42
Offset hole T=300°C 18.12 14.02
T =400°C 37.25 35.33
T=500°C 60.97 59.93
T =600 °C 81.94 81.45
T=700°C 89.60 89.65

5.3. Effect of Elevated Temperatures

At elevated temperatures, the web crippling strength decrease percentages for CFS sec-
tions with unfastened flanges are slightly larger than those with fastened flanges. Figure 10
shows that when the temperatures rise from 20 to 700 °C, the web crippling strength (P)
of CFS sections decreases. In the meantime, Table 4 indicates the average web crippling
strength drop (from 5% to 90%) for each investigated temperatures group.
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Figure 10. Web crippling strength against temperatures for cold-formed steel channel with (a) offset web hole and fastened
flanges subjected to IOF; (b) offset web hole and unfastened flanges subjected to IOF; (c) centered web hole and fastened
flanges subjected to IOF; (d) centered web hole and unfastened flanges subjected to IOF.

6. Proposed Design Equations and Reliability Analysis

The previous study showed that the FEA model was able to predict the web crippling
strength of perforated CFS channels with more precision than the existing design guidelines.
As a consequence of the FEA results, design equations in the form of web crippling strength
reduction factors were proposed. The limits of the proposed equations are i/t < 160,
N/t <120, N/h < 0.75, and a/h < 0.8.

6.1. Design Equations

The FEA results of parametric analysis were used to propose design equations for
CFS channels with unfastened and fastened flanges when loaded with IOF loading. The
proposed equations included the variables, such as a/h, x/h, and N/h. Regression analysis
was performed to develop these equations (Equations (2) and (3)) as shown below:

For CFS sections with centered holes:

a N
Rprop :"‘,*’Y,ﬁ JF)\,W <1 (2)

For CFS sections with offset holes:
a N X
RPVOP:5/*F/E+€IW+§,E <1 ©)

where, &', 7', A, B’, y’, ¢’, and ¢’ are the equation coefficients. The equation coefficient
values for cold-formed steel channels are summarized in Table 5. The effect of a/h, x/h, and
N/h on the reduced web crippling strength is considered in the equations.

Table 5. Proposed equations summary for the web crippling strength reduction factor.

IOF Loading Condition
Coefficients Flange Unfastened to Support Flange Fastened to Support
o 1.128 1.214
L 0.378 0.537
A 0.010 0.010
B 0.618 0.932
W 0.060 0.062
7 0.047 0.084
¢ 0.413 0.010
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Table 5 shows that the results obtained from the proposed reduction factors (Rprop)
could closely predict the web crippling failure load of the CFS sections. From Tables 6 and 7,
it can be seen that the ratios for R/Ryp range from 1.00 to 1.05 and 0.98 to 1.06, for most of
the unfastened sections and fastened sections, respectively. The average values of R/Rpyqp
are 1.03, with COVs at 0.04 and 0.06, respectively for unfastened sections and fastened
sections. Compared to the ratios calculated by the proposed equations of Lian et al. [29,30]
(R/Rying) and AISI [48] and AS/NZS [49] (R/Ra1si¢As/Nzs), the average values of R/Rprop
are lower with the lower coefficient of variations (COVs). The comparison shows that the
proposed equations perform better than those from the other methods in predicting the
IOF strength reduction factor (R) for both the case of ambient and elevated temperatures.

6.2. Reliability Analysis

A detailed reliability analysis was carried out using the methods outlined by Hsiao
et al. [57] and Fang et al. [58-60]. In accordance with the American standard [48], when the
reliability index of any equation is higher than or equal to the target reliability index 2.5,
the equation can be considered reliable:

_ ln(R;n/sz) @)
JVE+V3
where,
R = RyMy Fy Py (5)
Qm = C(Dm + L) (6)

ViR =\/VE+VE+VE @)
/D3 V3 + L3, V2
Vo="—F—"F7—" ®)

Dy + L

Here, R,; is the nominal resistance, M,,, F,;;, and P, are the mean values of the di-
mensionless random variables reflecting the uncertainties in the material properties, the
geometry of the cross section, and the prediction of the ultimate resistance, respectively.
VR and V are the corresponding coefficients of variation. C is a deterministic influence
coefficient. D, and L,, are the mean values. V and V| are the coefficients of variation of
the dead load and live load, respectively.

As shown in Tables 8 and 9, the reliability index (2.53 and 2.70 for unfastened sections
with centered and offset web holes, respectively; 2.71 and 2.59 for fastened sections with
centered and offset web holes, respectively) determined for the proposed equations are all
greater than the target reliability index of 2.5 as per the American standard [48] for CFS
channels with unfastened and fastened flanges. This shows that the proposed equations are
reliable when predicting the IOF web crippling strength of CFS channels with web holes at
elevated temperatures. The reliability index for the equations proposed by Lian et al. [29,30]
and AISI [48] and AS/NZS [49] were summarized in Tables 8 and 9. In addition, most of
the calculated reliability index values of these two methods [29,30,48,49] are lower than the
target index value (2.5). Furthermore, a comparison of the reliability index determined for
the proposed equations with the reliability index of equations proposed by Lian et al. [29,30]
and AISI [48] and AS/NZS [49] was conducted, showing that the proposed equations are
more reliable than the equations from Lian et al. [29,30] and AISI [48] and AS/NZS [49],
which is in line with the conclusion made in Section 6.1 of the paper.
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