Abstract: In this study, we examine microscale waterflooding in a randomly close-packed porous medium. Three different porosities were prepared in a microfluidic platform and saturated with silicone oil. Optical video fluorescence microscopy was used to track the water front as it flowed through the porous packed bed. The degree of water saturation was compared to water containing two different types of chemical modifiers, sodium dodecyl sulfate (SDS) and polyvinylpyrrolidone (PVP), with water in the absence of a surfactant used as a control. Image analysis of our video data yielded saturation curves and calculated fractal dimension, which we used to identify how morphology changed the way in which an invading water phase moved through the porous media. An inverse analysis based on the implicit pressure explicit saturation (IMPES) simulation technique used mobility ratio as an adjustable parameter to fit our experimental saturation curves. The results from our inverse analysis combined with our image analysis show that this platform can be used to evaluate the effectiveness of surfactants or polymers as additives for enhancing the transport of water through an oil-saturated porous medium.
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1. Introduction

Understanding multiphase flows in porous media is critical for enhancing the recovery of oil from porous bedrock [1]. When a reservoir is tapped through a wellbore in the bedrock for the first time, a pressure differential between the reservoir and the wellbore can be used as a primary form of recovery. Once the pressure differential reaches hydrostatic equilibrium, secondary forms of recovery such as waterflooding (i.e., water injection) can be used to extract the remaining oil [2]. Approximately 40% of the total available oil is extracted using these two methods [3].

Chemical methods, including the addition of surfactants, polymers, or alkali to the water, are used to enhance the recovery of oil beyond the 40% limit encountered with hydrostatic pressure and water [4,5]. Surfactants in water reduce the interfacial tension between the water and the oil, which also reduce the capillary forces and enhance the oil displacement efficiency [6,7]. Polymers act as viscosifying agents, where the inherent viscoelasticity of the polymer flood generates localized non-Newtonian shear stress that pulls oil threads [8,9]. A modification of the relative difference in phase viscosities, known as mobility, is known to enhance oil displacement [10,11]. A combination of chemical methods has been proposed as an effective method for enhancing oil recovery [12].

Understanding how these mechanisms act in isolation to each other and how they can be combined is critical for improving oil displacement efficiency. However, transport through oil-bearing porous media occurs at a rate of one linear foot per day [13], and the direct observation of large-scale oil displacement phenomena can take weeks [14], making the study of multiphase processes slow and
difficult. The slow rate of observation is a direct result of transport through the interconnected network of grains that make up the porous media [15]. Micromodels based on lab-on-a-chip platforms offer one possible approach to experimentally investigating multiphase processes in porous media micromodels at shorter time scales [16].

Micromodels enable the direct observation of flow through porous media. In this approach, an optically transparent flow cell is constructed with a uniform distribution of glass or quartz beads dispersed inside to act as the porous grain structure, and direct visualization of the flow is then performed using optical microscopy techniques [17,18]. Although advances in microfabrication technology allow for the manufacturing of complex pore structures [19], most micromodels used to study multiphase fluid flow through pore media have been done in rectangular pore bodies and throats [16,20–25]. Computer-aided design of microchannels [26,27] can be used to mimic heterogeneous porous media structure. However, this method produces 2D pore structures that are not representative of 3D pore space. Micro-computed tomography (micro-CT) [28,29] or focused ion beam-scanning electron microscopy (FIB-SEM) [30] can be used to reconstruct the 3D pore structure for incorporation into porous media micromodels. Reproducing 3D pore space using these approaches is expensive and limited in scale [31–33], which led to a recent proposal to utilize microfluidic devices with patterned channels as a 2.5D structure to mimic the transport characteristics of 3D pore space [34].

This article presents a microfluidic platform to evaluate chemical methods for enhanced oil recovery through the waterflooding process. The platform consisted of a 750-µm-wide microfluidic channel, fabricated by soft lithography, into which glass beads saturated by silicone oil were packed to form a random porous bed. This allowed us to bridge the gap between 2D and 3D pore structures by utilizing soft lithography to create 2D microchannels and glass beads to form a porous 3D network. In this way, our platform helps to fill in the critical gap of 2.5D porous media micromodels by presenting an alternate pathway towards the fabrication of these types of devices.

We used optical fluorescence microscopy to track the invasion of an aqueous fluorescent dye to the main channel through a side channel. Tracking the dye enabled us to evaluate the saturation of the aqueous phase relative to the oil phase. The injection of pure water was compared to the injection of water containing two different kinds of chemical modifiers: sodium dodecyl sulfate (SDS) and polyvinylpyrrolidone (PVP). SDS is an anionic surfactant and PVP is a polymer. Our analysis based on optically tracking the invasion of the aqueous phase demonstrated that chemical modifiers significantly improved the displacement of oil from the microfluidic channel, although image analysis of fractal dimension morphology illustrated differences in aqueous phase invasion.

Micromodels offer qualitative information on flow characteristics, but quantitative tools for comparison to experiment are not well-developed [35]. Our work also seeks to address this gap by introducing an inverse analysis based on implicit pressure explicit saturation (IMPES) to determine the mobility of our surfactant and polymer phases. The analysis presented here offers an approach to interpreting two-phase flow data in a porous microfluidic channel and obtaining parameters such as saturation and mobility that can be used to compare effectiveness of different chemical methods for enhancing oil recovery. Optical measurements of waterflooding can also guide the assessment of other multiphase flow problems, such as the transport of sequestered carbon dioxide in porous bedrock [36,37], filtration of contaminants [38,39], and the additive manufacturing of complex fluid networks [40] or thermal management [41].

2. Materials and Methods

2.1. Device Fabrication

Our device was designed using AutoCAD and printed as a mask onto a transparent plastic sheet (CAD/Art Services, Bandon, OR, USA). The channel consisted of a main channel (750 µm wide and 17 mm long) along with a side channel (20 µm wide and 3 mm long) for injection of the fluorescent dye. The porous media was assembled from glass beads packed within the main channel. The fabrication
process, shown in Figure 1A, began with conventional photolithography used to transfer the pattern from the mask to a 4-inch silicon wafer (University Wafer, South Boston, MA, USA) using photoresist (SU8 2050, Microchem, Westborough, MA, USA). The photoresist thickness was approximately 54 µm based on profilometry measurements.

The porous media was formed using randomly close-packed soda lime glass microspheres (P2050SL-2.5 35–45 µm—1 kg, Cospheric, Santa Barbara, CA, USA). Sieves with 38 µm, 45 µm, and 63 µm meshes were used to separate the glass microspheres and achieve a diameter range of ~48–63 µm.

Once the pattern was produced onto a silicon substrate through photolithography, it was transferred to a polystyrene petri dish into which polydimethylsiloxane (PDMS, Sylgard 184, Dow Corning, Midland, MI, USA) was poured to form a mold. The PDMS was mixed with a ratio of 10:1 monomer to curing agent by weight. After pouring the uncured PDMS over the pattern, the mold was placed in a desiccator, where air bubbles were removed from the mold using a vacuum pump. The mold was placed into an oven to cure for 2 h at 60 °C. The cured mold was then removed from the oven and silicone tubing (Saint-Gobain, Version SPX-50, Product#ABX00001, Courbevoie, France) was inserted through the 3-mm holes, with a small amount of PDMS placed around the tubing perimeter to ensure a firm seal. The device was finally placed back in the oven for 1 h to cure.

The PDMS microfluidic device was bonded to a microscope slide (Fisher Scientific, Catalog# 12-550C, Pittsburgh, PA, USA) that had been washed in acetone and methanol to remove organic debris, after which the solvent was washed off the slide with deionized water (ARIES High Purity Water System, Aries Filterworks, Berlin, NJ, USA) and the slide was then dried with nitrogen. Dust debris was removed from the PDMS using adhesive office tape, after which the microscope slide and the PDMS were placed inside a plasma cleaner (Harrick Plasma, PDC-32G, Ithaca, NY, USA) and treated for 2 min. The PDMS and the microscope slide were then placed in contact with one another before being heated at 60 °C for around 2 h to improve sealing. The microfluidic device was then removed from the oven and silicone tubing (Saint-Gobain, Version SPX-50, Product#ABX00001, Courbevoie, France) was inserted through the 3-mm holes, with a small amount of PDMS placed around the tubing perimeter to ensure a firm seal. The device was finally placed back in the oven for 1 h to cure.

The porous media was formed using randomly close-packed soda lime glass microspheres (P2050SL-2.5 35–45 µm—1 kg, Cospheric, Santa Barbara, CA, USA). Sieves with 38 µm, 45 µm, and 63 µm holes were used to separate the glass microspheres and achieve a diameter range of ~48–63 µm.
µm meshes were used to separate the glass microspheres and achieve a diameter range of ~48–63 µm after several rounds of sieving. Since the diameter of our microspheres was larger than the side channels used to inject our aqueous phase, we expected the microspheres to remain in place. A laboratory scale (LW Measurements, Model# HRB224, Rohnert Park, CA, USA) was used to weigh samples of 0.15 g of glass microspheres, which were dispersed in 20 mL of DI water and pumped into the large microchannel using a syringe pump (GenieTouch, Kent Scientific, Torrington, CT, USA) until the channel was filled with glass microspheres. After introducing the glass microspheres, the device was placed in an oven for 8 h to evaporate excess water, making it ready for use. The device was weighed both before and after the injection process to determine the amount of glass microspheres injected into the device. This mass measurement was used with an estimate of the average microsphere radius (~55.5 µm) to calculate the total volume occupied by the glass microspheres. This measurement provides an estimate of the porosity of the structure formed by the packed glass microspheres, which we found to be comparable to calculations of porosity based on image analysis. The porosity value that we obtained from these two measurements was small (Supplementary Tables S1 and S3). Multiple devices were fabricated using this technique, and we selected devices based on image analysis that were within 10% of the target average porosities (0.063, 0.113, and 0.143).

2.2. Image Capture and Processing

Experimental observations of water injection were accomplished using an Olympus IX70 microscope with a 10× objective lens. A scientific CMOS camera (Optimos, QImaging, Surrey, BC, Canada) was used to record video and capture images (480 × 270) for porosity analysis. An LED light source (wLS, QImaging) was used to illuminate the sample and excite the fluorescent dye. Video of the dye being injected into the fluid was captured at a rate of five frames per second. The scale for these images was 3.7281 microns per pixel.

After capturing experimental videos, we used ImageJ (National Institutes of Health, Version 1.51, Bethesda, MD, USA) to crop the videos and retain the main channel where the oil displacement occurred. These videos were then analyzed using a program written in MATLAB (Mathworks, Version 2017B, Natick, MA, USA) to track changes in fluorescence due to aqueous phase invasion. The program applies a boxcar filter to reduce the image noise. A threshold value for each frame of the video was calculated to retain the area occupied by the fluorescent dye. This area was compared to unoccupied area to obtain the degree of water saturation. This result was also used to obtain the fractal dimension of the aqueous phase.

2.3. Device Characterization

MATLAB code [42], initially developed to measure porosity and pore radius for thin rock samples, was adapted to provide a measure of the porosity of our glass bead packed bed. The MATLAB code used in this work was used to accurately determine the porosity of 3D rock samples using 2D images obtained through micro-CT scans [43]. Before performing an experiment, an optical image was taken of the point where the main channel met with the dye injection port (Figure 2, top-left). After the image is converted to black and white (Figure 2, top-right), the MATLAB algorithm draws a series of test lines across the image to determine the average sizes of pore space (white) and grain size (black), with the ratio of empty pore space to total image area representing the porosity for a thin sample. The average porosity measured within the device was consistent with measurements made by weighing the device. The observed pore size was 20 µm for the test sample (Supplementary Table S2), while the distribution of pore sizes is shown in Figure 2. The average porosities for all of our packed beds were 0.063, 0.113, and 0.143. The porosity values fell within a reasonable range based on predictions for randomly packed polydisperse spheres in 3D, with 0.03 being a theoretical lower limit [44].
2.4. Experimental Details

The experiments utilized silicone oil ($\nu_{\text{oil}} = 5$ cSt, $\rho_{\text{oil}} = 0.913 \text{ g/mL}$) as a defending fluid. After porosity measurements were completed, silicone oil (product # 317667, Sigma Aldrich, St. Louis, MO, USA) was injected into the main channel before the main channel was sealed with PDMS to prevent leaks. Deionized water ($\nu_{\text{water}} = 1$ cSt, $\rho_{\text{water}} = 0.99 \text{ g/mL}$), used as the invading fluid, was injected into the microfluidic device through a side channel using a syringe pump (Chemyx Fusion 100, Stafford, TX, USA). The mobility ratio, defined as the ratio of dynamic viscosities ($M = \frac{\nu_{\text{oil}} \rho_{\text{oil}}}{\nu_{\text{water}} \rho_{\text{water}}}$), is a measure of the ease with which an invading fluid flows in the presence of a defending fluid [45], with lower mobility allowing the invading fluid to flow through the porous media and recover more oil than a mobility is higher.

The capillary number [20] is $Ca = \frac{\nu_{\text{oil}} \rho_{\text{oil}} v_{\text{inj}}}{\gamma_{\text{wo}}}$, where $v_{\text{inj}}$ is the average velocity of the invading fluid during injection and $\gamma_{\text{wo}}$ is the surface tension between the two fluid phases. The characteristic injection velocity is $v_{\text{inj}} = Q / b \times d$, where $Q$ is the injection rate, $b$ is the gap thickness of the device (~54 µm) and $d$ is the median pore-throat size (~20 µm). The injection rate for all experiments in this article was fixed at 0.1 mL/h using a syringe pump. Initial experiments were conducted using deionized water containing 0.1875 mM of rhodamine B dye sourced from Acros Organics (Morris Plains, NJ, USA). The surface tensions for the different aqueous fluids used in our device were evaluated using a surface tension apparatus (Fisher Scientific, Product #14-818).
The surface tension of 5 cSt silicone oil on a solid interface is $\gamma_{\text{os}} = 21.3 \pm 0.3$ mN/m based on published results [46]. The contact angle for the oil–water interface was evaluated by injecting both phases into a microfluidic channel and using image analysis [46] to evaluate the resulting angle. From these parameters, we were able to estimate the characteristic capillary number for each of our fluid systems.

Experiments conducted with water injection into the oil-saturated porous medium were compared to experiments in which a surfactant was introduced to reduce surface tension. Two chemical modifiers, sodium dodecyl sulfate (SDS, Sigma Aldrich, Product#75746) and polyvinylpyrrolidone (PVP, Alfa Aesar, MW 40,000, Product #J62417, Ward Hill, MA, USA), were selected for comparison based on their use in the petroleum industry for enhancing oil recovery [47,48]. The fluorescent dye solution was prepared as previously described, and a surfactant or polymer with a concentration of 0.1 wt % was added to this solution. Based on the interpolation of published data, the viscosities of our solutions were approximately 0.99 mPa s for SDS in water [49] and 0.9 mPa s for PVP in water [50]. Our injection flow rate was slow, and each experiment took only approximately 30 min to complete, during which time we did not observe PDMS swelling. The injection experiments were conducted in a manner similar to those described for water alone.

3. Theory and Simulation

Modeling two-phase fluid flow in porous media requires a coupled system of nonlinear time-dependent partial differential equations [51]. We used an approach known as the implicit pressure explicit saturation (IMPES) model [52] to simulate the transport of the invading water phase in our device. The model relies on an implicit formulation of conservation of mass and momentum to reduce the computational cost of the simulation [53].

The formulation of the model begins with a mass balance for an incompressible, immiscible two-phase flow [54],

$$\frac{\partial (\phi \rho S)}{\partial t} + \nabla \cdot (\rho u) = q$$ $\quad \alpha = w, o$ (1)

where $\phi$ is the medium porosity, $\rho$ is the fluid density, $S$ is the saturation, $u$ is the volumetric velocity, $q$ is the mass flow rate per unit volume, and $\alpha$ is the phase type (water or oil). Darcy’s law is used to model the volumetric velocity of the fluid phases as they flow through the porous medium for a thin section of negligible depth,

$$u = -\frac{k_{\alpha}}{\mu_{\alpha}} \mathbf{K} \nabla P$$ $\quad \alpha = w, o$ (2)

where $k_{\alpha}$ is the relative permeability, $\mathbf{K}$ is the absolute permeability tensor of the porous medium, and $P$ is pressure.

Substituting Equation (2) into Equation (1) and applying the assumption that porosity does not change with time yields [52]

$$-\nabla \cdot [K \lambda_{\alpha}(S) \nabla P] = q$$ $\quad \alpha = w, o$ (3)

where the parameter, $\lambda$, is referred to as the phase mobility. The saturation of the water phase is defined as

$$\phi \frac{\partial S_w}{\partial t} + \nabla \cdot (f_w(S_w)u) = \frac{q_w}{\rho_w}$$ (4)

where $u = u_w + u_o$ is the total velocity of the system and $f_w = \lambda_w / (\lambda_w + \lambda_o)$ measures the fraction of water flowing through the system. Introducing a set of simple analytical expressions allows us to close the model presented by Equations (3) and (4),

$$\lambda_w(S_w) = \frac{(S^*)^2}{\nu_{p_w}}, \quad \lambda_o(S_o) = \frac{(1-S^*)^2}{\nu_{p_o}}, \quad S^* = \frac{S_w - S_{wc}}{1 - S_{wc}}$$
where $S_{wc}$ is the water trapped in the pores during the formation of the porous medium and $S_{or}$ is the lowest oil saturation that can be achieved by water displacement. The oil and water phase saturations are constrained by $S_o + S_w = 1$.

The solution to these systems of equations is based on the approach of Aarnes et al. [52] and was coded in MATLAB. The simulation approach is summarized here. The model simulates a two-dimensional representation of the oil-saturated porous medium. The fluid properties (density and viscosity) mentioned in the Materials and Methods section are used to estimate the initial mobility ratio of the system. The initial oil saturation distribution is assumed to be uniform throughout our porous medium. The absolute permeability tensor, $K$, is generated using a random distribution with a log-normal profile. As the time step within the simulation advances, the pressure distribution is calculated using a two-point flux approximation (TPFA) scheme to discretize the pressure equation (Equation (3)) along with edge velocities.

An explicit finite-volume formulation of the saturation equation (Equation (4)) of the form

$$S_i^{n+1} = S_i^n + (\delta t_i)(\max(q_i, 0) - \sum_j f(S_m^i) v_{ij} + f(S_m^i) \min(q_i, 0))$$

is used to advance the change in phase saturation with a dimensionless time step, $(\delta t_i)$. The parameter $\gamma_{ij}$ is the total flux over an edge between two adjacent cells $\Omega_i$ and $\Omega_j$, and $f_{ij}$ is the fractional flow function at $\gamma_{ij}$. The fractional flow function is:

$$f_w(S)_{ij} = \begin{cases} f_w(S_i) & \text{if } v \cdot n_{ij} \geq 0, \\ f_w(S_j) & \text{if } v \cdot n_{ij} < 0. \end{cases}$$

(5)

The model presented here was used to directly compare with experimental results. This was done by taking the ensemble average of the water phase saturation, $\langle S_w \rangle = N^{-1} \sum_{i=1}^N S_{w,i}$, across the simulation domain with $N$ elements (i.e., total numbers of grid blocks) as a function of simulation time. The results were converted to experimental time, which allowed for a direct comparison to experimental results. The ensemble average of experimentally observed water saturation was directly measured by identifying the area occupied by the rhodamine B dye. We obtained a coefficient of determination through water phase saturation to determine the goodness of fit for the simulation.

If the coefficient of determination (COD) was below a value of $R^2 = 0.9$, we ran a series of forward simulations to try and improve the fit to our data. Mobility was used as an adjustable parameter as a way to account for mixing [55] between phases. The mobility for the next forward simulation was drawn from a uniform probability distribution,

$$M_{i+1} = M_f[1 + (2\xi - 1)\delta],$$

where $M_f$ is the mobility ratio associated with the best COD, $M_{i+1}$ is the mobility for the next forward simulation, $\xi$ is a random uniform number that ranges from 0 to 1, and $\delta$ is a maximum possible range parameter, which we set to a value of 0.1. The new COD value was compared to the old COD value when the simulation was complete. The factor $M_f$ remained unchanged if the new COD was lower than the old COD. Otherwise, we updated $M_f = M_{i+1}$ if the COD value was found to improve.

4. Results and Discussion

4.1. Oil Displacement Efficiency

The experimental displacement of silicone oil by waterflooding is illustrated in Figure 3. The rhodamine-dyed water initially built up sufficient pressure at the inlet port to break through into the porous media micromodel. As the water displaced silicone oil, some silicone oil still remained in voids (Figure 3B,C), and after approximately 20 s, the water reached the exit port on the opposite
side of the porous media micromodel (Figure 3D). Observing the porous media micromodel after the initial exit of the water, we saw a reduction in void size over time as additional silicone oil was either displaced by water or shrunk due to the applied pressure of the flow.
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**Figure 3.** A representative experiment for water with 0.1% SDS at a porosity of 0.143. Initially (A); the main channel was full of silicone oil which is black. When the water phase invaded the main channel, rhodamine B was used to track the displacement of silicone oil (B,C) until the whole main channel fluoresced (D). In this figure, the white represents rhodamine B and black represents silicone oil.

We performed three separate types of waterflooding experiments similar to the one described in Figure 3 (Supplementary Figures S1–S3). The first type of experiment used water mixed only with rhodamine, while the other two types of experiments utilized SDS or PVP. A packed bed of glass beads was prepared before each experiment and characterized using the previously described protocol. MATLAB image analysis code was written to track the area occupied by the rhodamine dye during the experiment, allowing estimation of the average water phase saturation defined by $S_w = A_{dye} / A_{channel}$.

Figure 4 shows the results of our waterflooding experiments, for both the presence and absence of surfactant or polymer. Three separate packed beds of different porosities (0.063, 0.113, and 0.143) were prepared for each fluid type, and Figure 4A shows the results for a media with porosity 0.063. The water-bearing SDS initially invaded the packed bed faster than either the water-bearing PVP or water alone could do. In order to explain these results, we measured contact angle and surface tension for the three water phases examined in this work (Table 1). The measured contact angle for water in the microchannel was similar to contact angle values reported for plasma-treated PDMS.
surfaces [56–58]. We combined these values with the published value of silicone oil surface tension and Young’s equation [59],

$$\cos \theta = \frac{\gamma_{ws} - \gamma_{os}}{\gamma_{wo}},$$

to find the average value of the water–oil surface tension. This calculation, based on our measured values, indicated that SDS reduced the water–oil surface tension to a more significant degree than PVP or water alone, which explains why this solution invaded at a faster rate than the other solutions (Figure 4A).

The experiment shown in Figure 4B was conducted for a packed bed with porosity 0.113. As in Figure 4A, the water-bearing PVP solution achieved a higher saturation than SDS or water alone, and invasion by both surfactant solutions occurred faster than for water alone at this porosity. Water-bearing PVP solution achieved a higher saturation because polymer flooding can change surface wettability to be more water-wet, which will increase the oil recovery [60]. Both the PVP and SDS solutions invaded at comparable rates at the highest porosity, with SDS saturating the porous bed to a slightly greater extent than the PVP solution.

![Figure 4](image_url)

*Figure 4.* The relationship between saturation of an invading water phase for three water-based fluids (no surfactant, 0.1% sodium dodecyl sulfate (SDS) and 0.1% polyvinylpyrrolidone (PVP)) as they displaced oil from a packed bed of glass microspheres with porosity of 0.063 (A); 0.113 (B); and 0.143 (C).

**Table 1.** A summary of the measured contact angle and water phase-solid surface tension. The oil–water surface tension and capillary number were calculated based on these parameters.

<table>
<thead>
<tr>
<th></th>
<th>Water</th>
<th>0.1% SDS</th>
<th>0.1% PVP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contact Angle (degrees)</td>
<td>11.2 ± 0.9</td>
<td>42.9 ± 1.4</td>
<td>22.3 ± 0.9</td>
</tr>
<tr>
<td>$\gamma_{wa}$ (mN/m)</td>
<td>72.2 ± 0.1</td>
<td>53.7 ± 0.4</td>
<td>66.8 ± 0.5</td>
</tr>
<tr>
<td>$\gamma_{wo}$ (mN/m)</td>
<td>51.9 ± 0.4</td>
<td>44.2 ± 1.2</td>
<td>49.2 ± 0.7</td>
</tr>
<tr>
<td>Average Capillary Number (Ca)/10^{-3}</td>
<td>2.3</td>
<td>2.7</td>
<td>2.4</td>
</tr>
</tbody>
</table>
4.2. Fractal Dimension

We used image analysis to evaluate the fractal dimension of the area occupied by the fluorescent dye in our microfluidic device to better understand the oil displacement kinetics. A MATLAB code was adapted to evaluate the fractal dimension using the Hausdorff technique [61], where a series of boxes were drawn within the region containing the dye. The bright pixels within each box were counted and compared to the total number of boxes drawn by the code. The values obtained by this analysis provide a measure of the fractal dimension for the area occupied by the water. The results of the image analysis (Figure 5A–C) show that water and the PVP solution began with a fractal dimension of $D_f \approx 1.2$ or less, representing structures classified as stringy [62]. At the lowest (0.063, Figure 5A) and highest (0.143, Figure 5C) porosity levels, it took about 100 s for the water to occupy an area that morphologically resembled a fractal ($D_f \approx 1.6$).

The only exception to this transition in morphology was the channel with porosity 0.11 (Figure 5C), for which the evolution took place over a period of time approximately half that of the other data sets. The SDS solution also exhibited different morphological behavior than the other solutions, achieving a fractal morphology on a short timescale (~1 s or less), indicating that these solutions invaded oil-saturated pore spaces at a far higher rate than the other solutions. All solutions achieved a final fractal dimension of $D_f \approx 1.89$, indicating that fluid had percolated [63] through the packed bed in the microchannel.

The fractal dimension is connected to the area saturated by the invading fluid through its radius of gyration [64]. The radius of gyration represents a measure of the extent to which the invading fluid has displaced the oil in the porous medium, and is defined as [65]

$$R_g = \sqrt{M_{2x} + M_{2y}},$$

where

$$M_{2x} = \frac{1}{N} \sum_{i=1}^{N} (x_i - M_{1x})^2,$$

$$M_{2y} = \frac{1}{N} \sum_{i=1}^{N} (y_i - M_{1y})^2$$

and

$$M_{1x} = \frac{1}{N} \sum_{i=1}^{N} x_i, \quad M_{1y} = \frac{1}{N} \sum_{i=1}^{N} y_i$$

where $A_w$ is the measured area occupied by the invading water phase, $N$ is the number of pixels making up the pattern as recorded by the CMOS camera, and $x_i$ and $y_i$ are the coordinates of each pixel in the observed pattern. We found that the relationship between area and radius of gyration was well described by $A_w = C_{rg} R_g^{(D_f - 2)}$, where $D_f$ is a function of time, as shown in Figure 5A–C. The relationship between area, radius of gyration, and fractal dimension proposed here is similar to previously proposed models for diffusion-limited viscous fingering in porous media [66]. By comparing data from all nine porosities examined in this work, we found that the data collapsed to a single curve when $C_{rg} = 2.5 \times 10^6 \pm 3.1 \times 10^5$, where $A_w$ and $R_g$ are in units of microns (see Figure 5D–F).

While the fractal dimension can help us identify morphological differences in the way an invading fluid phase spreads, we would also like to observe differences in rate of invasion ($dA_w/dt$). Numerical calculation of the rate of invasion from image analysis data is challenging because noise in the data can create artifacts that suggest unrealistically large fluctuations in invasion rate. To minimize the effect of such artifacts, we chose to fit the area data to a model, $A_w = A_{w,max} \left(1 - e^{-t/t_c}\right)$, that is consistent with expected behavior of oil recovered through water injection into porous reservoirs [67]. The parameter, $A_{w,max}$, is the maximum area occupied by the water during the experiment, and $t_c$ is the time constant of the experiment.

Table 2 summarizes the results of fitting an exponential rise to a maximum for our area data as a function of time. The average value of the area parameter was $A_{w,max} = 1.208 \times 10^6 \pm 7.5 \times 10^4 \text{ mm}^2$, with the small standard deviation indicating that there was no significant difference between samples based on maximum area occupied by the invading water phase. We did find that there were significant differences in time constants for the samples we examined, with the water samples exhibiting more
than a four-fold increase in time constant with increasing porosity. The time constants for SDS and PVP-bearing solutions exhibited an opposite trend (i.e., a decrease in time constant with increasing porosity). This suggests that the polymer and surfactant solutions made it easier to fill larger void volumes when compared to water alone.
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**Figure 5.** The Hausdorff fractal dimension (A–C) as a function of time was evaluated using image analysis. The results in (A–C) show that, while all the samples evolved differently with time, they reached a point where they were topologically similar. Combining the fractal dimension with the radius of gyration (D–F) reveals that all samples scaled linearly with the saturation area.

**Table 2.** Fitting parameters for $A_{\text{max}}$ and time constant of the three water-based fluid systems examined in this work.

<table>
<thead>
<tr>
<th>Porosity</th>
<th>Water 0.063</th>
<th>0.1% SDS 1.266</th>
<th>0.1% PVP 1.253</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{\text{max}}$ ($\mu m^2$)/10^6</td>
<td>$t_c$ (s)</td>
<td>$A_{\text{max}}$ ($\mu m^2$)/10^6</td>
<td>$t_c$ (s)</td>
</tr>
<tr>
<td>----------</td>
<td>-------------</td>
<td>----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>0.063</td>
<td>86.2</td>
<td>1.105</td>
<td>17.6</td>
</tr>
<tr>
<td>0.11</td>
<td>111.1</td>
<td>1.241</td>
<td>11.0</td>
</tr>
<tr>
<td>0.143</td>
<td>357.1</td>
<td>1.269</td>
<td>2.1</td>
</tr>
</tbody>
</table>

The packed glass beads that formed our porous media micromodel formed a 3D network. However, our optical video microscopy measurements were obtained as 2D representations of the
flow through the porous media micromodel. This could serve as a source of error in our experiments, although 2D optical video microscopy measurements of 3D fluid flow phenomena have been in good agreement with theoretical predictions based on mass conservation [68]. Finite element 3D modeling of microfluidic channels has shown that the error, assuming 2D flow behavior, is approximately 5% [69]. The error is low because most of the transport occurs in two dimensions, with the top and bottom walls acting to confine fluid flow. In future work, we will further quantify this error using velocity and diffusion data gathered from tracers dispersed within the micromodel and compare the predicted flow field to finite element models.

4.3. IMPES

We implemented an inverse IMPES simulation to be compared to our experimental results. Figure 6 shows a sample simulation result for 0.1% SDS, matching the conditions observed in Figure 3. The key differences between the results of our simulations and the experiment is that the simulation results show the invasion initially occurring at a slightly slower rate than in the actual experiment (Figure 6A,B), and near the midpoint of the simulation (Figure 6C), the invading phase broke through and occupied a wider region than that at the comparable experimental time (Figure 3C). We attribute these differences to the fact that our IMPES simulation models do not count interfacial tension and porous structure effects. To mimic the structure of the randomly packed spheres, we modeled the permeability using values drawn from a log-normal distribution [52], although the procedure was designed to model porous rock rather than a packed bed of spheres.

Despite these differences, the average saturation curves obtained by simulation closely matched our experimental curves (Figure 7), with high coefficients of determination for most of these curves (Table 3). The mobility ratios that best fit the data exhibited decreases with increasing porosity both for water and 0.1% PVP, indicating that these phases moved through the porous packed bed more easily.
at higher porosities. The mobility ratios for 0.1% SDS deviated from this trend. At a porosity of 0.113, the 0.1% SDS appeared to have a mobility of 33.3. While the coefficient of determination was low for this case, the simulation did capture the general saturation trend as a function of time. Overall, our simulations did show that the addition of SDS or PVP improved the mobility of the water phase as it invaded an oil-saturated medium, and except for the 0.113 case, SDS exhibited lower mobility ratios than PVP for the experiments conducted here.

**Figure 7.** A comparison of our experimental results to an IMPES simulation of oil displacement by an invading water phase in a medium with porosity of 0.063 (bottom row), 0.113 (middle row), and 0.143 (top row).
Table 3. The mobility ratio that best fit the experimental data, and the coefficient of determination ($R^2$) associated with each fit.

<table>
<thead>
<tr>
<th>Porosity</th>
<th>Water</th>
<th>SDS</th>
<th>PVP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobility</td>
<td>255.8</td>
<td>114.7</td>
<td>87.2</td>
</tr>
<tr>
<td></td>
<td>11.2</td>
<td>33.3</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>18.2</td>
<td>12.5</td>
<td>4.6</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.95</td>
<td>0.87</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>0.87</td>
<td>0.29</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>0.79</td>
<td>0.87</td>
</tr>
</tbody>
</table>

5. Conclusions

We developed a microfluidic platform by which the waterflooding of an oil-saturated porous structure was investigated through optical fluorescence microscopy. Where the characterization of bulk porous media is rate limited [13,14], our microfluidic platform was able to characterize the invasion of a water phase into an oil-saturated medium within a relatively short amount of time. The flexibility of this platform allows us to rapidly analyze chemical modification techniques that are commonly used in the petroleum industry [47,48] to enhance the recovery of oil. Observations of our device using optical fluorescence microscopy enable us to track the invasion of a water phase into an oil-saturated phase and evaluate parameters such as saturation [70–72], fractal morphology [62,64,73], temporal evolution of flow patterns [74,75], and invasion rate [76,77] that are important for evaluating the effectiveness of different types of surfactants used for waterflooding. A simulation based on the IMPES approach [51,52,54] for modeling two-phase flow in porous media was implemented in MATLAB [52] to perform an inverse analysis of our experimental data to estimate the mobility of the invading phase. The results of our inverse analysis demonstrate a significant decrease in mobility for water bearing a polymer or surfactant.

The analysis performed in this article will form the basis of future work aimed at characterizing the effect surface tension and pore structure have in our microfluidic platform. Our IMPES model will be adjusted by using closure expressions [78] for saturation curves that incorporate surface tension as it influences capillary pressure. We also aim to control the pore structure of our system through photolithography techniques [16,26] and perform microparticle image velocimetry measurements [29] to map streamline profiles that can be compared to expected flow distributions as calculated by finite element analysis [79]. The approach we have used here can be used to evaluate other enhanced oil recovery systems, including other types of polymers or surfactants [80], nanoparticles [81,82], and foams [83,84]. Our platform can also be applied to other porous media situations that involve diffusion and transport in biomedical systems [40,85], carbon sequestration [86,87], and the additive manufacturing of complex fluid networks [41,88,89].
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