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Abstract: This paper presents a new key management protocol for group-based communications
in non-hierarchical wireless sensor networks (WSNs), applied on a recently proposed IP-based
multicast protocol. Confidentiality, integrity, and authentication are established, using solely
symmetric-key-based operations. The protocol features a cloud-based network multicast manager
(NMM), which can create, control, and authenticate groups in the WSN, but is not able to derive
the actual constructed group key. Three main phases are distinguished in the protocol. First, in
the registration phase, the motes register to the group by sending a request to the NMM. Second,
the members of the group calculate the shared group key in the key construction phase. For this phase,
two different methods are tested. In the unicast approach, the key material is sent to each member
individually using unicast messages, and in the multicast approach, a combination of Lagrange
interpolation and a multicast packet are used. Finally, in the multicast communication phase, these
keys are used to send confidential and authenticated messages. To investigate the impact of the
proposed mechanisms on the WSN, the protocol was implemented in ContikiOS and simulated using
COOJA, considering different group sizes and multi-hop communication. These simulations show
that the multicast approach compared to the unicast approach results in significant smaller delays, is
a bit more energy efficient, and requires more or less the same amount of memory for the code.

Keywords: multicast; security; mutual authentication; wireless sensor networks; lagrange
interpolation; symmetric key

1. Introduction

Wireless Sensor Networks (WSNs) often employ low-power devices with low data rates, which
communicate over lossy networks. Therefore, there is a need for special protocols that allow the
same functionality as in traditional networks, but with these restrictions in mind. A functionality
of traditional networks, which can improve the performance of WSNs is point-to-multipoint
communication, also called multicast. In this communication paradigm, a particular device can
reach a group of other devices in the network by sending a single message, containing a multicast
address. The multicast enabled routing protocol will then disseminate the message to all devices in the
group, copying it when needed.

To enable secure multicast communication in WSNs, efficient group key distribution protocols
need to be developed. Security in WSNs has been extensively researched and standardization efforts
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have been made [1–3]. However, these standardizations often do not include mechanisms for key
management, in particular not for group-based communication. Nevertheless, key management is
essential in this whole procedure to send secure and authenticated messages.

Often it is considered that the key is pre-established before deployment. For instance, we also
considered such assumption in [4], where we studied the impact of including secure and authenticated
communication for a 6LoWPAN-based WSN, connected via an edge router to the central server. For this
purpose, we implemented the AES-GCM mode in the different entities. We concluded that the impact
of the security mechanisms into the global system is acceptable and its relative impact even decreases
when the number of hops increases and/or the number of messages decreases. Also, the memory
footprint of the global system is quite small and limited to 6% of the total.

Minimal security features to be established are confidentiality, integrity, and authentication.
Efficient mechanisms are required, due to the limited bandwidth, processing power, storage capacities,
and available power. Efficiency implies scalability and adjustability [5]. Scalability in the sense that the
key management protocol is able to include additional nodes in a secure manner during the network’s
lifetime. Adjustability implies a proper mechanism to deal with network condition changes.

We will use the architecture established in [6]. In this framework, group-based communication
is organized through the integration of a network multicast manager (NMM), which allows for a
reduced bandwidth usage with a minimal memory footprint, by integrating multicast groups in the
publish/subscribe paradigm.

The remainder of the paper is organized as follows. Section 2 provides an overview about the
related work. Section 3 explains the network architecture with some key definitions and assumptions
used. In Section 4, we summarize the different phases of our scheme in normal mode. Sections 5 and 6
respectively describe the implementation details and the corresponding efficiency. Finally, Section 7
concludes the paper.

2. Related Work

In general, there are three main approaches for key management in WSNs, based on symmetric-key
cryptography, public key cryptography, and hybrid. Especially in a hierarchical architecture, it can make
sense to use a hybrid approach, in which the most computational heavy operations are performed by a
powered mote. In this case, authentication and integrity are often obtained by digital signatures. However,
as there is a huge performance difference between symmetric-key and public key cryptography, it is
still interesting to look at symmetric-key-based solutions, due to the limited energy, communication
bandwidth, and computational capacities of the sensor nodes.

Several proposals for key management using a symmetric-key-based approach in WSNs have
been published. Depending on the assumed topology, these proposals can be divided in two categories:
a hierarchical and non-hierarchical (or distributed) architecture of the nodes [7]. Most proposals for
symmetric-key-based key management protocols assume a hierarchical network, in which the nodes
have a predefined position in the network.

Within the domain of symmetric-key-based, authenticated key management protocols for
hierarchical networks, the Localized Encryption and Authentication Protocol (LEAP) [8] is the most
complete one. LEAP describes procedures to derive keys for the most prevalent communication
scenarios (being between two cluster nodes (CNs)), a group key for all nodes in a cluster and a network
key shared by all nodes.

References [9,10] present randomized approaches for the key management in hierarchical networks,
which have no guarantee on successful key establishment but limit the impact of a compromised node.
Both protocols have large storage requirements for each of the nodes in the network.

Furthermore, partial solutions for authenticated symmetric-key-based protocols are described
in [11–14]. In [11], a method using one-way functions to derive an authenticated pairwise key between
a CN and a cluster head (CH) is explained. Yet, group keys are not derived in this paper. In [12],
each node receives an evaluation of a point on a predefined bivariate polynomial of the base station



Computers 2019, 8, 27 3 of 15

(BS), dependent on its position in the sensor topology. Lagrange interpolation (LI) is used for the
computation of the group key. However, this still requires a lot of unicast communications for the
distribution of the group key to the individual members. Moreover, this paper does not derive a
method for using this group key in an authenticated way. Finally, the key management in [13,14] is
based on a generator matrix, predefined at the BS. The computation of the group key requires the
involvement of the BS and cannot be performed by the CH alone. Again, these papers do not describe a
mechanism to guarantee authenticated usage of the group key. In addition, the protocols from [11–14]
are restricted to star networks, and thus no mechanism is described to compute a shared key between
two CNs of the same cluster.

Key distribution solutions for hierarchical network structures are often more efficient, but less
flexible as it is not possible to create custom groups, because the supported groups depend on
the structure of the network. Therefore, solutions for non-hierarchical architectures are required.
Key management schemes of [15–17] describe this type of network architecture. However, the schemes
of [16,17] are using asymmetric-key-based methods as the basis of their key establishment system.
The scheme in [16] is based on the Merkle identity tree. With this scheme, the direct and secure
communications between any subgroup can be implemented and the delay of communication is
decreased, making the scheme more suitable for WSNs. In [17], a building method of a key tree is
proposed to reduce computation and storage overhead on every sensor node. In [15] a robot-assisted
network bootstrapping technique is proposed. It focuses on scheme efficiency and supports various
multicast group semantics. To the best of our knowledge, no symmetric-key-based method for group
key management in distributed WSNs has been described in literature.

3. System Model and Assumptions

3.1. Setting

Our network topology is shown in Figure 1. We consider a WSN with nodes Ni for (i = 1, . . . , m)

and a border router (BR), which connects the WSN to the rest of the network. An NMM, as proposed
in [6], is responsible for the management of the multicast groups. This NMM is considered to be more
powerful and takes the role of a network gateway, often positioned in the cloud. Nodes contact the
NMM and share their capabilities and interests. Based on the information given by the nodes, the
NMM generates a multicast address for each match and shares the required information with the
publisher, one of the members of the group, chosen by the NMM. The publisher will then be able to
construct a group key with the other subscribers Ss for (s = 1, . . . , n) of the multicast group. The NMM
will not be a member of the group, but is only responsible for the initialization and verification of the
authentication. There can be any number of intermediate motes (I) between the different subscribers
of the same multicast group. These intermediate motes are not participating in the security protocol,
resulting in a protocol that is independent of the underlying network structure.

To guarantee that the NMM is not able to understand the multicast communication, an external
trusted third party (TTP) will be responsible for the generation and distribution of key material among
the nodes and the NMM. Please note that we consider an honest but curious NMM: the NMM will
perform all the required steps, but might be interested in following the communication for its own
purposes (e.g., selling of data to other parties) and thus should not be able to derive the group key,
established by the publisher of the multicast group.
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Figure 1. Example topology with the network multicast manager (NMM), a border router (BR),
a publisher (P), intermediate motes (I) and members of the multicast group (M).

3.2. Multicast Engine

As the multicast engine, Bidirectional Multicast RPL Forwarding (BMRF) [18] is used. BMRF
combines the best features of RPL multicast on the one hand and those of Stateless Multicast
RPL Forwarding (SMRF) on the other hand, with a minimal increase in memory usage. As most
important new functionalities, BMRF includes bidirectionality (the sources of multicast traffic can
be located inside the network), dynamic group registration and the ability to have multiple senders
(multipoint-to-multipoint).

An additional feature is that BMRF can offer a choice between Link Layer (LL) broadcast and LL
unicast for which the decision for each mote is based on a threshold, mainly determined by the mote’s
number of interested children and the CCR. When BMRF is in unicast mode (and thus always uses
LL unicasts to forward a multicast packet, independent of the threshold), BMRF is a well-designed
and well-functioning implementation of RPL unicast with some additional features. When BMRF is in
broadcast mode (and thus uses LL broadcast to forward multicast packets), BMRF behaves similar to
SMRF, but adds some useful extensions.

The performance of the different modes of BMRF was tested in [19]. Since for our situation
reliability is the key performance metric, BMRF will be used in unicast mode, which offers very good
reliability and energy consumption on Radio Duty Cycling (RDC) enabled networks.

3.3. Notations

We represent a cryptographic hash function by H, which is a function that maps an input of any
length to a fixed length output, with the following characteristics [20]:

• The mapping is deterministic, meaning that a given input will always result in the same output.
• It is infeasible to perform the inverse operation.
• It is infeasible to find more than one input that will result in the same output.
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• A small change in the input should result in a completely different output.

The symmetric-key encryption operation of a message m under a key K to obtain the ciphertext c
is denoted as c = EK(m), and the corresponding decryption operation as m = DK(c). Furthermore,
the concatenation of values m1 and m2 is denoted by m1‖m2 and the XOR operation by m1 ⊕m2.

3.4. Attack Model

The attackers may come from inside or outside the network. They can eavesdrop on the traffic,
inject new messages, replay and change old messages, or spoof other identities.

As already mentioned above, we assume the TTP as completely trustworthy and the NMM as
honest but curious. We further assume that the NMM does not collaborate with malicious nodes.
Moreover, we assume that the security related information at the nodes and at the NMM is stored in
tamper resistant hardware, which is currently very common and available at a reasonable price.

We do not discuss the mechanisms to detect malbehavior of a node (e.g., by storing trust tables
in each node) and we refer to the literature on intrusion detection mechanisms [21] and attestation
mechanisms [22] to detect abnormal behavior of a compromised node.

4. Security Scheme

We distinguish five different phases in our security scheme. First, there is the key distribution
phase, in which the TTP distributes the secret key material to the different participants. Second, in the
registration phase, the nodes share their capabilities and interests with the NMM. Third, when the
multicast groups are defined by the NMM, during the group key construction phase, the NMM shares
the required information with the publisher P, allowing the construction of the group key. Fourth,
in the multicast communication phase, the publisher securely communicates data to the subscribed
members. Finally, there is the group key update phase, in which the process is discussed when a node
leaves or joins a multicast group.

4.1. Key Distribution Phase

In the first phase, the key distribution phase, the TTP selects three master secret values x, y, z ∈ Fq
2

and generates two different types of security related information. The first type is for the nodes Ni
with i = 1, . . . , m in the network and the second type is for the NMM. Denote the identity of Ni by IDi
and NMM by IDNMM.

For each Ni, the TTP executes the following computations:

Ki = H(IDi‖x‖y‖z)
Ai = H(IDi‖x)
Bi = H(y)⊕ Ai

H(Ai) = H(H(IDi‖x))

The values Ki, Bi, H(Ai), H(x), IDNMM are sent over a secure channel (for instance by pre-storage)
to each node Ni. Here, Bi replaces the identity of the node for the outside world. The parameter H(Ai)

is used to authenticate its identity with the NMM, and H(x) for the authentication of the NMM with
the node. The value Ki represents a common shared secret key with the TTP and is used to remotely
update the security material by the TTP at later stages.

The security related information for the NMM is limited to the two parameters H(IDNMM‖H(x))
and H(y), which are also securely sent by the TTP to the NMM. Please note that the scheme is
constructed in such a way that multiple NMMs can be considered. Only the identities of the different
NMMs should then be communicated to the nodes. For ease in notation, we restrict the explanation to
a situation involving only one NMM.
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4.2. Registration Phase

In the registration phase, the legitimate nodes, being the nodes with security material generated
by the TTP, contact the NMM to construct a common shared secret key. To do so, the Ni first selects a
random value R1 at timestamp T1 and computes the following two values M1 and M2.

M1 = R1 ⊕ H(Ai)

M2 = H(H(IDNMM‖H(x))‖H(Ai)‖R1‖T1)

The message (Bi, M1, M2, T1) is sent to the NMM.
Upon arrival, the NMM verifies whether the current timestamp T2 is sufficiently close to T1. If so,

the NMM derives the random value R1 using its stored secret H(y).

Ai = H(y)⊕ Bi

R1 = M1 ⊕ H(Ai)

To check the integrity of R1, the NMM will substitute the parameters R1, T1, H(Ai) together with
the secret key material H(IDNMM‖H(x)) into the hash value H(H(IDNMM‖H(x))‖H(Ai)‖R1‖T1).
If the result is equal to the received M2, the NMM continues the process. Otherwise, the communication
is interrupted. Next, the NMM chooses a second random value R2 and computes

ki = H(R1‖R2‖T1‖T2‖Bi‖IDNMM)

M3 = R2 ⊕ Bi ⊕ H(Ai)

M4 = H(ki‖H(IDNMM‖H(x))‖T1‖T2)

Please note that ki represents a common shared secret key between Ni and the NMM. The message
(T2, M3, M4) is sent from the NMM to the node Ni.

After receiving this message, the node first verifies the freshness of the communication, i.e., if the
current timestamp T3 is not much larger than T2. If so, it continues and derives R2 from M3. Using this
value, the key ki can be computed and its integrity verified with the parameter M4.

As a result, both Ni and the NMM possess a mutual authenticated shared key, which is used to
communicate the interests and capabilities of Ni to the NMM.

A summary of the registration phase can be found in Figure 2.

4.3. Group Key Construction Phase

Based on the information received after the registration phase, the multicast groups are created.
For each group, a multicast address IDG is generated. The NMM communicates the address IDG to
each subscriber, denoted by Ss, s = 1, . . . , n (with corresponding key material As, Bs). To the publisher
of the group, denoted by P (with corresponding key material Ap, Bp), key related information of the
subscribers in its group is sent using their common shared key kp. This key related information for each
subscriber equals to kps = H(IDG‖ks) and is combined with identity Bs, for all Ss with s = 1, . . . , n in
the multicast group. Consequently, the message

Ekp(B1, kp1, . . . , Bn, kpn)

is sent to the publisher. After decryption of this message, P possesses a common shared key with each
of its subscribers. This information allows P to share a randomly chosen group key kg for the multicast
communication.

Here, P first chooses a random value kg, which will serve as the group key to be shared with
the other members in a multicast communication message. It also selects a random value h0 for the
construction of a one-way key chain [23] to be used for authentication purposes. Consequently, w
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consecutive hashes are taken, i.e., h1 = H(h0), h2 = H(H(h0)) = H2(h0), . . . , hw = Hw(h0). The value
hw will also be shared with the members.

Since P has a common key with each member of the group, two methods can be used to distribute
the group key: the multicast and unicast approach. In the multicast approach, a combination of LI,
a classical technique from the secret sharing approach, with the communication of an IP multicast
packet is applied. In the unicast approach, multiple IP unicast packets are sent to share the encrypted
group key to each of the individual nodes. Both approaches are discussed in more detail below.

Each member NMM

Ki = H(IDi‖x‖y‖z)
Bi = H(y)⊕ Ai

H(Ai) = H(H(IDi‖x))
H(x), IDNMMSe

tu
p

H(IDNMM‖H(x))
H(y)

Choose random value R1

M1 = R1 ⊕ H(Ai)

M2 = H(H(IDNMM‖H(x))‖H(Ai)‖R1‖T1)

R
eg

is
tr

at
io

n
ph

as
e

Ai = H(y)⊕ Bi

R1 = M1 ⊕ H(Ai)

Check M2

Choose random value R2

ki = H(R1‖R2‖T1‖T2‖Bi‖IDNMM)

M3 = R2 ⊕ Bi ⊕ H(Ai)

M4 = H(ki‖H(IDNMM‖H(x))‖T1‖T2)

R2 = M3 ⊕ Bi ⊕ H(Ai)

ki = H(R1‖R2‖T1‖T2‖Bi‖IDNMM)

Check M4

(Bi, M1, M2, T1)

(T2, M3, M4)

Figure 2. Summary of the registration phase.

4.3.1. Multicast Approach

Using LI through the n points (xs, ys) = (Bs, kps) with s = 1, . . . , n, together with the point
containing the group key (0, kg), a polynomial of degree n can be constructed. Next, n other points
(v, Vv) with v = 1, . . . , n on this polynomial are derived. Finally, P sends the following message using
the multicast address IDg:

Tg, hw, V1 ⊕ H(x), . . . , Vn ⊕ H(x),

H(IDG‖Tg‖V1‖ . . . ‖Vn‖kg‖hw)

with Tg the current timestamp.
When this message arrives to all subscribers of the multicast group IDG, each subscriber Ss, s =

1, . . . , n constructs the polynomial through the n + 1 points with coordinates (v, Vv), (for v = 1, . . . , n)
and its own point (Bs, H(IDG‖ks)). The group key kg is derived as the intersection point of this
polynomial with the X-axis. Its integrity is confirmed using the hash value of the message.
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4.3.2. Unicast Approach

In the unicast approach, P shares the random value kg through the following message with all the
subscribers (Ss, s = 1, . . . , n):

Tg, hw, Eks(kg ⊕ H(x)), H(IDG‖Tg‖kg‖hw)

Each subscriber can decrypt this message using its secret key. After XORing the obtained result
with the stored value H(x), the subscriber retrieves the group key.

To complete the process (for both the unicast and multicast approaches), each subscriber Ss, (s =
1, . . . , n) must send an ACK of reception to the publisher P.

Bs, Ekps(H(kg, Tg, hw), H(T1‖T2‖hw‖ks))

If after decryption of the second part of the message, the hash value of the original timestamp
Tg and hash value hw are recovered, the publisher stores the rest of the ciphertext H(Tg‖hw‖ks). If all
acknowledgements have been collected, P computes

n⊕
s=1

H(T1‖T2‖hw‖ks)

and sends this result, together with the value hw, to the NMM. The NMM can compute the individual
values of this sum and thus it can verify whether the resulting sum corresponds with the received value.
If so, the NMM approves the multicast group and sends a confirmation using unicast communication
to each of the members. If not, the individual messages (Bs, H(Tg‖hw‖ks)) should be transmitted to
the NMM to identify the potential source of the problem. The members of the multicast group now
store kg, hw.

A summary of the group key construction phase can be found in Figures 3 and 4, for the multicast
and unicast approaches, respectively.

NMM Publisher Multicast group
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k1, . . . , kn
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Choose random value kg

Choose random value h0

h1 = H(h0)

h2 = H(H(h0)) = H2(h0)

...
hw = Hw(h0)

LI through the points
(0, kg), (B1, k1), ..., (Bn, kn)

Calculate n other points
(v1, V1), . . . , (vn, Vn)

V1 = V1 ⊕ H(x)⊕ H(x)
. . .
Vn = Vn ⊕ H(x)⊕ H(x)
LI trough the points
(v1, V1), . . . , (vn, Vn), (Bs, H(IDG‖ks))

to get point (0, kg)

ACK =
n⊕

s=1

H(T1‖T2‖hw‖ks)

Approve group

Ekp(B1, k1, ..., Bn, kn)

Tg, hw, V1 ⊕ H(x), ..., Vn ⊕ H(x),

H(IDG‖Tg‖V1‖ . . . ‖Vn‖kg‖hw)

Bs, Eks(H(kg, Tg, hw),

H(T1‖T2‖hw‖ks))

ACK, hw

Figure 3. Summary of the multicast approach in the group key construction phase.
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n⊕

s=1
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Approve group
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Tg, hw, Eks(kg ⊕ H(x)),

H(IDG‖Tg‖kg‖hw)

Bs, Eks(H(kg, Tg, hw),

H(T1‖T2‖hw‖ks))

ACK, hw

Figure 4. Summary of the unicast approach in the group key construction phase.

4.4. Multicast Communication Phase

Since all members of the multicast group now share the group key kg, confidentiality is easily
realized. Authentication of the messages from the publisher is obtained by using the one-way key chain
on the side of the publisher and the stored end value hw on the side of the subscriber. Consequently,
the publisher can now securely submit the message M in an authenticated way to its subscribers
as follows:

Tc, Ekg(M, hw−1), H(Tc‖M‖hw−1).

Here, Tc denotes the current timestamp and hw−1 the hash value prior to h(w). Upon receiving
this message, the subscribers can decrypt the ciphertext and verify whether hw = H(hw−1). If so,
the message is authenticated and hw−1 is stored instead of hw.

5. Implementation

To verify the validity of the proposed security scheme, it was implemented in ContikiOS and
simulated in COOJA (using COOJA motes). BMRF is used as multicast engine, with all the default
values of Contiki 2.7, except for the changes listed below. Since a missing packet in the key distribution
phase can result in the entire group being invalidated by the NMM, reliability is important. Therefore,
BMRF is configured to use several LL unicast packets to forward IP multicast packets to its interested
children. As COOJA motes do not support any RDC protocols, nullRDC is used. The following points
are taken into account during the implementation.

• To allow larger packets to be sent, the 6LoWPAN queue buffer and the uIP/IP buffer have
been increased.

• Please note that the largest variable type that can be used in ContikiOS is a double, which is 8
bytes long. To get a 16-byte key, two Lagrange polynomials need to be calculated and transmitted.

• When doing floating point calculations with potentially large numbers, the precision of the result can
be limited. Since we are using LI with points that are dependent on the calculated key values, results
can get very large. To assure each member works with the same result, they must be rounded.

• The calculations for the key material are performed using two temporary buffers to store
intermediate values. The size of these buffers can be set in the configuration files. The minimum
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required size for these buffers depends on the used approach (unicast or multicast) and on the
maximum number of members of the multicast group.

• For encryption, the AES128 library, written by Texas Instruments [24] is used. For hashing, a
sha256 library [25] is used.

6. Efficiency

Let us compare the two approaches (unicast and multicast) to distribute the group key to all the
members in terms of delay, energy consumption, storage requirements, and packet fragmentation.
The storage requirements and packet fragmentation are analyzed using both simulations and theory.
The used topology is shown in Figure 1. In this topology, the NMM is in the cloud. The publisher
is a child of the BR. Each member of the multicast group (M) is located at a certain number of hops
from the BR (varying in different tests), with a particular number of intermediate motes (I) in between.
Other configuration parameters can be found in Table 1.

Table 1. Simulation configuration parameters.

OS and Simulator Contiki (version 2.7) and COOJA

Motes COOJA motes

Radio Medium Unit disk graph medium (UDGM)

Ranges
Transmit: 50 m
Interference: 50 m

Topology See Figure 1

Number of members 2 to 5

Number of intermediate motes
0 to 3
(hops (h): 1 to 4)

PHY and MAC IEEE 802.15.4 and CSMA

Iterations 10 for each configuration

RNG seeds New seed each iteration

Traffic According to protocol

RDC protocols NullRDC

6.1. Delay

The registration phase for both the unicast and multicast methods is identical, as can be observed
in Figure 5. The time required to finish the registration phase only increases with the number of motes
in the multicast group and with the number of hops between the motes and the NMM.

Figure 5. Average registration and distribution phase delay. The number of members in the group is
denoted as n and the number of hops between the publisher and the members is denoted as h.
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In contrast, Figure 5 also shows that the distribution phase of the two approaches is not the
same. Whereas both approaches are equally dependent on the number of hops between the publisher
and the other members, we observe that the method using unicast transmissions is less dependent
on the number of motes in the multicast group. The latter can be explained by the fact that the
multicast method does not duplicate its transmission into different packets until the last hop, while the
transmission of the unicast method is duplicated by the publisher. This means that the unicast packet
for the last mote in the group cannot be sent until all previous unicast packets were sent, resulting in
additional delays.

6.2. Packet Fragmentation

Taking into account that we use the 6LoWPAN protocol, packets with a length of 70 bytes or less
are never fragmented. When a packet is larger and fragmentation occurs, the number of fragments
required is given by 1 + (length− 64)/72, since the first fragment is maximally 64 bytes long and all
subsequent fragments are maximally 72 bytes.

Only the packets which are sent in the key construction phase (depending on the number of
members in the group) possibly require fragmentation. These are the packet sent by the NMM to the
publisher and the packet sent from the publisher to all the other nodes. Please note that using the
method without LI will not result in fragmentation for the packet from the publisher, since it is always
32 bytes long, resulting in less LL frames being sent.

Table 2 indicates the size of these packets, depending on the number of group members, and the
corresponding number of fragments. These numbers are confirmed by simulations.

Table 2. Packet length and number of fragments for the longest types of packets.

NMM to Publisher Publisher to Members

Members Packet Size
(bytes) Fragments Packet Size

(bytes) Fragments

2 64 1 68 2
3 96 2 84 2
4 128 2 100 2
5 160 3 116 2
6 192 3 132 2
7 224 4 148 3
8 256 4 164 3
9 288 5 180 3

10 320 5 196 3

6.3. Energy Consumption

The number of packets sent by the key distribution protocol mainly determines its energy
consumption. In this section, we are going to calculate the number of packets sent on the application
layer, when there are n members in the group.

In the unicast approach, each mote needs to send one packet to the NMM to register to the group,
resulting in n packets. The NMM sends the information of each mote to the publisher in a single packet.
Next, the publisher sends a packet to each other mote in the group, resulting in n− 1 packets. Finally,
each mote transmits an acknowledgement to the publisher, who sends the final acknowledgement to
the NMM. The average number of packets sent by the motes in the group equals (3n− 1)/n. Please
note that we are not counting the packet sent by the NMM, since the NMM is in the cloud and thus
not part of the WSN.

In the multicast approach, the registration phase and acknowledgement are the same as for
the unicast approach, resulting in 2 · n packets. However, the distribution phase only results in one
multicast packet being sent. Hence, the average number of packets sent by the motes in the group
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equals (2n + 1)/n. Again, the packet from the NMM is not included. Our simulation results, shown in
Figure 6, confirm these formulas for both the unicast and the multicast approach.

Figure 6. Average number of application packets sent since the start of the registration phase of the
protocol. The number of members in the group is denoted as n and the number of hops between the
publisher and the members is denoted as h.

Of course, the number of frames sent by the LL is more important to estimate the energy
consumption. It is possible for a single packet sent on the application layer to result in multiple
frames being sent on the LL in the entire network, because of fragmentation and the need to forward
packets multiple hops and to multiple children. In Figure 7 we observe that the number of hops
between the members and the publisher has a bigger influence on the number of sent frames then the
number of members in the group. There are less LL frames being sent for the multicast approach since
multicast packets do not need to be duplicated until the last hop. The difference is mostly noticeable
with increasing number of hops between P and the other members and with an increasing number of
members in the multicast group. This difference is smaller than expected when compared with the
number of sent packets on the application layer, because the larger multicast packet (containing the LI
information) results in more fragmentation, as explained previously in Section 6.2. The simulations
show that in our topology, after 4 hops with 5 members, this still results in an 8% advantage in terms
of sent LL frames when using the multicast approach.

Figure 7. Average number of LL frames sent since the start of the registration phase of the protocol.
The number of members in the group is denoted as n and the number of hops between the publisher
and the members is denoted as h.
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6.4. Storage Requirements

In our protocol, each mote must store four auxiliary parameters and two critical parameters of
16 bytes each. Critical parameters are those needed to be stored preferentially in tamper proof hardware
and whose initial values are pre-installed. This key material allows the node to efficiently construct any
type of keys, on the fly and ad-hoc. This is the same for both the unicast and multicast approaches.

Different buffers need to be reserved to calculate all required values and to send and receive all
packets. In ContikiOS, a single buffer to send and receive packets is available, shared between all
layers. The size of this buffer determines the largest packet size that can be sent/received by a mote.
In our protocol, the largest packet that needs to be received is the packet from the NMM to the P,
containing the identities and keys of all the motes in the group. This packet is 32 · n bytes long, with n
the number of members in the group.

To calculate all values, only two additional buffers are needed, since they can be reused. The largest
value that needs to be calculated is the packet containing the group key information, which needs a
36+ 16 · n byte buffer for the multicast approach and a 56 byte buffer for the unicast approach.

After the group has been approved by the NMM, each mote needs to store two 16-byte values
(the group key kg and the one-way key chain hw) and the group ID.

This results in the memory consumption found in Table 3. Both implementations fit in the Zolertia
RE-Mote platform [26], a popular development platform for WSANs, which has 512 KB flash and
32 KB ROM. In addition, for each packet being sent in the group, the members need to store the
16 byte value from the one-way key chain. This results in an additional 1.6 kB (about 12%) RAM usage.
However, the value can be calculated on the fly, to trade off memory usage with processing time.

Table 3. Memory consumption (compared with available memory in the Zolertia RE-Mote platform) of
an application using BMRF and the proposed protocol using the different approaches.

Unicast Multicast

ROM/flash 18,7057 bytes (36.5%) 18,9473 bytes (37.0%)

RAM 13,428 bytes (42.0%) 13,512 bytes (42.2%)

7. Conclusions

In this paper, we proposed a highly efficient symmetric-key-based key management protocol for
group-based communications in a distributed WSN with a cloud-based NMM. The protocol establishes
confidentiality, integrity, and authentication for communication between an arbitrary group of motes
in the network. In addition, the established group key is kept secret for the NMM.

Two different approaches are described to share the group keys with all members. In the unicast
approach, each member receives the key using a unicast message, whereas in the multicast approach, a
combination of LI and a single multicast message is used to disseminate the group key to all members.

Using simulations considering a different number of nodes in the group and a different number
of hops from the publisher, we show that the multicast approach results in all situations in a significant
smaller delay, compared to the unicast approach. When the number of nodes in the network is larger
than three, less LL frames need to be sent over the network, resulting in better energy consumption
behavior. The additional code size required for the multicast approach is negligible.
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