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Abstract: In this paper, we consider a recently developed formulation of the electric orbit-raising problem that utilizes a novel dynamic model and a sequence of optimal control sub-problems to yield fast and robust computations of low-thrust trajectories. This paper proposes two enhancements of the computational framework. First, we use thruster efficiency in order to determine the trajectory segments over which the spacecraft coasts. Second, we propose the use of a neural network to compute the solar array degradation in the Van Allen radiation belts. The neural network is trained on AP-9 data and SPENVIS in order to compute the associated power loss. The proposed methodology is demonstrated by considering transfers from different geosynchronous transfer orbits. Numerical simulations analyzing the effect of thruster efficiency and average power degradation indicate the suitability of starting the maneuver from super-geosynchronous transfer orbits in order to limit fuel expenditure and radiation damage. Furthermore, numerical simulations demonstrate that proposed enhancements are achieved with only marginal increase in computational runtime, thereby still facilitating rapid exploration of all-electric mission scenarios.
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1. Introduction

In recent years, enhancements to solar-electric propulsion technology [1–3] have seen their greater usage in Earth-orbiting satellites [1,4,5], for both station-keeping as well as orbital transfer purposes [5]. These applications have largely been for relatively larger satellites, and a variety of electric propulsion technologies are currently being miniaturized for future incorporation in nano-satellites as well [6,7]. The primary focus of this paper is the electric orbit-raising maneuver during the deployment of satellites operating in the geosynchronous equatorial orbit (GEO). The telecommunication satellite industry has started adopting electric propulsion for performing long-time scale orbit-raising maneuvers towards the GEO. Instances include the deployment of SatMex and ABS satellites using Boeing’s 702-SP all-electric architecture (2015) [8], and that of the EutelSat 172B satellite using Airbus’ fully-electric propulsion system (2017) [9], as well as China’s SJ-13 mission (2017) [10]. As more future space missions begin incorporating electric orbit-raising to GEO, there is a need for efficient mission design tools to address the challenges associated with the complicated maneuver spanning several months. In particular, we are interested in tools that facilitate fast and robust analysis of numerous electric orbit-raising scenarios to help identify best technology selections for the satellite bus.

The main challenge of the long-duration electric orbit-raising maneuver arises due to the low acceleration imparted by the onboard electric propulsion systems, relative to the local gravitational acceleration due to the Earth. The multiple eclipses that the satellite encounters en route to GEO
deprive the electric propulsion system of power from the solar arrays, thereby adding to the complexity of the transfer.

For instance, Figure 1 depicts a 225-revolution low-thrust transfer trajectory from a geosynchronous transfer orbit (GTO) to the GEO, spanning more than five months. Such a multi-revolution long duration transfer means a long transit time through the Van Allen belts, causing damage to the solar arrays, and therefore impacting thrust availability during the transfer. Mission design for an all-electric satellite therefore involves identifying various variables that affect the orbit-raising maneuver: number and type of electric thrusters for the satellite’s propulsion system, sizing of the solar array and shielding requirements, battery sizing in case thrusters need to be supported during eclipses, launch vehicle and injection orbit elements. In this paper, we consider a computational framework to generate low-thrust orbit-raising trajectories in a fast, robust, and automated manner, in order to facilitate automated analysis of numerous orbit-raising trajectories as part of exploring the design space.

Figure 1. A 225-revolution, 156-day low-thrust orbit-raising maneuver from GTO to GEO.

The computation of an all-electric orbit-raising trajectory requires the solution of a challenging optimal control problem. A number of methods have been developed in order to compute optimal low-thrust orbit-raising trajectory, broadly falling under the categories of direct and indirect optimization based methodologies. While indirect techniques use calculus of variations to determine the necessary conditions of optimality and set up a two-point boundary value problem [11–16], direct techniques avoid using calculus of variations and instead rely on direct transcription and collocation to set up a parameter optimization problem, often solved using commercial software such as SNOPT and IPOPT [17–21]. These methodologies typically rely on good quality user-provided initial guesses in order to rely on numerical convergence of the underlying algorithm [22]. In order to address these issues, a number of alternative approaches approaches have been developed, such as shape-based techniques, Q-law, or semi-analytical approaches [23–37]. Furthermore, dynamic models to capture the underlying translation dynamics of the spacecraft often play an important role in the convergence of direct or indirect optimization techniques, and several such models have been used in the literature, orbital elements, equinoctial elements, Cartesian, and spherical coordinates; please see Ref. [38] for a comparison of different dynamic models in terms of their impact on the numerical solutions of orbit-raising optimal control problems.

This paper utilizes a novel dynamic model that has proven to be effective for solving orbit-raising optimal control problems [38,39]. This model uses dynamical parameters as the states of the spacecraft,
instead of geometrical quantities. This model also uses a non-inertial reference frame that can be obtained by a 2-1-3 rotation sequence of Euler angles instead of a traditional 3-1-3 rotation sequence used in the orbital mechanics. This dynamic model removes the singularity arising for both equatorial and circular orbits, the singularity being a major drawback with traditional orbital elements. The singularity is shifted to a special case of polar orbits when the right ascension of the ascending node is $0$ or $2\pi$ deg. Five out of this six new orbital elements are regularized, that is, they change very slowly for a thrusting spacecraft and remain constant for pure Keplerian motion. This makes them suitable for the trajectory optimization schemes that compute trajectories for long-time-scale transfers. Additionally, the current paper utilizes a novel optimization scheme introduced in Ref. [39]; this technique breaks the multi-revolution problem into a sequence of optimization sub-problems, computing the all-electric orbit-raising trajectory in the order of tens of seconds on a standard personal computer without the need of any user-provided initial guess. This optimization tool can be used to analyze various electric orbit-raising mission scenarios and also can compute the trajectories to the GEO due to the non-singularity of the formulation in the equatorial plane. Recently, the work in Ref. [39] was extended in order to analyze a variety of different aspects of the orbit-raising problem: effect of $J_2$ perturbations and accurate shadow model [40], effects of using different types of electric thrusters [41], analysis of attitude control during the maneuver [42], effect of planning horizon length [43], effect of objective function weights [44], and their adaptive modification [45].

The contributions of the paper are two important enhancements of the optimization problem described in Ref. [39], in which the thrust magnitude was determined by a pre-set scheme (thrust in Sun-lit segments of trajectory and coast in eclipses) and power loss during transfer was not considered. First, we allow for coasting arcs within the Sun-lit portion of the orbit-raising trajectory. This is achieved through the application of the concept of thruster efficiency originally proposed by Petropoulos [46] for the Q-law based framework. The thruster efficiency is defined for each segment of discretized trajectory in the optimization sub-problem, and allows for deciding the thrust magnitude. This enhancement is important to identify trade-offs between deployed mass and deployment time for the satellite. Second, we also allow for the consideration of radiation damage within the optimization framework, by proposing a neural network, trained on AP-9 radiation data that computes the radiation damage over a revolution based on the osculating orbital elements. The neural network predicts the power degradation over a revolution, and updates the thrust availability for the next revolution. Prior efforts on capturing the radiation dose were an analytical model based on AP-8 data [47] and semi-analytical approach utilizing AP-9 data and the SCREAM software [48]; however, to the best of knowledge of the authors, there has not been any effort on utilizing a neural network based modeling of the solar array degradation. The paper is organized as follows: we first present the mathematical overview of the problem under consideration, then elaborate the two proposed extensions, and finally present numerical simulations to demonstrate our proposed methodology.

2. Problem Formulation

In this section, we provide a formulation of the low-thrust orbit-raising problem modeled as a sequence of optimal control sub-problems.

2.1. Spacecraft Dynamics

In order to describe the dynamics of the spacecraft, we consider two reference frames: the standard geocentric equatorial inertial reference frame $I$, and an orbital reference frame $O$ obtained after a 2-1 rotation sequence of the inertial reference frame. The dynamic model utilizes the following states of the spacecraft: magnitude of the specific angular momentum vector $h$, the components of specific angular momentum vector $h_x$ and $h_y$ in the $x$-$y$ plane of $I$, the components $e_x$ and $e_y$ of the eccentricity vector in the $x$-$y$ plane of the reference frame $O$, and an angle $\phi$ that locates the spacecraft. Rotating the reference frame $O$ by angle $\phi$ in the orbital plane aligns it with a non-inertial frame $N$ with axes along the radial direction, the normal to the orbital plane and the in-plane transverse direction. The control
variables are given by the thrust components $F_r$ in the radial direction, $F_n$ in the transverse direction (in-plane) and out-of-plane $F_h$ perpendicular to $F_r$ and $F_n$. These components of the thrust are functions of the magnitude of thrust $F$ and the control angles $\alpha$ and $\beta$ as shown in Figure 2.

![Figure 2. Control angles $\alpha$ and $\beta$ representing the thrust directions in the reference frame $\mathcal{N}$.](image)

The first-order differential equations that describe the spacecraft translational dynamics are given by the following equations [39]:

$$
\begin{bmatrix}
\dot{h} \\
\dot{h}_X \\
\dot{h}_Y \\
\dot{e}_x \\
\dot{e}_y \\
\dot{\phi}
\end{bmatrix} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & \frac{\mu^2 B^2}{h^3} \\
0 & h & 0 & 0 & 0 & 0 \\
0 & 0 & -h & 0 & 0 & \frac{\mu B}{\mu h} \\
0 & -h & 0 & 0 & 0 & \frac{\mu B}{\mu h} \\
0 & 0 & 0 & 0 & 0 & \frac{\mu^2 B^2}{h^3} \\
0 & 0 & 0 & 0 & 0 & \frac{\mu B}{\mu h}
\end{bmatrix} + G \begin{bmatrix}
F_r \\
F_n \\
F_h
\end{bmatrix}.
$$

In the above-mentioned equations of motion for the spacecraft, the functions $A$ and $B$ are given by $A = e_x \sin \phi - e_y \cos \phi$ and $B = 1 + e_x \cos \phi + e_y \sin \phi$, while the matrix $G$ maps the non-Keplerian acceleration terms to the rates of change of the state variables [39]:

$$
G = \begin{bmatrix}
0 & \frac{\mu^2 B^2}{h^3} & \frac{\mu^2 B^2}{h^3} & \frac{\mu^2 B^2}{h^3} & \frac{\mu^2 B^2}{h^3} & \frac{\mu^2 B^2}{h^3} \\
0 & 0 & h \sqrt{b^2 - C^2} & -h \sqrt{b^2 - C^2} & \frac{h B}{\mu B} & \frac{h B}{\mu B} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$

(1)
There is a unique transformation from the above-mentioned state variables and the commonly used variables used by the astrodynamics community, such as orbital elements or Cartesian states. For instance, if the position and velocity vectors of the spacecraft are known, then the angular momentum vector is obtained by their cross-product states, with \( h \) being the magnitude and \( h_x, h_y, h_z \) being the components in the inertial reference frame. The eccentricity vector is also a function of the position and velocity vectors, and its components \( e_x \) and \( e_y \) are computed in the non-inertial reference frame \( O \) whose orientation with respect to the inertial frame is given by the following direction cosine matrix:

\[
R = \begin{bmatrix}
\frac{h_y}{\sqrt{h_x^2+h_y^2}} & 0 & -\frac{h_x}{\sqrt{h_x^2+h_y^2}} \\
-\frac{h_y}{h\sqrt{h_x^2+h_y^2}} & \frac{h}{h\sqrt{h_x^2+h_y^2}} & \frac{h_x}{h\sqrt{h_x^2+h_y^2}} \\
\frac{h_y}{h\sqrt{h_x^2+h_y^2}} & \frac{h}{h\sqrt{h_x^2+h_y^2}} & \frac{h_z}{h\sqrt{h_x^2+h_y^2}} 
\end{bmatrix}
\]  

(3)

The angle \( \phi \) is then the angle between the position vector of the spacecraft and the \( x \)-axis of the reference frame \( O \). For details, please refer to Ref. [39]. For convenience of the following discussion, we collectively represent the state variables \( h, h_x, h_y, e_x \) and \( e_y \) using the vector \( \mathbf{x} \) because these variables are “slow,” meaning that they vary slowly (in comparison to the sixth variable) under the influence of low thrust, and are helpful for the convergence of numerical trajectory optimization solvers. During the transfer, the spacecraft passes through the shadow of Earth that affect its thrust capabilities. In the absence of solar power, the spacecraft cannot generate power, unless electric thrusters are powered by onboard energy storage. In the context of this paper, we consider that there is no thrust available during eclipses, meaning that, in the shadow of the Earth, the trajectory of the spacecraft is a conic section in the absence of orbital perturbations.

2.2. Sequential Orbit-Raising

In general, the low-thrust orbit-raising problem can be written as an optimal control problem to minimize the transfer time \( t_f \) to raise the orbit of the spacecraft starting from initial state variables \( x_0 \) to the final state variables \( x_{GEO} \), subject to the equations of motion for the spacecraft and other associated constraints (such as no thrusting in eclipses). As already explained, we instead formulate a sequence of optimal control sub-problems, with each sub-problem decides on the optimal thrust scheme over a revolution (defined by a change of \( \phi \) by 2\( \pi \)) that minimizes the deviation from GEO at the end of the revolution. To this end, let us consider that the instants of time at which the optimal control sub-problems are solved are given by: \( t_0, t_1, t_2, \ldots, t_{k-1}, t_k, t_{k+1}, \ldots \), when the value of the angle \( \phi \) are \( 0, 2\pi, 4\pi, \ldots, 2(k-1)\pi, 2k\pi, 2(k+1)\pi, \ldots \) respectively. Let us denote the states (slow variables only) of the spacecraft, at the end of the current revolution under consideration, by \( x_{end} = [h_{x, end} \ h_{y, end} \ h_{z, end} \ e_{x, end} \ e_{y, end}] \). Figure 3 provides a schematic for the sequential orbit-raising problem, as the spacecraft states change across revolutions \( k-1 \) to \( k \), and then from \( k \) to \( k+1 \), and so on. The objective function of each optimization sub-problem, solved during the \( k \)-th revolution, be given by [39]:

\[
\min J = [w_1(h_{GEO} - h_{end})^2 + w_2(h_{x, end}^2 + h_{y, end}^2) + w_3(e_{x, end}^2 + e_{y, end}^2)]
\]  

(4)

subject to the dynamic constraints (equations of motion) given in Equation (1). Here, \( w_1, w_2, \) and \( w_3 \) are the scalar weights and are considered to be known (for instance, they can be set by a mission designer). The control variables for the optimization sub-problem are the thrust magnitude and the angles \( \alpha \) and \( \beta \) that provide the thrust direction as shown in Figure 2. Using these angles, the thrust components are written as \( F_x = -F \sin \alpha \cos \beta \) in the radial direction, \( F_n = F \cos \alpha \cos \beta \) in the transverse direction (in-plane), and \( F_t = F \sin \beta \) normal to the orbital plane, with \( F = \sqrt{F_x^2 + F_n^2 + F_t^2} \). Note here that the thrust magnitude is bounded \( 0 \leq F \leq F_{av} \) owing to the low-thrust propulsion system, where \( F_{av} \) is
the available thrust that can be generated by the propulsion system. It is obvious that \( F_{av} = 0 \) in the shadow of the Earth; else, \( F_{av} > 0 \).

\[
F_{av} = 0 \quad \text{in the shadow of the Earth; else, } F_{av} > 0.
\]

**Figure 3.** Low-thrust orbit-raising maneuver modeled as a sequence of optimization sub-problems.

### 2.3. Solar Array Degradation

The maximum thrust generated by the electric propulsion system is dependent on the power available from the solar array for the transfers. However, note that the power available \( P \) is actually a function of the radiation dose encountered by the satellite during the transfer because the impacting charge particles in the Van Allen radiation belts degrade the solar panels. To this end, let us consider that the spacecraft starts with a solar array beginning-of-life power of \( P_0 \). Let the power at the end of the \( k \)-th revolution is given by \( P_k \), where \( k \geq 1 \). The degradation of the solar array is given by the following equation [47–49]:

\[
P_k = P_{k-1} - A' - C \log_{10} \left( 1 + \frac{D_k}{D_x} \right),
\]

where \( D_k \) is the displacement damage dose due to the charge particles impacting on the solar panels during the revolution, while \( A' \), \( C \), and \( D_x \) are empirically derived constants for specific type of solar cell that the power-generating array is made of. Among the charged particles, the protons do considerably more damage than electrons [50]. Hence, in the context of this paper, we consider \( D_k \) to indicate the radiation dose due to protons. Under these considerations, the maximum thrust available during the Sun-lit portion of the \( k \)-th revolution can then be written as follows:

\[
F_{av,k} = \frac{2 \eta_p P_k}{g_0 l_{sp}},
\]

where \( P_k \) is the power available from the solar arrays, \( \eta_p \) is the propulsion efficiency, \( g_0 \) is the acceleration due to gravity at the surface of the Earth, and \( l_{sp} \) is the specific impulse of the propulsion system.

### 3. Methodology

In this section, we develop a methodology to determine the thrust magnitude and direction for reaching the GEO from the initial orbit. The following subsections outline the optimization framework to generate low-thrust trajectories to the GEO, with the ability to allow for coasting based on relative thrust efficiency and also predict the power degradation after each revolution due to the radiation.

#### 3.1. Fast and Slow Variable Considerations

The dynamic model described in the previous section are differential equations with respect to time. However, for the purpose of optimization, we reformulate the spacecraft dynamics as a set of differential equations representing the rate of change of slow variables with respect to the fast variable \( \phi \), as given below [39]:

\[
\frac{d}{d\phi} \begin{bmatrix} h & h_x & h_y & e_x & e_y \end{bmatrix}^T = \frac{1}{\phi} \begin{bmatrix} h & h_x & h_y & e_x & e_y \end{bmatrix}^T
\]

(7)
From Equation (1), we can see that the rate of change of angle $\phi$ with respect to time only depends on $F_h$ component of the thrust force acting on the spacecraft. We linearize the dynamic equations with respect to the out-of-plane thrust force component $F_h$. We then obtain the following equations that represent the rate of change of spacecraft states (slow variables) with respect to the angle $\phi$ \[39\]:

$$
\begin{bmatrix}
\frac{dh}{d\phi} \\
\frac{dh_X}{d\phi} \\
\frac{dh_Y}{d\phi} \\
\frac{dh_x}{d\phi} \\
\frac{dh_y}{d\phi}
\end{bmatrix} \approx \frac{h^3}{\mu^2 B^2} C \begin{bmatrix} F_r \\ F_N \\ F_h \end{bmatrix} + \frac{h^7 h_Y \sin \phi}{m \mu^5 \sqrt{h^2 - h_i^2 B^5}} C \begin{bmatrix} F_r F_h \\ F_N F_h \\ F_h^2 \end{bmatrix}
$$

\[ (8) \]

3.2. Direct Transcription and Collocation

The optimization sub-problem is solved over each revolution, utilizing direct transcription and collocation. The trajectory for the $k$-th revolution is discretized into $(n-1)$ segments utilizing $n$ nodes. The first-order differential equations \[7\] with respect to the angle $\phi$ represent the spacecraft dynamics under the action of the thrust force are converted into a set of algebraic equations using the trapezoidal rule. The change in the states after one complete revolution are calculated by summing the change of states across all segments, as given below \[39\]:

$$
\begin{bmatrix}
\hat{h}_{x_{i+1}} \\
\hat{h}_{x_{i+1}} \\
\hat{h}_{y_{i+1}} \\
\hat{e}_{x_{i+1}} \\
\hat{e}_{y_{i+1}}
\end{bmatrix} \approx \frac{\Phi_{i+1} - \Phi_i}{2} \begin{bmatrix}
\frac{dh}{d\phi} \\
\frac{dh}{d\phi} \\
\frac{dh}{d\phi} \\
\frac{dh}{d\phi} \\
\frac{dh}{d\phi}
\end{bmatrix} + \sum_{j=1}^{n-1} \begin{bmatrix}
\frac{dh}{d\phi} \\
\frac{dh}{d\phi} \\
\frac{dh}{d\phi} \\
\frac{dh}{d\phi} \\
\frac{dh}{d\phi}
\end{bmatrix}_{j+1}
$$

\[ (9) \]

Using Equation \[9\], the change in orbital states over each segment of the orbit for one revolution are calculated. The change in the states after one complete revolution are calculated by summing the change of states across all segments, as given below \[39\]:

$$
\begin{bmatrix}
h \\
h_X \\
h_Y \\
e_x \\
e_y
\end{bmatrix}_E N D = \begin{bmatrix}
h \\
h_X \\
h_Y \\
e_x \\
e_y
\end{bmatrix}_E N D + \sum_{j=1}^{n-1} \begin{bmatrix}
\hat{h}_{x_{i+1}} \\
\hat{h}_{x_{i+1}} \\
\hat{h}_{y_{i+1}} \\
\hat{e}_{x_{i+1}} \\
\hat{e}_{y_{i+1}}
\end{bmatrix}_j
$$

\[ (10) \]

During the revolution, the magnitude of thrust generated is determined by the consideration of eclipses and the evaluation of the thruster efficiency, while the thrust direction (given by angles $\alpha$ and $\beta$) is determined by solving the optimization sub-problem.

3.3. Trajectory Segments in Eclipses

During the transfer, whenever the spacecraft passes through the shadow of the Earth, it coasts in the absence of solar power to drive the onboard electric propulsion system. Hence, we need to identify the trajectory segments which are in the shadow of the Earth. We assume that the geometry of the shadow to be an infinitely long cylinder, with the radius being equal to that of the Earth. In this paper, we ignore the rotation of the Earth about the Sun, thereby assuming that the orientation of the eclipse does not change over time. To determine the trajectory segments that are in the shadow of the Earth, the inertial positional coordinates are computed at each node: with X-component being $X_j$, Y-component being $Y_j$ and Z-component being $Z_j$, and calculated for all nodes $j \in (1,2,...,n)$ during the
revolution under consideration. Subsequently, we denote the set of segments that are in eclipses by \( T_E \) and define it as follows \([39]\):

\[
T_E = \{ X_j, X_{j+1} > 0 \text{ and } Y_j^2 + Z_j^2, Y_{j+1}^2 + Z_{j+1}^2 \leq R_E^2 \} \mid [X_j Y_j Z_j]^T \in \mathbb{R}^3 \forall j \in (1, 2, ..., n - 1)
\] (11)

Segments that belong to the set \( T_E \) have zero thrust and the rate of change of states \( x \) of the spacecraft across these segments is considered to be zero.

### 3.4. Relative Thrust Efficiency

The relative thrust efficiency helps identify the segments of the discretized trajectory, where the spacecraft should coast (meaning that the thrust magnitude is zero). The trajectory over that segment is a conic section in the absence of orbital perturbations. The thruster efficiency is a measure of how effectively thrust force can influence the rate of change of the objective function. To this end, let us associate with each node the function \( f \) that provides the measure of the objective function computed at that node (instead of at the end of the revolution):

\[
f_j = \min \left( w_1 (h_j - h_{GEO})^2 + w_2 (h_{Xj} + h_{Yj})^2 + w_3 (e_{xj} + e_{yj})^2 \right)
\] (12)

The function \( f \) is determined for each node within the optimization sub-problem and the objective function of the optimization sub-problem given in Equation (4) is determined at the end of the each revolution. The rate of change of the function \( f \) across the segment \([j, j+1]\) of the discretized trajectory is given by:

\[
f_j' \approx \frac{f_{j+1} - f_j}{\Phi_{j+1} - \Phi_j}
\] (13)

The minimum and maximum rate of change of the function, taking into account all segments along the discretized trajectory over the revolution, can then be written as follows:

\[
f_{\min}' = \min_j f_j', \quad f_{\max}' = \max_j f_j'.
\] (14)

The thrust efficiency is a measure of how well the thrust impacts the change in the objective function \( f \) by comparing the induced rate of change of the objective function \( f' \). Considering the above, we define the metric relative thrust efficiency for a segment \([j, j+1]\) as:

\[
\eta_{j,j+1} = \frac{f_j' - f_{\min}'}{f_{\max}' - f_{\min}'}.
\] (15)

We define a threshold value \( \eta_T \) for the thruster efficiency. If the \( \eta_{j,j+1} \) for the segment \([j, j+1]\) is less than the threshold value, that is, if \( \eta_{j,j+1} < \eta_T \), then the spacecraft will simply coast along the trajectory segment between the two nodes \( j \) and \( j + 1 \). The relative thrust efficiency values range between 0 and 1. The set \( T_\eta \) is then formed by identifying the segments where the spacecraft should coast, based on the user-defined threshold value of relative thrust efficiency \( \eta_T \), as shown below:

\[
T_\eta = \{ (j, j+1) \mid \eta_{j,j+1} < \eta_T, \ \eta_{j,j+1} \in [0, 1] \}, \text{ where } j \in \{1, 2, ..., n - 1\}.
\] (16)

### 3.5. Optimization Sub-Problem

For the \( k \)-th revolution under consideration, the spacecraft thrust magnitude is determined by checking eclipse and thruster efficiency constraints. Specifically, the spacecraft thrusts in a segment where there is no eclipse and relative thrust efficiency is greater than the relative thrust efficiency
threshold \((\eta_7)\). The spacecraft coasts along the remaining segments during that revolution. The thrust scheme can therefore be summarized as follows:

\[
F_{j,k+1} = \begin{cases} 
0, & \text{if the segment } (j, j+1) \in T_E \cup T_H, \\
F_{aw,k}, & \text{otherwise.} 
\end{cases} 
\] (17)

The set \(T_E\) of segments that remain in the eclipse are identified and the optimization sub-problem is solved using Matlab \(fminunc\) in order to identify the angles \(\alpha\) and \(\beta\) for each Sun-lit segment on the trajectory. Next, the relative thrust efficiency is evaluated at all nodes and the set \(T_H\) of segments where the spacecraft should not thrust are identified. We then determine the thrust magnitude across all segments using Equation (17). The computed state variables \(x\) at the end of the revolution serve as the starting conditions for the optimization sub-problem for the \(k+1\) revolution. Note that the mass of the spacecraft at the end of the revolution can be written as follows [39]:

\[
m_{END} = m - \frac{E_1}{2\eta_y}\sum_{j,j+1\in T_E \cup T_H} \left( \frac{k_3^3}{J_2^2} \beta_j + \frac{k_3^3}{J_2^2} \beta_{j+1} + \frac{h^7 b_2 \sin \phi \sin \beta_j}{m^2 \sqrt{h^2 - h_2^2} \beta_j^3} + \frac{h^7 b_2 \sin \phi \sin \beta_{j+1}}{m^2 \sqrt{h^2 - h_2^2} \beta_{j+1}^3} \right) \] (18)

3.6. Neural Network for Predicting Power Loss

We propose to use an artificial neural network (ANN) to predict the power loss during each revolution of the low-thrust orbit-raising trajectory. An ANN is primarily a modelling technique that correlates various input and output data by changing the associated weights until a desired performance goal is met. Key parameters for developing an ANN are the number of hidden layers, number of neurons in the hidden layer and the activation functions used for normalizing the training data. The input to the neural network is given by set of the orbital elements \(z = [a, e, i]\) that can be derived from the state variables utilized in this paper. The output of the neural network is considered to be the power degradation due to radiation dose experienced by a spacecraft during one time period, considering a specific type of solar cell technology, as well as the type and amount of shielding for the solar arrays. For a network with a single hidden layer as shown in Figure 4, the predicted single output or power loss due to degradation in our case is defined as:

\[
\hat{P}_D = f_2 (f_1 (H_1 z + b_1) + b_2), 
\] (19)

where \(H_1\) and \(H_2\) are weight matrices associated with input-hidden layer and hidden-output layer, respectively. These matrices have dimensions of \(n_h \times m_i\) and \(1 \times n_h\), respectively. Here, \(m_i\) is the number of inputs and \(n_h\) is the number of nodes in the hidden layer, \(b_1\) is the bias matrix of the hidden layer with dimensions \(n_h \times 1\), \(b_2\) is a bias term for the output layer and is a scalar because the ANN has only one output, \(f_1\) and \(f_2\) represent the activation functions used for the hidden and output layers, respectively. The activation functions provide element-wise nonlinearities to the network [45]. There are various types of activation functions such as sigmoid, ReLU, tanh, etc., which are chosen based on the complexity of the data being trained. The characteristics of the network depends on the associated weights between the neurons of two consecutive layers. At first, the inputs are propagated through the network layers with initial weights to obtain an output. Based on the error between the predicted and the desired target output, the weights are updated after each iteration through back-propagation until the error is minimized or reaches a predetermined limit. In general, the mean squared error is considered as the measuring tool for network performance, where

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (\hat{P}_{Di} - P_{Di})^2. 
\] (20)

Here, \(\hat{P}_{Di}\) and \(P_{Di}\) are the predicted and actual output values (power loss due to solar array degradation) respectively for the \(i\)-th training data point, with \(n\) being the total training points.
The training is stopped after the defined performance criteria is met, that is, the mean-square error is within a preset tolerance value.

![Diagram of a generalized artificial neural network architecture with a single hidden layer.](image)

**Figure 4.** A generalized artificial neural network architecture with a single hidden layer.

### 3.7. Neural Network Training of Radiation Data

In this section, the neural network training of the radiation data obtained from the AE9/AP9 tool, SPENVIS, and the overall training method is discussed. The training procedure begins with the creation of the power loss database due to proton dose. In our study for a test case scenario of GTO to GEO transfer, a small database is created depicting the power degradation for proton dose while varying the semi-major axis ($a$), eccentricity ($e$), and orbit inclination ($i$). The AE9/AP9 tool which is developed by the Air Force Research Laboratory (AFRL) is utilized alongside the SPENVIS tool developed by the European Space Agency (ESA) to create the database for proton dose and corresponding power degradation. In the AE9/AP9 tool, classical orbital elements are used to specify the orbits and ephemeris time range is taken as one day (1 March 2020 to 2 March 2020). Twenty-five different proton energy levels ranging from 0.1–2000 MeV are used for computing the proton dose. The models are run in perturbed mean mode with 95 percent setting for all energy levels. Shield material is selected as silicon dioxide with a depth of 4 mils. The database consisted of GTO with 24 different eccentricities and orbital altitudes while varying the inclination. With proton dose being calculated for the different orbits, we can estimate the solar cell power degradation using Equation (5). To this end, we assumed the cells to be ‘Azur 3G30’, a third generation triple junction (GaInP/GaAs/Ge) based semiconductor cell. Note here that the type of material of the solar cells and their shielding affect the radiation dose incurred during the transfer. Different materials are in use or are in development for onboard application [51,52]; the material used here represents state-of-the-art solar cell technology. A change in the material will require new training of the neural network; however, the methodology proposed here will remain the same. The empirical constants $A'$, $C$, and $D_x$ for the triple junction solar cell, under consideration in this paper, are found to be 1, 0.306, and $3.63 \times 10^9$ MeV/g, respectively [53]. For orbits with high altitudes, damage dose will start to decrease as the inner Van Allen belt is mostly prominent in the vicinity of LEO and MEO. For predicting the power loss due to radiation, the ANN was created using nntool toolbox of Matlab software.
The radiation database input is taken in the form of \((3 \times 1)\) matrix of \(a, e,\) and \(i\) for 24 different orbits. The range of orbital eccentricities is taken between 0 to 0.73 while the inclination is varied across 0 to 30 degrees. The perigee altitude for the orbits ranged from 250 km to 35,786 km, while, for apogee altitude, it ranged between 35,786 km and 41,500 km. From the neural network architecture, as shown in Figure 5, we can define the dimensions of the weight and bias matrices. For our network, the weight matrices \(H_1, H_2\) had dimensions of \((10 \times 3)\) and \((1 \times 10)\), respectively, whereas the bias \(b_1, b_2\) has dimensions of \((10 \times 1)\) and \((1 \times 1)\). For the scale of the database under consideration, one hidden layer consisting of 10 neurons is sufficient. The generated database is eventually categorized into three sets to train the ANN: 70 percent being considered for training, 15 percent for testing, and the remaining 15 percent for validation. For normalizing the data, activation function softmax is selected for the hidden layer while it is considered to be tanh for the output layer. The Levenberg–Marquardt optimizer is used as training algorithm due to its rapid convergence rate [54]. Mean squared error is considered as the performance measuring tool of the network. In this case, the MSE turned out to be 0.001 which indicates that the data were well trained.

![Figure 5. Schematic of the artificial neural network architecture used for the study.](image)

3.8. Optimization Tool Flow Chart

Figure 6 summarizes the developed optimization methodology. The spacecraft initial states are converted to the dynamic coordinates, from which the spacecraft trajectory is constructed by solving a sequence of optimization sub-problems. For each sub-problem, the segments within which the spacecraft is in the shadow of the earth is determined and the thrust available over these segments is set to zero. Each optimization sub-problem is solved using Matlab to determine the control variables \(\alpha\) and \(\beta\) for each segment where the available thrust is positive. Next, inspection of thruster efficiency over the segments of the trajectory identifies when the spacecraft should turn off the thrusters to reduce the fuel expenditure. We then compute the end states of the spacecraft by summing up the effect of thrust force (magnitude and direction) over all segments. At the end of each revolution, the states of the spacecraft are used to determine the power degradation of solar cells using the neural network, and thereby the available thrust for the next revolution. The sequence of optimization sub-problems is solved until the terminal conditions are satisfied.
4. Numerical Results

In this section, the simulations with different initial conditions are used to compare the effect of various parameters associated with the algorithm. All the simulations are done by non-denormalizing the states of the spacecraft. The non-dimensional distance unit (1 DU) is equal to the radius of the GEO. The time unit (1 TU) is computed such that the gravitational constant is $1 DU^3/1TU^2$. The mass unit (1 MU) is set to the initial mass of the spacecraft. The objective function is minimized using the `fminunc` solver of MatLab. The optimization solver is run using the quasi-Newtonian algorithm for smaller computational times, but, in the final revolutions when the spacecraft is close to the GEO, the algorithm may fail to satisfy the end constraints and start oscillating. To avoid these oscillations, the optimization solver algorithm is switched to the Trust-Region algorithm when the spacecraft is close to the GEO. The initial mass of the spacecraft is 5000 kg and has an engine that has four BPT-4000 thrusters firing simultaneously providing a maximum thrust capacity of 1.16 N with a specific impulse of 1788 s. Note that the radiation damage in Van Allen belts will change this thrust capability as the transfer progresses. The simulation with no coasting is done with the spacecraft thrusting everywhere except for the eclipse portion of the orbit. The relative thrust efficiency for the thrusting mode simulation is set to 0.05, that is, the spacecraft does not thrust in the portion of the orbit where the relative thrust
efficiency is less than 0.05 and in eclipses. All the algorithms are run on a machine using macOS Catalina on Intel i9 2.3 GHz processor (Wichita, KS, USA) with 8 Cores and 16 GB RAM.

4.1. Transfer from GT0 to GEO

In this case, we use the GTO with perigee altitude of 250 km and inclination of 28.5 deg as the initial orbit. The time of the transfer has increased from 155.91 days to 160.81 days with allowance for coasting. The final mass of the spacecraft with no coasting was 4132.28 kg, whereas with coasting, it has increased to 4140.35 kg. The spacecraft has arrived in the final orbit making 225 revolutions with thrusting continuously except for eclipses and made 232 revolutions with coasting. The computational time for the algorithm with coasting mode on is 7.87 s that is slightly higher than the computational time of 7.81 s with coasting mode off. This increase in the computational time is for the additional computation of rate of change of objective function for the coasting mode on and for the additional optimization sub-problems solved for the transfer with an increase in the number of revolutions for the entire trajectory with the coasting. Results from the trajectory optimization algorithm are compared for coasting and no-coasting modes in Table 1.

Table 1. Algorithm performance comparison for coasting ON/OFF modes for GTO to GEO transfer.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Coasting-ON</th>
<th>Coasting-OFF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final Mass</td>
<td>4140.35 kg</td>
<td>4134.28 kg</td>
</tr>
<tr>
<td>Transfer Time</td>
<td>160.81 days</td>
<td>155.91 days</td>
</tr>
<tr>
<td>Revolutions</td>
<td>232</td>
<td>225</td>
</tr>
<tr>
<td>Computational Time</td>
<td>7.87 s</td>
<td>7.81 s</td>
</tr>
</tbody>
</table>

In Figure 7, the trajectories and the optimal control angles of the spacecraft from GTO to GEO with both coasting ON/OFF are shown. The red color portion of the trajectory is where the spacecraft is coasting and the blue portion of the orbit is where the spacecraft is in the shadow of the Earth. The spacecraft thrusts in the black portion of the trajectory. The various osculating orbital parameters of the spacecraft with coasting ON/OFF at the end of each revolution are compared in Figure 8.

Figure 7. Cont.
Figure 7. Trajectory and control angles of GTO-GEO.

Figure 8. Cont.
The plots for $\alpha$ and $\beta$ angles in Figure 7 fluctuate between $-\pi$ to $\pi$. If the attitude dynamics and control system (ADCS) of the satellite are in charge of the thrust vectoring of the spacecraft, then it is important to investigate the variation of the control angles with respect to time, and ensure the changes are not drastic. Hence, we consider the change in angles $\alpha$ and $\beta$ for continuously thrusting spacecraft over two revolutions; these variations are depicted in Figure 9. The change in $\alpha$ is always smooth as $-\pi$ and $\pi$ are the same physically. In the case of $\beta$, there is a change in the angle from $-\pi/2$ to $\pi/2$. However, this change takes place over time in the magnitude of hours, allowing for enough time to ensure requisite thrust vectoring.

4.2. Transfer from Sub-GTO to GEO

In this example, the Sub-GTO with a perigee altitude of 250 km and inclination of 28.5 deg is used as the initial orbit for the simulation. Similar to the previous example, this simulation also compares spacecraft trajectories with coasting when the relative thrust efficiency is below 0.05 and no coasting at all. In this simulation, it is observed that with the coasting the transfer time and revolutions made for the entire transfer increase as expected, but the final mass of the spacecraft has decreased slightly. Without coasting, the spacecraft final mass was 4105.74 kg, and, with coasting, the mass has decreased to 4104.83 kg. Note that the coasting strategy of spacecraft is evaluated during each revolution aimed at reducing the fuel expenditure for that revolution. However, the coasting also increases the number of revolutions made by the spacecraft considering the entire transfer; this leads to a slight decrease
in the final mass of the spacecraft in some values of the relative thrust efficiency threshold values, and is further analyzed in Section 4.4. The transfer time with coasting is 167.55 days, while, without coasting, the spacecraft completes the transfer in 161.60 days. The transfer with coasting has made 276 revolutions and, without coasting, 265 revolutions are made. The computational time for the algorithm with coasting mode off is 9.30 s. The computational time of the algorithm with coasting being 10.39 s is more compared to the computational time of the algorithm with no coasting for the same reasons as discussed in Section 4.1. Table 2 shows the comparison of algorithm performance parameters for coasting ON/OFF modes.

Table 2. Algorithm performance comparison for coasting ON/OFF modes for Sub-GTO to GEO transfer.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Coasting-ON</th>
<th>Coasting-OFF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final Mass</td>
<td>4104.83 kg</td>
<td>4105.74 kg</td>
</tr>
<tr>
<td>Transfer Time</td>
<td>167.55 days</td>
<td>161.60 days</td>
</tr>
<tr>
<td>Revolutions</td>
<td>276</td>
<td>265</td>
</tr>
<tr>
<td>Computational Time</td>
<td>10.39 s</td>
<td>9.30 s</td>
</tr>
</tbody>
</table>

The trajectories and the control angles of the spacecraft from Sub-GTO to GEO with both coasting ON/OFF are shown in Figure 10. Similar to the previous simulation, the red color portion of the trajectory is for coasting and the blue portion of the orbit is for the eclipse. The spacecraft thrusts in the black portion of the trajectory. Figure 11 depicts various osculating orbital parameters of the spacecraft with coasting ON/OFF.
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4.3. Transfer from Super-GTO to GEO

In this simulation, initial orbit is considered as the super-GTO with perigee altitude of 250 km and inclination of 28.5 deg. The final mass of the spacecraft with coasting is 4175.53 kg and without coasting
the spacecraft reaches the GEO with a final mass of 4165.99 kg. The entire transfer took 154.15 days with coasting and 150.08 days without coasting to complete. The spacecraft has done 192 revolutions while coasting and 193 revolutions without coasting before reaching their desired terminal states. The revolution made by the spacecraft without coasting is higher than when it was coasting, but the final transfer time is greater for the case when the spacecraft is coasting. The computational time for the super-GTO case is less than the above two simulations since the total number of optimization sub-problems to solve are less in number. Algorithm performance results in Table 3 provide the comparison for coasting ON/OFF modes of the transfer.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Coasting-ON</th>
<th>Coasting-OFF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final Mass</td>
<td>4175.53 kg</td>
<td>4165.99 kg</td>
</tr>
<tr>
<td>Transfer Time</td>
<td>154.15 days</td>
<td>150.08 days</td>
</tr>
<tr>
<td>Revolutions</td>
<td>192</td>
<td>193</td>
</tr>
<tr>
<td>Computational Time</td>
<td>5.6 s</td>
<td>5.23 s</td>
</tr>
</tbody>
</table>

The trajectories and the control angles of the spacecraft from Super-GTO to GEO with both coasting ON/OFF are shown in Figure 12. As mentioned above, the red color portion of the trajectory is where the spacecraft is coasting and the blue portion of the orbit is where the spacecraft is in the shadow of the Earth. The spacecraft thrusts in the black portion of the trajectory. The various osculating orbital parameters of the spacecraft with coasting ON/OFF modes are compared in Figure 13.

![Figure 12. Cont.](image-url)
Figure 12. Trajectory and control angles of Super-GTO to GEO transfer.

(a) Semi-major axis with coasting-on/off
(b) Radius with coasting-on/off
(c) Eccentricity with coasting-on/off
(d) Inclination with coasting-on/off

Figure 13. Osculating orbital elements of Super-GTO to GEO trajectory.
4.4. Variations with Respect to the Thrust Efficiency Threshold

In this section, we discuss the variations of the algorithm’s performance parameters when coasting mode is ON with respect to the thrust efficiency threshold. The simulations are done by varying the thrust efficiency threshold values at a step of 0.1 from 0 to 0.9. In each case, the spacecraft thrusts in the portion of the orbit where the rate of change of the objective function is greater than the thrust efficiency threshold considered for that simulation. Figure 14 shows the corresponding plots of algorithm performance parameters with respect to the relative thrust efficiency threshold for transfers to GEO from GTO, Sub-GTO, and Super-GTO as initial orbits. The transfer time and the number of revolutions in the entire trajectory increase with the relative thrust efficiency threshold as expected. The final mass of the spacecraft tends to increase with the relative thrust efficiency threshold value. However, in some cases, the final mass of the spacecraft reduces with a slight increase in the relative thrust efficiency threshold. This is because the relative thrust efficiency threshold determines the coasting portions of the orbit for each revolution. This will minimize fuel spent by the spacecraft for that revolution, but it will also make the spacecraft do more revolutions to reach the final orbit. In some cases, the fuel spent by the spacecraft for thrusting those extra revolutions is more than the fuel saved due to the coasting. The analysis shown here can help us understand in choosing the user-defined relative thrust efficiency threshold value for the low thrust orbit raising trajectory design.

(a) Transfer Time

(b) Revolutions

(c) Final mass

(d) Computational time

Figure 14. Performance parameters with coasting ON with respect to the thrust efficiency threshold.
4.5. Power Degradation Due to Radiation

In this section, power degradation due to radiation effect on the solar arrays of the spacecraft with 4 mil shielding, predicted by the neural network is analyzed. To this end, the trajectories to GEO from GTO with a perigee altitude of 250 km and inclination of 28.5 deg are determined with degrading thrust due to radiation and the coasting-ON. The transfer time with the degrading thrust is increased to 188.72 days from 160.81 days. The decrease in the thrust makes the spacecraft less maneuverable and increases the time to reach GEO. The final mass of the spacecraft with degrading thrust is 4131.91 kg and with constant thrust is 4140.35 kg. The spacecraft made 267 revolutions before reaching the GEO with degrading thrust due to the radiation and 232 revolutions with constant thrust. In both simulations, the spacecraft is coasting with the relative thrust efficiency threshold value set as 0.05. Important parameters of the trajectory optimization algorithm are compared for constant and degrading thrust in Table 4.

Table 4. Algorithm performance comparison with neural network and coasting mode ON for GTO to GEO transfer.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Constant Thrust</th>
<th>Degrading Thrust</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final Mass</td>
<td>4140.35 kg</td>
<td>4131.91 kg</td>
</tr>
<tr>
<td>Transfer Time</td>
<td>160.81 days</td>
<td>188.72 days</td>
</tr>
<tr>
<td>Revolutions</td>
<td>232</td>
<td>267</td>
</tr>
</tbody>
</table>

The trajectories and the control angles of the spacecraft from GTO to GEO with coasting ON using constant and degrading thrusts are shown in Figure 15. The red color portion of the trajectory is for coasting and the blue portion of the orbit is for the eclipse. The spacecraft thrusts in the black portion of the trajectory. The portions of the orbit where the spacecraft coasts are similar for both the cases irrespective of the magnitude of thrust available to the spacecraft. Figure 16 compares various osculating orbital parameters of the spacecraft for constant and degrading thrusts.

Figure 17 shows the power degradation prediction of the neural network from GTO to GEO with respect to the transfer time. Initially, the power degradation is high as the spacecraft passes through the Van-Allen belts and, when the spacecraft reaches higher altitudes, the power remains almost the same. The available power is degraded by approximately 20 percent by the time the spacecraft reaches GEO. The transfer time has increased compared to the transfer to GEO without power degradation due to the decrease in the available thrust with each revolution. The power degradation due to radiation is compared with a similar orbit-raising mission scenario presented in Ref. [53], in which case the remaining power after the transfer turned out to be 81.9 percent of the beginning-of-life power. Our degradation computation is close (79.98 percent), and the difference is likely due to the difference in maneuvering strategies.

We now consider a variety of orbit-raising mission scenarios to investigate the average power degradation for each revolution defined as the ratio of total power degradation during the transfer to the number of revolutions made by the spacecraft before it passes through the Van Allen radiation belts. Figure 17 shows the increase in the transfer time by considering the average power degradation for each revolution until the spacecraft passes through the Van Allen radiation belts for transfers from GTO, Sub-GTO, and Super-GTO. The plot shows that the average power degradation is lower when the spacecraft starts the transfer from super-GTO, owing to comparatively larger portion of each revolution being outside the most hazardous parts of the Van Allen belts.
Figure 15. Trajectory and control angles of GTO-GEO with coasting ON.
Figure 16. Osculating orbital elements of GTO-GEO trajectory with coasting ON.

(a) Semi-major axis with constant and degrading Thrust  
(b) Radius with constant and degrading Thrust

(c) Eccentricity with constant and degrading Thrust  
(d) Inclination with constant and degrading Thrust

Figure 17. (a) power degradation predicted using neural network; (b) transfer time vs. average power degradation for each revolution.
5. Conclusions

In this paper, we consider geocentric electric orbit-raising problem, modeled as a sequence of orbit-raising sub-problems, with the goal of the minimizing the deviation from the geosynchronous equatorial orbit in each revolution. The use of a recently developed model for the spacecraft translational dynamics, along with the sequential optimization procedure, allows for fast and robust computation of orbit-raising trajectories. This paper extended the mathematical formulation in two different ways: allowance for coasting beyond the shadow of the Earth and provision of computation of power loss of the solar arrays and thereby the available thrust for the remaining part of the transfer. The first extension is performed by incorporating the concept of thruster efficiency within the optimization sub-problem; a threshold on the thruster efficiency allows for the identification of trajectory segments, outside the shadow of the Earth, where the spacecraft coasts. The second extension incorporates an artificial neural network within the optimization framework; this neural network computes the solar array power loss after the end of a revolution, and updates the available thrust for the next revolution of the transfer. The neural network is trained offline on AP9 and SPENVIS generated data for different orbits. AP9 provides the incident proton spectra along these orbits, and SPENVIS utilizes the non-ionizing energy loss calculations to compute the displacement damage dose, and therefore the power loss. A variety of orbit-raising mission scenarios starting from different geosynchronous transfer orbits (GTO) have been considered to investigate the effects of thruster efficiency on the mass of the deployed satellite and the transfer time of the orbit-raising maneuver. We also studied the average power degradation encountered during the transfer from these various orbits. It was found that transfers starting from super-GTO result in smaller fuel expenditure (larger deployed mass) and lower average power degradation compared to the GTO and sub-GTO counterparts. Importantly, the use of a neural network to compute the power loss has minimal impact on the computational time for the overall trajectory design. In fact, numerical simulations for the considered mission scenarios demonstrate that the proposed extensions do not impede the fast and robust nature of the tool under consideration.
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