Abstract: The adoption of hybrid-electric aircraft is expected to have a considerable impact on airport operations, with the need of new infrastructural requirements to support electric-powered fleets. In particular, battery-charging requirements shall play a decisive role. Preliminary investigations useful to perform scenario studies for the future implementation of electric-powered aviation can take advantage of the ARES methodology presented here, which provides the optimal solution to the sizing of airport battery recharging infrastructures. Based on the flight schedule and on the specifications of the aircraft fleet and the charging equipment, the solution assesses the number and type of charging points, the related electrical consumption in terms of energy and power, and further information needed to guarantee the required operational level while minimizing the procurement and operating costs. The method allows considering and comparing two charging strategies: plug-in recharge and battery swapping. Energy price variation in time is also taken into account and a full description of the optimal time scheduling of recharging operations is provided. Application studies to the reconfiguration of two existing aerodromes, a General Aviation airport and a large regional hub, are discussed, showing the potential of the proposed approach.
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1. Introduction

In recent years, the much-felt need to mitigate global climate change has been driving aeronautical institutions and stakeholders to formulate aspirational programmes, such as the Flightpath 2050 by ACARE (Advisory Council for Aeronautics Research in Europe) [1] and similar actions that have been announced by ICAO, IATA, and NASA [2–4]. To fulfil these long-term reduction emission goals, new electrically-powered aircraft propulsion systems are being investigated, according to multiple architectures [5,6]. For propeller-driven aircraft, application of Pure-Electric (PE) or Hybrid-Electric (HE) propulsion systems are considered. Typically, PE propulsion is considered to be based on a battery pack as the only energy source on board, while in HE propulsion another energy source is included. In serial HE architectures, the second energy source is some kind of fuel processed by a Power Generation System (PGS) that typically consists either in a thermal engine coupled with an electric generator (burning hydrocarbon fuel) or a fuel cell module (oxidizing hydrogen) [7–10].

The EU-funded H2020 project MAHEPA (Modular Approach to Hybrid-Electric Propulsion Architecture) is a peculiar example of an ambitious effort in which both variants of the serial HE architecture described above are developed to a high level of maturity, achieving the flight testing of both propulsion systems. This is being carried out at the moment of writing the present paper on two four-seat airplanes, the Pipistrel Panthera Hybrid and the Pipistrel/DLR Hy4, the latter being a new incarnation of the Green Flight Challenge winner Pipistrel Taurus G4 [11]. In the frame of MAHEPA, a great deal of research is...
carried out in providing estimations on the scalability of the developed technologies for application to the upper end of FAR-23/CS-23, and even FAR-25/CS-25 aircraft. This may lead regional air transportation to be the next application scenario for HE propulsion after the current activities targeting the General Aviation (GA) segment. In this regard, recent studies provide promising predictions for fuel reduction for commuter aircraft and narrow body liners [12]. Market studies concerned with the estimation of the potential passenger demand for short-haul air transportation have been recently carried out, up to providing the definition of optimal route networks aimed at capturing at best future opportunities arising by the enhancement of citizen mobility [13,14].

Despite the large amount of ongoing research related in HE propulsion and its applications, little information is available regarding the necessary infrastructure on the ground for the operation of electric-powered aircraft. Indeed, the existing airport framework was not designed for supporting the operations of this new type of aircraft and setting up an adequate ground infrastructure is necessary in view of a massive penetration of HE-based regional transportation [15]. Particularly, battery charging infrastructures will play a paramount role, given the need to support the timely recharge of large aircraft battery packs. This entails a need for an increased electric power supply in the reconfiguration of an existing airport. Therefore, the price of electric energy will represent a major cost to be taken into account, in addition to the acquisition and maintainance costs of the chargers. As the price at which energy is purchased is typically a function of time, often widely changing over a daily or weekly period, a smart scheduling of the recharging activities should be pursued to limit the energy supply cost.

These operations are clearly connected with the technological constraints inherent to available on-board systems and ground recharging facilities [16,17]. The latter can be reduced to two basic types [18]: Battery Plug-in Chargers (BPCs) and Battery Swapping Stations (BSSs). BPCs are conceptually similar to fuel-refilling stations. The large-scale diffusion of land Electric Vehicles (EVs) has pushed a capillary spread of fast or semi-fast BPCs. Many standards and connectors have been designed for the automotive field, such as SAEJ1772 (SAE International, Warrendale, PA, USA), CCS (Verein Deutscher Ingenieure, Düsseldorf, Germany), CHAdeMo (CHAdeMO Association, Tokyo, Japan) and Tesla Superchargers (Tesla Inc., Palo Alto, CA, USA). On the other hand, examples of aircraft charging operations for propulsive purposes are confined to a few models, such as the Pipistrel Alpha Electro and Velis Electro (Pipistrel Vertical Solutions, Ajdovščina, Slovenia) the latter being the first PE airplane ever type-certified [19]. The recharge happens through an external 60 kW Direct Current (DC) charger, that is able to recharge the battery in 15 min.

A major shortcoming associated with BPCs is the fact that heavier and higher-performing aircraft, such as today’s liners, would need amounts of battery energy in the order of some MWh (from 3.5 to 7 MWh are considered in [20] for an aircraft the weight of a B737-800, depending on the mission). This would translate into an unacceptably long recharging time, incompatible with the usual turnaround of a liner. The usual 90 kVA power lines and connectors currently deployed to supply aircraft systems on ground could be multiplied to increase power supply, but besides procurement cost for the hardware, this would impact on the peak power required from the grid. This is responsible for a significant part of the energy supply cost, together with the consumed energy amount. For example, in the current Italian energy supply scenario, the cost of allowed peak power for a typical user amounts to 20% of the overall electric energy cost.

An alternative to BPCs are BSSs, which allow recharging batteries while unplugged from the vehicle [21–23]. Provided a matching number of unplugged batteries is available, a smart scheduling of the recharge, simultaneously compatible with air operations and such to minimize power acquisition cost, can be envisaged. Clearly, batteries in excess with respect to the number of operating aircraft add to acquisition cost and to an increased logistic effort, since the batteries need to be transported from and to the aircraft, as well as safely stored after recharge and before being plugged in. Furthermore, similar to BPC, recharging power is limited for a single BSS, hence a high number of simultaneous battery
recharges would imply a large number of BSSs, with an ensuing effect on acquisition cost. In the automotive market, the current trend is favoring the application of BPCs, disregardng BSSs, an important factor being the similar life span of vehicle and battery pack. However, the future development of a transport aviation market may take advantage by the possibility of swapping batteries, providing pre-charged packs to HE liners in compliance with turnaround time requirements. An early example of considering swappable battery packs in the design of a transport aircraft is found in [24]. Naturally, in case the design solution involves a radical depart from classical architectures such as when using structural batteries (i.e., parts of the airframe load-bearing structure that are able to store electric energy), as proposed in [25], employing BPCs becomes necessary.

In this paper, a comprehensive approach for optimally sizing the battery recharging infrastructure at an airport is illustrated. The methodology is termed ARES (Airport Recharging Equipment Sizing) and, to the best of the authors’ knowledge, is the first such attempt in the literature [26]. The method starts from the knowledge of the airport flight scheduling and the composition and specifications of the aircraft fleet, to provide a complete solution in terms of number of batteries, chargers, and aircraft necessary to fulfil the required operations. The solution is derived from the minimization of the total expenditure, including procurement, maintainance, and electric energy costs, and provides a detailed description of the time scheduling of the recharging operations and the corresponding power and energy time histories for each charger involved.

After the detailed illustration of the ARES mathematical formulation, application studies to the reconfiguration of existing airports are provided. First, a GA airport is considered, as a representative of cases where a single company is simultaneously acting as ground operator and fleet owner. In such cases, most of the company activities consist of a flying school and the operations of the related fleet make for the major part of all operations at the airport. For such scenario, the study of fleet switching to innovative propulsion should take into account the procurement cost of new aircraft in the cost function, to grant the same operational level of a conventional fuel-burning fleet. Finally, a large airport hosting a sizeable regional traffic is considered. The fleet switching of propeller-driven regional fleets in the range from 40 to 70 passengers to HE aircraft represents a possible scenario for the next decades, investigated in the MAHEPA project as well as in other initiatives in Europe and worldwide. The interest in a serial HE propulsion for these future liners lies in the ability of this architecture to allow a PE flight mode, for example during terminal maneuvers, thus greatly reducing the acoustic footprint of departure and arrival operations [27,28], in addition to low-altitude chemical impact.

2. Materials and Methods

2.1. General

The ability of sizing the charging infrastructures for a given scheduling of aircraft movements at a given airport will represent a fundamental element in drafting future operational scenarios for future PE and HE air transportation. The problem involves a large number of variables and parameters, related to the type, cost, usage, and life duration of aircraft, batteries, charging devices, as well as to the characteristics of the electricity supply.

A feasible and reliable solution is sought here by casting this question as an optimization problem, by establishing an appropriate objective function to be minimized under all relevant constraints. The objective function is represented by the total cost related to battery charging operations. The constraints reflect aircraft, airport, and electric grid operational models, as well as technology limitations. The formulation is cast as a Mixed Integer Linear Programming (MILP) problem, where Boolean, integer and real variables are involved. This is applied to a given duration in time for which a detailed flight scheduling is known. The solution is provided as the optimal values of the number of needed charging devices, the number of necessary batteries, and the detailed time scheduling of the charging process.
The present formulation is inspired by the approach described in [21], where an optimization framework is set for automotive applications. However, as a result of the fundamentally different modes of operations of aircraft on scheduled flights when compared to land EV, the extension of the cited approach to airport operations implied a major reformulation involving almost all the ingredients of the MILP problem, from the definition of the cost function, to a large part of the necessary constraints. As an example of the numerous differences that naturally arise from the widely diverse fields of application, we remark that in [21], the operation of a BSS to support a fleet of ground vehicles is considered, according to a day-ahead scheduling process, including possible uncertainties in battery demand and in electricity price. The procurement cost of the BSS is not considered, as well as that of the EVs. In the present case, we consider both BSSs and BPCs as alternative to one another or in a mixed setting, including their procurement cost. Indeed, given the current uncertainty about the convenience of providing either plug-in recharge or battery swap, especially for larger aircraft models, we introduced the possibility to rely on both type of devices. The procurement cost of the airplanes is also included in the present formulation, as it may be of interest whenever the fleet is operated by the same company that manages the airport recharging infrastructures (as it may be for GA airports). Also, here the battery demand is known a priori, as it depends strictly on the flight schedule, which—contrary to private cars—is known ahead in detail. Therefore, we did not consider uncertainties in battery demand and, as all battery requests must be satisfied, a penalty for the inability to satisfy such demand is not necessary. Also, we did not consider uncertainties in electricity price.

Recently, an approach that shares many elements with the present one has been published [29]. Instead of using a MILP formulation, scheduling theory is employed to solve a similar problem. However, some differences in the framework can be seen: the solution is allowed to divert from the predetermined flight scheduling, only battery swapping is considered, only one type of battery is considered, some battery-related and aircraft-related constraints are relaxed, and the price of electricity is constant in time, so that minimizing the electricity cost equates to minimizing the peak-power draw.

2.2. Preliminary Definitions

In seeking for the minimum of the cost function $J$ as a function of an array of optimization variables $x$, the dynamics of the recharging operations are integrated over a time duration $L$, subdivided in a number of slots of length $l_t$, providing a discrete time grid for the problem. The set of all time slots is denoted by $T$ and each time slot is identified by the index $t \in T$. Therefore, $L = \Sigma_{t \in T} l_t$. The set of all batteries is denoted by $I$ and each battery is identified by the index $i \in I$. We consider that, in relation to the propulsive system, a single type of battery is embarked on each aircraft type and that for each battery type a specific charger type is needed. Therefore the set of all aircraft types is in a one-to-one relationship with battery types and charger types and is denoted by $G$, while each aircraft type/battery type/charger type is identified by the index $g \in G$.

The battery demand over time is defined by the flight scheduling at the airport, with the request for a fully charged battery pack before each take-off. It is conservatively assumed that the state of charge of depleted batteries after each flight amounts to the minimal admissible value. The cost function and constraint equations will be described in the following, together with the necessary provisions to set the problem in a MILP framework.

2.3. Cost Function

From the standpoint of an airport operator, the goal is to grant an assigned operational capability, to satisfy a given flight schedule, while minimizing procurement and operational costs. Therefore, the cost function $J$ is defined as the sum of all involved costs over the time duration $L$ as

$$J = C^e + C^p + C_{\text{BSS}} + C_{\text{BPC}} + C^b + C^a \quad (1)$$
where \( C_e \) represents the cost of the electric energy purchased from the grid, \( C_p \) the cost of the corresponding peak power, \( C_{\text{BSS}} \) and \( C_{\text{BPC}} \) the procurement costs of the BSSs and BPCs, \( C_b \) the cost of the batteries, and \( C_a \) the cost of the airplanes. The latter may or may not be included, according to the application, as it will be seen in the following application studies. Each cost component in Equation (1) is discussed below.

The cost of the energy supply \( C_e \) is bound to the energy amount \( E_t \) purchased from the grid in the time slot \( t \) and to the corresponding monetary value per energy unit \( \lambda_t \).

Due to the very low frequencies in the evolution of both quantities as functions of time (compared to a daytime scale), providing definitions in discrete time is more typical to this type of problem. Therefore, it is possible to write

\[
C_e = \sum_{t \in T} \lambda_t E_t, \quad (2)
\]

where the value of \( E_t \) represents the energy acquired in the current time slot \( t \).

The cost of peak power can be expressed as

\[
C_p = \max_{t \in T} \left( \frac{E_t}{l_t} \right) c_p \frac{d}{30} \quad (3)
\]

where the ratio \( E_t/l_t \) represents required power in the time slot \( t \), while \( c_p \) represents the cost per unit peak-power per month, and \( d \) the number of days in the considered analysis. This is simply the time duration expressed in days, so that \( d = L/1440 \), when \( L \) is given in minutes.

The procurement cost of the BSS can be written as

\[
C_{\text{BSS}} = \sum_{g \in G} N_{g}^{\text{BSS}} c_{g}^{\text{BSS}} d_{g}^{\text{BSS}}, \quad (4)
\]

where \( c_{g}^{\text{BSS}} \) is the acquisition cost per unit of the BSS and \( d_{g}^{\text{BSS}} \) the expected lifespan of the device, measured in days. Therefore, \( d/d_{g}^{\text{BSS}} \) represents the relative extension of the analysis over the expected lifespan of the device. The unit cost of the BSS can be defined, based on a technological regression, as a function of the BSS rated charging power \( p_{g}^{\text{BSS}} \):

\[
c_{g}^{\text{BSS}} = \left( a_1 \ln p_{g}^{\text{BSS}} - a_0 \right) \left( 1 + \chi_{g}^{\text{BSS}} \right), \quad (5)
\]

where the suggested values for the coefficients are \( a_1 = 14601 \) € and \( a_0 = 19968 \) € [30], while the coefficient \( \chi_{g}^{\text{BSS}} \geq 0 \) takes charger maintenance costs into account.

In a similar fashion, the procurement cost of the BPC can be written as

\[
C_{\text{BPC}} = \sum_{g \in G} N_{g}^{\text{BPC}} c_{g}^{\text{BPC}} d_{g}^{\text{BPC}}, \quad (6)
\]

where \( c_{g}^{\text{BPC}} \) is the acquisition cost per unit of the BPC and \( d_{g}^{\text{BPC}} \) the expected lifespan of the device, measured in days. The unit cost of the BPC can be defined in the same way as seen for the BSS, as a function of the BPC rated charging power \( p_{g}^{\text{BPC}} \).

The cost model for batteries provides the expression

\[
C_b = \sum_{g \in G} N_{g}^{b} c_{g}^{b}, \quad (7)
\]

where \( c_{g}^{b} \) is a weighted cost per battery. It should be noted that, theoretically, when considering a sufficiently long time frame for the cost computation, driving the number of total batteries to a minimum would not imply a lower overall battery cost, but only a lower initial procurement cost. A lower number of batteries would imply that each of
them should sustain more charge and discharge cycles. This in turn would decrease their life more rapidly, implying that more batteries would be needed in the long run, with an ensuing higher overall cost. On the other hand, a higher number of spare batteries would entail a higher initial procurement cost and their efficient use would be associated in turn to a higher number of charges. Therefore, the $C^b$ term makes sense only on a time frame sufficiently limited with respect to the battery lifespan. With this in mind, $c^b_{g}$ was written as

$$c^b_{g} = c^b_g \frac{d}{dS}$$

where $c^b_{g}$ is the cost per battery. The term $d/d_{g}$ represents the ratio between the length of the simulation and the expected battery life. The value of $d_{g}$ will influence the weight that the battery cost will have compared to the other terms of the cost function. The reasoning above does not take into account the problem of cell aging, in case the usage of the batteries is very prolonged in time. This does not happen in the application cases studied so far, as shown by the examples provided in Section 3, where the average battery replacement time is always well below two years. However, different approaches may be easily considered in case cell aging is of interest, such as changing the value of $d_{g}$, in order to drive the solution to an initial acquisition of less batteries to be replaced quickly as a result of a very frequent usage.

Finally, the aircraft procurement cost $C^a$, whenever necessary for the analysis, can be arranged similarly to Equations (4) and (6), that is proportional to the number of aircraft $N^a_{g}$ needed for the scheduled operations, yielding

$$C^a = \sum_{g \in G} N^a_{g} c^a_{g} \frac{d}{d_{g}}$$

where $c^a_{g}$ is the aircraft procurement cost per unit and $d_{g}$ the expected lifespan of the aircraft.

2.4. Constraints

The parameters influencing the components of the cost function need to satisfy an array of constraints, which reflect both technological limits and models of the recharging processes. As seen in the following, these constraints can be formalized as a set of 23 relations: 7 equations and 16 inequalities.

2.4.1. Battery State of Charge

The State Of Charge (SOC) $S_{i,t}$ of the $i$-th battery at time index $t$ should always range between a minimum $S_{g}^{min}$ and a maximum $S_{g}^{max}$, as required by the device own technology limitations. This is expressed by

$$\sum_{g \in G} s_{i,g} \left(1 - x_{i,t}^b - x_{i,t}^o\right) S_{g}^{min} \leq S_{i,t} \leq \sum_{g \in G} s_{i,g} \left(1 - x_{i,t}^b - x_{i,t}^o\right) S_{g}^{max},$$

where $s_{i,g}$ is a binary parameter indicating if the $i$-th battery is of type $g$:

$$s_{i,g} = \begin{cases} 
1, & \text{if battery } i \text{ is of type } g, \\
0, & \text{otherwise}.
\end{cases}$$

This allows to handle different types of battery technologies, represented by the $G$ set, each one employed—in principle—on a different type of airplane. The binary variable $x_{i,t}^o$ is active when a battery is currently in use on a flying airplane, while $x_{i,t}^b$ models other types
of unavailability, such as when a battery is disembarked from an airplane and transferred to a BSS:
\[ x_{i,t}^o = \begin{cases} 1, & \text{if battery } i \text{ is in use on an aircraft at time } t, \\ 0, & \text{otherwise,} \end{cases} \] (12)
\[ x_{i,t}^b = \begin{cases} 1, & \text{if battery } i \text{ is unavailable at time } t, \\ 0, & \text{otherwise.} \end{cases} \] (13)

Equation (10) shows that \( S_{i,t} = 0 \) when \( x_{i,t}^o \) or \( x_{i,t}^b \) are equal to one. Indeed, an unavailable battery can be seen as a battery with a zero SOC that cannot be recharged.

### 2.4.2. Battery Availability

The variables \( x_{i,t}^o \) and \( x_{i,t}^b \) are linked to a third binary variable \( x_{i,t} \), that becomes unitary when the \( i \)-th battery is requested at time \( t \):
\[ x_{i,t} = \begin{cases} 1, & \text{if battery } i \text{ is requested at time } t, \\ 0, & \text{otherwise.} \end{cases} \] (14)

All flights are supposed to last \( m \) time slots. When the \( i \)-th battery is not available because it is engaged in a flying aircraft, \( x_{i,t}^o \) must be equal to one for the entire length of the flight:
\[ x_{i,t}^o = x_{i,t-m} + x_{i,t-(m-1)} + \cdots + x_{i,t}. \] (15)

The battery becomes newly available for recharge when the flight mission ends, and the next equation is needed:
\[ x_{i,t+m}^b = x_{i,t}. \] (16)

In order to better illustrate the application of \( x_{i,t}^o, x_{i,t}^b \), and \( x_{i,t} \), an example is provided in Table 1, in the case of battery swapping. This refers to the case when the \( i \)-th battery is requested in the time slot \( t = 1 \) and a flight mission lasts \( m = 3 \) time slots.

<table>
<thead>
<tr>
<th>Phase</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( t )</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>( x_{i,t} )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( x_{i,t}^o )</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( x_{i,t}^b )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

A) The battery is charging in the BSS. B) The battery is requested and employed on an aircraft, the flight mission begins. C) The flight mission continues. D) The flight mission ends. E) The depleted battery is removed from the aircraft and brought to the BSS for recharging.

### 2.4.3. Battery Readiness for Use

Naturally, every battery must be fully charged before being employed on an aircraft. Hence, the following equation is needed:
\[ S_{i,t-1} \geq \sum_{g \in G} s_{i,g} x_{i,t}^o S_{i,t}^{max}. \] (17)

### 2.4.4. Battery State of Charge Congruence

Congruence must be imposed between every battery’s state of charge at the beginning and at the end of the simulation:
\[ S_{i,t=0} = S_{i,t=t_f}. \] (18)
2.4.5. Battery Charging Power

The battery charging rate cannot exceed a technological limit expressed by a nominal \( P_{\text{max}}^g \) value. This yields the conditions below, for both BPC and BSSs:

\[
0 \leq P_{\text{BPC},i,t} \leq \sum_{g \in G} s_{i,g} (1 - x_{i,t}^o) P_{\text{max}}^g, \tag{19}
\]

\[
0 \leq P_{\text{BSS},i,t} \leq \sum_{g \in G} s_{i,g} (1 - x_{i,t}^o - x_{i,t}^b) P_{\text{max}}^g. \tag{20}
\]

2.4.6. Exclusive Recharging

Two further binary variables \( y_{\text{BPC},i,t} \) and \( y_{\text{BSS},i,t} \) are added to exclude simultaneous recharging of the same battery from a BPC and a BSS:

\[
y_{\text{BPC},i,t} = \begin{cases} 1, & \text{if battery } i \text{ is recharging at a BPC at time } t, \\ 0, & \text{otherwise}, \end{cases} \tag{21}
\]

\[
y_{\text{BSS},i,t} = \begin{cases} 1, & \text{if battery } i \text{ is recharging at a BSS at time } t, \\ 0, & \text{otherwise}. \end{cases} \tag{22}
\]

Their sum is constrained to be unitary at most:

\[
y_{\text{BPC},i,t} + y_{\text{BSS},i,t} \leq 1. \tag{23}
\]

Using these variables, the following equations, mimicking Equations (19) and (20), must be considered:

\[
y_{\text{BPC},i,t} P_{\text{min}} \leq P_{\text{BPC},i,t} \leq y_{\text{BPC},i,t} \sum_{g \in G} s_{i,g} P_{\text{max}}^g, \tag{24}
\]

\[
y_{\text{BSS},i,t} P_{\text{min}} \leq P_{\text{BSS},i,t} \leq y_{\text{BSS},i,t} \sum_{g \in G} s_{i,g} P_{\text{max}}^g, \tag{25}
\]

so that the recharging power of a BPC or BSS charger may be non-zero and not higher than the maximum allowed only if the corresponding binary variable states that the charger is active. Note that \( P_{\text{min}} \) may assume an arbitrary small positive value.

2.4.7. Recharge Continuity

For evident practical reasons, battery charging is required to happen in a single operation, where the battery is brought from its initial SOC to full charge. This means that the involved time slots must be consecutive. To enforce this, the following relations are added:

\[
y_{\text{BPC},i,t} \geq y_{\text{BPC},i,t-1} - \frac{S_{i,t-1}}{\sum_{g \in G} s_{i,g} P_{\text{max}}^g}, \tag{26}
\]

\[
y_{\text{BSS},i,t} \geq y_{\text{BSS},i,t-1} - \frac{S_{i,t-1}}{\sum_{g \in G} s_{i,g} P_{\text{max}}^g}. \tag{27}
\]

The term to which the floor symbol is applied in the right-hand side of the previous equations is always null whenever the battery SOC is less than the maximum allowed for that battery type. This means that \( y_{\text{BPC},i,t} \) or \( y_{\text{BSS},i,t} \) must equal unity until the battery is fully charged. Of course, the charging power can assume any value allowed by Equations (24) and (25).
2.4.8. Flight Schedule

To satisfy the flight schedule requirements, the following equation is enforced:

$$\sum_{i \in I} s_{ig} x_{it} = b_{gt},$$

(28)

where the $b_{gt}$ represents the battery demand for a battery type $g$ at time $t$, as derived from the flight schedule, while the minimum number of necessary batteries is given by

$$N^b_g = \sum_{i \in I} s_{ig} z_i.$$  

(29)

The new binary variable $z_i$ is such that

$$z_i = \begin{cases} 1, & \text{if battery } i \text{ is at least used once,} \\ 0, & \text{if battery } i \text{ is never used.} \end{cases}$$

(30)

Therefore, to take into account the usage of the batteries, the following equation is needed:

$$\sum_{t \in T} x_{it} \leq |T| z_i,$$

(31)

where $|T|$ represents the cardinality of $T$. When $z_i = 0$, the battery $i$ cannot be used, as $x_{it}$ is forced to vanish. If battery $i$ is required, the algorithm sets $z_i = 1$. When this happens, $x_{it}$ can assume an arbitrary value, otherwise it is forced to zero. This prevents that batteries that are never used remain in the set $I$ (which is initialized by a guess value).

2.4.9. Number of Chargers and Aircraft

Finally, the minimum number of BSSs, BPCs and aircraft are related to the binary variables $y^\text{BSS}_{i,t}$ and $y^\text{BPC}_{i,t}$ through the following inequalities:

$$N^\text{BSS}_g \geq \sum_{t \in T} \sum_{i \in I} s_{ig} y^\text{BSS}_{i,t},$$

(32)

$$N^\text{BPC}_g \geq \sum_{t \in T} \sum_{i \in I} s_{ig} y^\text{BPC}_{i,t},$$

(33)

$$N^a_g \geq \sum_{t \in T} \sum_{i \in I} s_{ig} (x^a_{i,t} + x^b_{i,t} + y^\text{BPC}_{i,t}),$$

(34)

relating the integer variables $N^\text{BSS}_g$, $N^\text{BPC}_g$, and $N^a_g$ to the binary variables that describe the usage of all batteries on aircraft, their unavailability, and their being recharged for all time slots in the simulation.

In addition, the total number of batteries can exceed or be lower than the number of aircraft only if at least one BSS is used. Therefore, an equation is needed that matches the number of airplanes $N^a_g$ and the number of batteries $N^b_g$, taking into account the number of spare batteries that can be present when using BSSs:

$$-M N^\text{BSS}_g \leq N^b_g - N^a_g \leq M N^\text{BSS}_g,$$

(35)

where $M$ is a large, user-defined integer.

2.4.10. Global Energy Balance

The energy amount acquired from the grid in a time slot must correspond to the integral of the recharge power, so that

$$E_t = l_t \sum_{i \in I} \left( P^\text{BPC}_{i,t} + P^\text{BSS}_{i,t} \right),$$

(36)
where the sum is carried out on the number of active chargers.

2.4.11. Battery Energy Balance

A further constraining equation is represented by the energy balance for the \( i \)-th battery, yielding

\[
S_{i,t} = \left(1 - x_{i,t}^o - x_{i,t}^b\right) S_{i,t-1} + \frac{\eta_c l_i \left(p_{BSS}^i + p_{BPC}^i\right)}{E_g^i} + x_{i,t}^b S_{i,t}^{\min},
\]

where \( \eta_c \) is the efficiency of the recharging process.

2.5. Linearization

The problem described above is nonlinear due to the battery energy balance, Equation (37). The nonlinear character arises because the continuous variables \( S_{i,t} \), \( p_{BSS}^i \), and \( p_{BPC}^i \) are multiplied by the combination of binary variables \( \left(1 - x_{i,t}^o - x_{i,t}^b\right) \). In order to cast the problem within a MILP setting, a series of actions is taken, obtaining a convenient linearization of the such balance.

First, considering Equations (19) and (20), \( p_{BPC}^i \) and \( p_{BSS}^i \) are set to zero if the battery is in use or unavailable. Therefore, there is no need to multiply them again for \( \left(1 - x_{i,t}^o - x_{i,t}^b\right) \).

Hence, Equation (37) can be rewritten as

\[
S_{i,t} = \left(1 - x_{i,t}^o - x_{i,t}^b\right) S_{i,t-1} + \frac{\eta_c l_i \left(p_{BPC}^i + p_{BSS}^i\right)}{E_g^i} + x_{i,t}^b S_{i,t}^{\min},
\]

which is still nonlinear. The next step is to reformulate the latter equation, at the price of increasing the total number of constraints. To do so, the first term in the right-hand side is substituted by an auxiliary variable \( q_{i,t} \) such that

\[
0 \leq q_{i,t} \leq \left(1 - x_{i,t}^o - x_{i,t}^b\right) S_{i,t}^{\max}
\]

and

\[
q_{i,t} \leq S_{i,t-1}.
\]

Hence, the new auxiliary variable is equal to \( S_{i,t-1} \) if the battery is available, and zero otherwise. Therefore, making use of \( q_{i,t} \), Equation (38) can be efficiently replaced by the combination of Equations (39) and (40) together with

\[
S_{i,t} = q_{i,t} + \frac{\eta_c l_i \left(p_{BPC}^i + p_{BSS}^i\right)}{E_g^i} + x_{i,t}^b S_{i,t}^{\min}.
\]

2.6. Problem Statement

For the mathematical formalization of the problem described above, the optimization variables are represented by 15 arrays grouped in the global array \( x \) defined as

\[
x = \{ S_{i,t} \}, \{ p_{BPC}^i \}, \{ p_{BSS}^i \}, \{ E_i \}, \{ x_{i,t}^o \}, \{ x_{i,t}^b \}, \{ y_{i,t}^{BPC} \}, \{ y_{i,t}^{BSS} \}, \{ N^b_T^i \}, \{ N^o_T^i \}, \{ N^b_s^i \}, \{ N^o_s^i \}, \{ z_{i,t} \}, \{ q_{i,t} \}, \{ N^b_T^g \}, \{ N^o_T^g \}, \{ N^b_s^g \}, \{ N^o_s^g \},
\]

(42)
and are detailed in Table 2. Through the derivations detailed in Section 2.3, it is seen that the cost function \( J \) depends on \( x \). The problem statement is then

\[
\begin{align*}
\text{minimize} & \quad J(x) \\
\text{subject to} & \quad \text{Equations (10, 15–20, 23–29, 31–36, 39–41),}
\end{align*}
\]

with the constraints holding \( \forall t \in T, \forall i \in I, \) and \( \forall g \in G \). Table 3 shows the ARES input parameters, while Table 4 lists the output data (in addition to the values of the optimization variables). The MILP problem was implemented in MATLAB® (MATLAB R2019b, 9.7, MathWorks, Natick, MA, USA) and solved using the GUROBI solver (Gurobi Optimizer, 9.1, Gurobi Optimization LLC, Beaverton, OR, USA).

### Table 2. ARES optimization variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_{i,t} )</td>
<td>binary</td>
<td>Request status of battery ( i ) at time ( t )</td>
</tr>
<tr>
<td>( x_{b,i,t} )</td>
<td>binary</td>
<td>Unavailability status of battery ( i ) at time ( t ) (on ground)</td>
</tr>
<tr>
<td>( y_{BSS,i,t} )</td>
<td>binary</td>
<td>BSS charging status of battery ( i ) at time ( t )</td>
</tr>
<tr>
<td>( y_{BPC,i,t} )</td>
<td>binary</td>
<td>BPC charging status of battery ( i ) at time ( t )</td>
</tr>
<tr>
<td>( z_{i,t} )</td>
<td>binary</td>
<td>Auxiliary variable for battery ( i ) state of charge at time ( t )</td>
</tr>
<tr>
<td>( q_{i,t} )</td>
<td>binary</td>
<td>Auxiliary variable for battery ( i ) usage</td>
</tr>
<tr>
<td>( N_{BSS,g} )</td>
<td>integer</td>
<td>Number of BSS chargers of type ( g )</td>
</tr>
<tr>
<td>( N_{BPC,g} )</td>
<td>integer</td>
<td>Number of BPC chargers of type ( g )</td>
</tr>
<tr>
<td>( S_{i,t} )</td>
<td>real</td>
<td>State of charge of battery ( i ) at time ( t )</td>
</tr>
<tr>
<td>( P_{BPC,i,t} )</td>
<td>real</td>
<td>BPC charging power of battery ( i ) at time ( t )</td>
</tr>
<tr>
<td>( P_{BSS,i,t} )</td>
<td>real</td>
<td>BSS charging power of battery ( i ) at time ( t )</td>
</tr>
<tr>
<td>( E_t )</td>
<td>real</td>
<td>Consumed electric energy at time ( t )</td>
</tr>
</tbody>
</table>

### Table 3. ARES input parameters.

<table>
<thead>
<tr>
<th>Battery-related</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I )</td>
<td>Set of batteries</td>
</tr>
<tr>
<td>( G )</td>
<td>Set of airplane/battery/charger types</td>
</tr>
<tr>
<td>( {s_{i,g}} )</td>
<td>Binary parameter indicating if battery ( i ) is of type ( g )</td>
</tr>
<tr>
<td>( {E_g} )</td>
<td>Stored energy of a battery of type ( g )</td>
</tr>
<tr>
<td>( {b_{g,t}} )</td>
<td>Demand of a battery of type ( g ) at time ( t )</td>
</tr>
<tr>
<td>( {P_{max}^g} )</td>
<td>Maximum charging power of a battery of type ( g )</td>
</tr>
<tr>
<td>( \eta_c )</td>
<td>Battery charging efficiency</td>
</tr>
<tr>
<td>( \eta_d )</td>
<td>Battery discharging efficiency</td>
</tr>
<tr>
<td>( S_{min} )</td>
<td>Depleted battery state of charge</td>
</tr>
<tr>
<td>( {c_{g}} )</td>
<td>Procurement cost of a battery of type ( g )</td>
</tr>
<tr>
<td>( {d_{g}} )</td>
<td>Weighted cost of a battery of type ( g )</td>
</tr>
<tr>
<td>( {\bar{c}_{g}} )</td>
<td>Expected life of a battery of type ( g )</td>
</tr>
</tbody>
</table>
Table 3. Cont.

<table>
<thead>
<tr>
<th>Charger-related</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>{p_{BSS}^g}</td>
<td>Maximum power of a BSS charger of type (g)</td>
</tr>
<tr>
<td>{p_{BPC}^g}</td>
<td>Maximum power of a BPC charger of type (g)</td>
</tr>
<tr>
<td>{c_{BSS}^g}</td>
<td>Procurement cost of a BSS charger of type (g)</td>
</tr>
<tr>
<td>{c_{BPC}^g}</td>
<td>Procurement cost of a BPC charger of type (g)</td>
</tr>
<tr>
<td>{\chi_{BSS}^g}</td>
<td>Coefficient for BSS maintenance cost</td>
</tr>
<tr>
<td>{\chi_{BPC}^g}</td>
<td>Coefficient for BPC maintenance cost</td>
</tr>
<tr>
<td>{d_{BSS}^g}</td>
<td>Expected life of a BSS charger of type (g)</td>
</tr>
<tr>
<td>{d_{BPC}^g}</td>
<td>Expected life of a BPC charger of type (g)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Aircraft-related</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>{c_{ag}^g}</td>
<td>Procurement cost of an aircraft of type (g)</td>
</tr>
<tr>
<td>{d_{ag}^g}</td>
<td>Expected life of an aircraft of type (g)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy supply-related</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\lambda_t)</td>
</tr>
<tr>
<td>(c_p)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simulation-related</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T)</td>
</tr>
<tr>
<td>(L, d)</td>
</tr>
<tr>
<td>(l_t)</td>
</tr>
<tr>
<td>(M)</td>
</tr>
</tbody>
</table>

Table 4. ARES output parameters.

<table>
<thead>
<tr>
<th>(C^a)</th>
<th>Total aircraft procurement cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C^b)</td>
<td>Total battery cost</td>
</tr>
<tr>
<td>(C^{BSS})</td>
<td>Total BSS cost</td>
</tr>
<tr>
<td>(C^{BPC})</td>
<td>Total BPC cost</td>
</tr>
<tr>
<td>(C^e)</td>
<td>Electric energy cost</td>
</tr>
<tr>
<td>(C^p)</td>
<td>Electric power cost</td>
</tr>
<tr>
<td>{E_t}</td>
<td>Consumed electric energy at time (t)</td>
</tr>
<tr>
<td>(J)</td>
<td>Cost function</td>
</tr>
</tbody>
</table>

3. Results

The methodology described above was tested on two case studies. The first concerns the reconfiguration of a GA aerodrome, the Milano–Bresso airport, home of an historical flying school. The second focuses on the adaptation of a large regional hub, the Athens international airport, which currently hosts a massive traffic of turboprop flights.

The Milano–Bresso study addresses a case that is likely to be among the first to be implemented in the future, given the relative maturity of PE and HE technologies for smaller airplanes in the GA segment. The Athens study addresses a case of high interest on a longer time horizon, should the current research on the scalability of HE technologies allow to assume that large turboprop aircraft may be conveniently replaced by new, environmentally-friendly models carrying the same payload. Further results for the Athens case, involving different assumptions on some input parameters, are reported in [31].

3.1. Milano–Bresso Airport

The Milano–Bresso airport “Franco Bordoni-Bisleri” (ICAO code: LIMB), built in 1912, is located in the Milan metropolitan area, Italy. It features a 1080 m × 30 m asphalt runway and is the site of Aero Club Milano (ACM) since 1960. The ACM fleet, providing flying school, leisure flight and air taxi services, is currently composed of 21 aircraft, 20 of which are single-engine propeller-driven models. In the current analysis, it has been
hypothesized to switch from the current aircraft models, mainly Cessna C172 (Cessna Aircraft Company, Wichita, KS, USA) and Piper PA-28 (Piper Aircraft, Inc., Vero Beach, FL, USA) four-seaters, to a homogeneous fleet of HE aircraft inspired by the Pipistrel Panthera Hybrid (Pipistrel Vertical Solutions, Ajdovščina, Slovenia). This four-seater is the HE version of the conventionally-powered Panthera, featuring a serial HE power-train. It is being created under the auspices of project MAHEPA and is currently in an advanced state of development, with the maiden flight expected in early 2021. The basic features of the aircraft and its battery pack are reported in Table 5. Among them, minimum battery life is provided for two reference values of the Depth Of Discharge (DOD). As for the aircraft cost, considering that it is not yet marketed, we assumed a value of 450,000 €, which appeared representative for a stock purchase. Although not used here, a possible approach to estimate such cost has been recently proposed in [32].

Table 5. Panthera Hybrid main specifications.

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. pax</td>
<td>4</td>
</tr>
<tr>
<td>MTOW</td>
<td>1315 kg</td>
</tr>
<tr>
<td>Rated power</td>
<td>200 kW</td>
</tr>
<tr>
<td>Max. cruising speed</td>
<td>177 KTAS</td>
</tr>
<tr>
<td>Range</td>
<td>350 nm</td>
</tr>
<tr>
<td>Battery Cost</td>
<td>15,000 €</td>
</tr>
<tr>
<td>Battery nominal capacity</td>
<td>13.8 kWh</td>
</tr>
<tr>
<td>Battery useful capacity</td>
<td>11.0 kWh</td>
</tr>
<tr>
<td>Battery life at 100% DOD</td>
<td>500 cycles</td>
</tr>
<tr>
<td>Battery life at 75% DOD</td>
<td>800 cycles</td>
</tr>
<tr>
<td>Charging efficiency</td>
<td>93%</td>
</tr>
<tr>
<td>Discharging efficiency</td>
<td>85%</td>
</tr>
<tr>
<td>Charging Power</td>
<td>60 kW</td>
</tr>
</tbody>
</table>

In order to analytically set up the sizing problem, the recharge power values $p_{BSS}$ and $p_{BPC}$ of the ground recharging devices have been defined at the nominal recharge power of the aircraft, i.e., 60 kW. Similarly, the maximum battery SOC, the recharge efficiency $\eta_c$, and the unit cost $c_B$ have been defined based on the data in Table 5. The unit cost of the recharging devices $c_{BSS}$ and $c_{BPC}$ has been fixed at 39.8 k€, with $\lambda_{BSS} = \lambda_{BPC} = 0.1$ (10% overhead for maintenance), based on Equation (5) for the considered recharge power [30].

The average electric energy price for the first quarter of 2018 in Italy was considered for the present analysis. The Italian electricity pricing is very complex and includes fixed, transport and system fees. Since 2007, the pricing scheme has been based on three time-dependent fares: F1–Peak, F2–Mid-level, and F3–Off-peak. The scheme is summarized in Figure 1, where the rows represent the days of the week and the columns the hours of the day. The electricity consumption is billed according to a different consumption charge depending on the time slot during which it is used. Therefore, the energy-related cost of electricity $\lambda_t$ changes according to the time of the day and day of the week. According to Figure 1, the three fares do not apply to Saturdays, when only F2 and F3 are adopted, and to Sundays, when only F3 is employed. Numerical values of $\lambda_t$ and $c_p$ for LIMB are reported in Table 6.
**Figure 1.** Italian electricity pricing policy scheme.

**Table 6.** Electricity prices employed for LIMB reconfiguration.

<table>
<thead>
<tr>
<th>Energy charge $\lambda_t$</th>
<th>Power charge $c_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1 0.1482 €/kWh</td>
<td>4.8104 €/kW/month</td>
</tr>
<tr>
<td>F2 0.1449 €/kWh</td>
<td></td>
</tr>
<tr>
<td>F3 0.1286 €/kW</td>
<td></td>
</tr>
</tbody>
</table>

LIMB is open to Visual Flight Rules (VFR) traffic only, and operations take place from 08:00 local time to 30 min past sunset. Due to these reasons, the number of departures varies during the year. For the present sizing purposes, movements occurred in November 2017 have been considered, since it turned out that this is the most demanding month of the year. In fact, because of fewer daylight hours available, operations are packed in eight hours only and consequently the number of take-offs per hour increases. In addition, the number of flights increases during the weekend, since there are more people willing to fly in those days. The average hourly flight schedule in November 2017 is reported in Table 7. This schedule has been employed as the variable $b_{p,t}$, which represents the number of departures in each time slot. We assumed that every flight takes one hour, as this is a typical value for ACM flight school activities. This schedule has been expanded by reducing the length of each time step $l_t$ to 15 min, in order to increase accuracy.

**Table 7.** Average weekly departure scheme at LIMB.

<table>
<thead>
<tr>
<th>h</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>W</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>7</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>7</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Initially, the ARES procedure was applied to the case of the Most Demanding Day (MDD) only, which is usually Saturday; subsequently, it has been extended to the entire week. The first case examined is restricted to the use of BPCs only, without the possibility to resort to BSSs. This is due to the fact that the Panthera Hybrid, in its present configuration, does not support battery swapping. Table 8 reports the main results of the sizing exercise: the number of recharges corresponds to the input provided by the flight schedule, while all other parameters represent outputs of the procedure. As seen in the left column reporting the values for the MDD in this case, two BPCs are needed. The number of aircraft to fulfil the flight schedule is 11 and it necessarily coincides with the number of batteries. The value of the cost function amounts to 596 € for the MDD. This can be ameliorated if the optimizer
is left free to choose the best combination of BPCs and BSSs. Indeed, by looking at the center column reporting the values for this enhanced case, a value for the cost function of 570 € is achieved, with a saving of 4.3%. In this case, the optimizer provides a solution using two BSSs and, as a result, a different trade-off is obtained, where the number of aircraft necessary for fulfilling the flight schedule is lowered to 10, while the number of batteries is risen to 12, implying two spare batteries. Clearly, the additional cost of this added equipment is more than balanced by the need of one aircraft less in the fleet.

Table 8. LIMB infrastructural sizing summary.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of recharges</td>
<td>-</td>
<td>39</td>
</tr>
<tr>
<td>No. of batteries</td>
<td>-</td>
<td>11</td>
</tr>
<tr>
<td>No. of chargers</td>
<td>-</td>
<td>2 BPCs</td>
</tr>
<tr>
<td>No. of aircraft</td>
<td>-</td>
<td>11</td>
</tr>
<tr>
<td>Average battery replacement</td>
<td>Years</td>
<td>0.62</td>
</tr>
<tr>
<td>Peak power</td>
<td>kW</td>
<td>56</td>
</tr>
<tr>
<td>Energy consumption</td>
<td>kWh</td>
<td>410</td>
</tr>
<tr>
<td>Electric energy cost</td>
<td>€</td>
<td>58</td>
</tr>
<tr>
<td>Electric power cost</td>
<td>€</td>
<td>9</td>
</tr>
<tr>
<td>Total cost</td>
<td>€</td>
<td>596</td>
</tr>
</tbody>
</table>

Table 8 also reports the values for the solution extended to the entire week that encompasses the MDD, again with the optimizer free to choose any combination of BPCs and BSSs. It is remarked that the number of aircraft necessary for fulfilling the flight schedule in both cases (39 and 136 flights) is ten, or half of the current fleet size. Also, the number of batteries and BSSs in both cases is the same. The average battery life is less than seven months in the MDD case, while it raises to 28 months when considering the entire week, a case in which battery usage is more evenly distributed. No difference is observed also with regard to the peak value of the electric power drawn from the grid. Looking at the value of the cost function, the MDD amounts to less than 15% of the entire week.

For the MDD case with BPCs only, the outcome in terms of the time history of electricity consumption $E_t$ is displayed in Figure 2. In the lower plot, bars show the daily flight schedule, in terms of departures every 15-minute time slot. In the upper plot, blue bars represent the purchased electric energy necessary to recharge the batteries for all time slots, while the orange line indicates the electricity price variation during the day. It is possible to note that night hours, when energy price is lower, are exploited to charge all the batteries before the first flight session begins at 08:30. The time scheduling of the battery charging during night hours, with an accumulation before the rise in electricity fare, is not specially meaningful, as any time slot may be chosen, provided that a single battery is charged within it. The first flights are performed until there are no more fully charged ones available, so that depleted ones are recharged during the day hours up to 15:00. Once the last charged battery is delivered, and no more flights are scheduled, depleted batteries are not recharged before the electricity price decreases again, to take advantage of night-time fares.
Figure 2. Energy expenditure (top) and departure schedule (bottom) at LIMB for the Most Demanding Day case (BPC only).

The power consumption for the same case is reported in the upper plot of Figure 3, while the lower plot displays the number of charging batteries at each time slot. As seen during daytime there are instances in which two batteries are recharged at the same time, although not at full power. The maximum requested power is clearly lower at night and peaks during the day. Finally, Figure 4 portrays the state of charge of the batteries $S_{ij}$ throughout the day. Battery charging is a continuous process, with the restriction that a battery must be fully charged before the next one can be plugged in the same charger. The rows in the grid represent each battery, while the columns represent the 15-minute time slots. The cells are colored whenever the battery is plugged in a BPC (blue) or a BSS (green). The color is shaded to represent the SOC, with white corresponding to $S_{ij} = 0$ and full color with $S_{ij} = 1$. It is seen that batteries are often fast-charged to fulfil the demand, taking a single time slot, and therefore being represented by single full-coloured squares. As seen, the solution provides three recharges for five batteries and four for six batteries in the MDD.

For the fully optimal MDD case, resulting in BSSs only, Figure 5 provides the time history of energy consumed and Figure 6 that of the power required. Again, the sparse pattern seen in the recharging schedule during night hours has no special value. The general behavior observed in both energy and power is similar to the case of using only BPCs, with some differences in the need to recharge two batteries at the same time (13 instances instead of 16 in the previous case). As seen in Figure 7, compared to the BPC-only solution, here batteries are more often fast-charged and the number of recharges varies from two for two batteries, to four for four batteries in the MDD. This lowers the cycles accumulated in the BSS solution, as seen in the values for the time to replace the batteries in Table 8.
Figure 3. Power consumption (top) and battery charging schedule (bottom) at LIMB for the Most Demanding Day case (BPC only).

Figure 4. Battery state of charge time evolution at LIMB for the Most Demanding Day case (BPC only).
Figure 5. Energy expenditure (top) and departure schedule (bottom) at LIMB for the Most Demanding Day case.

Figure 6. Power consumption (top) and battery charging schedule (bottom) at LIMB for the Most Demanding Day case.
Taking the whole week into account, starting with Monday (from 0 to 24 h) and ending with Sunday (from 144 to 168 h), the results shown in Figures 8 and 9 are obtained. No flights are scheduled on Monday, so almost nothing happens until Tuesday night when the batteries used during daytime hours are recharged. As seen, the batteries were charged during Sunday and Monday night. This strategy is repeated up to Thursday (from 48 to 72 h) when it becomes necessary to recharge the batteries also during the day. It clearly appears that Saturday is the most demanding day, for both energy consumption and required power, followed by Sunday, which features a widely different energy pricing and therefore allows recharging during daytime hours even if the battery is not used for a flight in that day.

3.2. Athens International Airport

Athens International Airport “Eleftherios Venizelos” (ICAO code: LGAV) is the primary airport that serves the city of Athens and the region of Attica, Greece. It is the country’s busiest airport, serving as the main hub of Aegean Airlines, the largest Greek airline by total number of passengers carried, as well as other Greek airlines. This has been selected for this study since it was the European airport with the largest number of propeller-driven regional aircraft movements in the years 2015–2019 [33]. In particular, regional flights in LGAV are still operated by turboprop aircraft, connecting the numerous Greek islands to the mainland. As propeller-driven regional liners appear interesting for the future implementation of environmentally-friendly HE models for short-haul transportation services, the LGAV study may be used to provide useful information for such an operational scenario.
The main regional airplanes operating at LGAV are the Bombardier Dash 8 Q400 (shortened as DH8 in the following), the ATR42, and the ATR72. These aircraft can carry 78, 48, and 70 passengers, respectively. In order to carry out a realistic analysis, we assumed to replace the current conventionally-powered fleet with new models featuring a serial HE power-train, such as those considered in the MAHEPA project. The sizing of the aircraft, including that of their propulsion systems, has been carried out through HYPERION, a preliminary sizing tool dedicated to PE and HE fixed-wing aircraft developed at the Department of Aerospace Science and Technology, Politecnico di Milano [9,10]. In order to
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obtain such sizing, it is necessary to define a specialized mission profile in which all flight operations below a defined Hybrid-Electric Transition Altitude (HETA) are performed in a zero-emission PE mode. This includes taxi-out, take-off, initial climb, final descent, approach, landing, and taxi-in. Possibly loiter may be included as well. Above the HETA, the fuel-burning PGS is turned on, for providing energy during the rest of the flight phases, as well as for recharging the batteries, if needed. This strategy allows to drastically reduce chemical and noise emissions in the vicinity of the origin and destination airports and of the related overflown communities, and is considered an important advantage provided by serial HE power-trains. For the present analysis, the HETA was set to 3000 ft.

The technical specifications of the electric-powered airplane design solutions are the result of a clean-sheet conceptual design loop starting from mission and certification requirements (i.e., they do not correspond to any ‘retrofit’ of existing models). For the sake of clarity, the serial HE airplanes sized through HYPERION are named as the mission performance corresponding model by adding an “HE-” prefix. The resulting battery capacity for each design solution is summarised in Table 9 together with the assumed corresponding budgetary price (including cells and battery pack), computed using 2018 Lithium-ion battery price values, i.e., approximately 176 €/kWh [34]. The assumed charging/discharging efficiency and battery life values are the same as seen in Table 5. The selected chargers maximum power has been raised to make a complete charge possible in a reasonable amount of time, given the sizeable increase in battery capacity with respect to the Milano–Bresso fleet. In particular, 200 kW and 400 kW rated power values for both BSS and BPC chargers were considered.

Table 9. Aircraft battery characteristics for LGAV reconfiguration.

<table>
<thead>
<tr>
<th>Name</th>
<th>Pax</th>
<th>Battery Capacity (kWh)</th>
<th>Battery Price (k€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HE-DH8</td>
<td>78</td>
<td>1400</td>
<td>253.4</td>
</tr>
<tr>
<td>HE-ATR42</td>
<td>48</td>
<td>1000</td>
<td>184.8</td>
</tr>
<tr>
<td>HE-ATR72</td>
<td>70</td>
<td>1300</td>
<td>237.6</td>
</tr>
</tbody>
</table>

In contrast to the Milano-Bresso study, complete departure/arrival data for the full year could not be retrieved for Athens International Airport. Therefore, an average daily flight schedule for the selected airplanes was estimated using public data (the information retrieved on the Flight Radar 24 Live Air Traffic website was used [35]). While not sufficient to insure the capability to operate in the MDD, this preliminary investigation provides an illustration of the methodology and its potential in dealing with larger and more diverse case studies. During a typical day, there are approximately 30 departures that are relevant to the present analysis: 14 flights are performed with the DH8, 12 with the ATR42, and 6 with the ATR72. The flights are distributed during the day as reported in Figure 10. The length \( l_i \) has been set to 30 min in this case. No operations take place before 06:00 local time. We assumed that every aircraft performs a flight to another airport and comes back in three hours. Electricity prices in Greece for the year 2018 were assumed, as reported in Table 10. Unlike the Italian case, the energy and power components both depend on the time of the day, being set at different values for Daytime (weekdays, from 07:00 to 23:00) and Nighttime (weekdays, from 23:00 to 07:00, and weekends).
Table 10. Electricity prices employed for LGAV reconfiguration.

<table>
<thead>
<tr>
<th></th>
<th>Energy charge $\lambda_t$</th>
<th>Power charge $c_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daytime</td>
<td>0.0648 €/kWh</td>
<td>10.5080 €/kW/month</td>
</tr>
<tr>
<td>Nighttime</td>
<td>0.0777 €/kWh</td>
<td>2.5080 €/kW/month</td>
</tr>
</tbody>
</table>

Figure 10. Departure schedule at LGAV for the average day case.

The results of the ARES procedure applied to the cases of 200 kW and 400 kW chargers are shown in Table 11 in a similar fashion to Table 8, here augmented by the detail of the different aircraft and battery types. It is observed that, when using 200 kW chargers, the number of aircraft necessary to fulfil the 32-flight schedule is 14, with six HE-DH8, six HE-ATR42, and four HE-ATR72. A mix of eight BSSs and six BPCs is needed to recharge a total of 24 batteries, i.e., ten more than the number of aircraft, to be swapped. The value of the cost function amounts to 44,908 €. When switching to 400 kW chargers, some important changes in the solution can be remarked. While the total cost is reduced by 1.43% and the necessary fleet is unchanged, the number of batteries is lowered to 21 (only seven spare) and the number of chargers to five BSSs and five BPCs. We note that the expected battery life is worsened, from one year and eight months to one year and six months, due to more frequent recharge cycles and that—for the same amount of energy drawn from the grid—the energy cost is slightly lower, meaning that less charging is necessary during daytime as a result of the quicker recharge allowed by the higher power rating of the chargers. On the other hand, power cost is increased, hinting to a higher power drain on average.

Figure 11 provides the time history of energy consumption considering 200 kW chargers. As apparent the solution provides constant nighttime and constant daytime energy drains, clearly with a much larger value for night hours when the energy and power pricing is lower. Figure 12 depicts the corresponding power consumption in the upper plot and the battery charging scheduling in the lower plot. Batteries are recharged continuously during the 24 h, from a minimum of five to a maximum of fourteen simultaneously engaged. Notwithstanding the constant power required from the grid in the two time partitions, there are small variations in the number of batteries being simultaneously charged. This is due to the tuning of the power at with each battery is recharged and is clearly visible in Figure 13 reporting the battery state of charge $S_{i,t}$ throughout the day. In the figure, batteries from 1 to 10 are for the HE-DH8, from 11 to 19 for the HE-ATR42, and from 20 to 24 for the HE-ATR72. Compared to the Panthera Hybrid case, the amount of energy stored in each battery is so high that even with the a nominal charger power higher than three times the minimum time to fully recharge a battery ranges from five hours for the HE-ATR42 to seven hours for the HE-DH8. By looking at the colored patterns, it is observed that in some cases, a battery of the HE-DH8 type may take up to 15 h to recharge completely, at a reduced power setting, which is more than double the duration necessary at 200 kW power.
Table 11. LGAV infrastructural sizing summary (the first, second, and third in the sums between parentheses refer to HE-DH8, HE-ATR42 and HE-ATR72, respectively).

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of recharges</td>
<td>-</td>
<td>32 (14 + 12 + 6) 32 (14 + 12 + 6)</td>
</tr>
<tr>
<td>No. of batteries</td>
<td>-</td>
<td>24 (10 + 9 + 5) 21 (8 + 8 + 5)</td>
</tr>
<tr>
<td>No. of chargers</td>
<td>-</td>
<td>14 (6 + 5 + 3) 10 (4 + 3 + 3)</td>
</tr>
<tr>
<td>No. of BSSs</td>
<td>-</td>
<td>8 (4 + 3 + 1) 5 (2 + 1 + 2)</td>
</tr>
<tr>
<td>No. of BPCs</td>
<td>-</td>
<td>6 (2 + 2 + 2) 5 (2 + 2 + 1)</td>
</tr>
<tr>
<td>No. of aircraft</td>
<td>-</td>
<td>14 (6 + 6 + 4) 14 (6 + 6 + 4)</td>
</tr>
<tr>
<td>Average Battery replacement</td>
<td>Years</td>
<td>1.68 1.51</td>
</tr>
<tr>
<td>Energy consumption</td>
<td>MWh</td>
<td>36 36</td>
</tr>
<tr>
<td>Peak power</td>
<td>MW</td>
<td>2.6 2.9</td>
</tr>
<tr>
<td>Electric energy cost</td>
<td>€</td>
<td>2531 2502</td>
</tr>
<tr>
<td>Electric power cost</td>
<td>€</td>
<td>216 240</td>
</tr>
<tr>
<td>Total cost</td>
<td>€</td>
<td>44,908 44,263</td>
</tr>
</tbody>
</table>

200 kW chargers 400 kW chargers

Figure 11. Energy expenditure at LGAV for the average day case (200 kW chargers).

Figure 14 provides the time history of energy consumption for the more powerful 400 kW chargers. Here, the constant pattern at night is basically preserved, while a significant variation in the energy demand is seen during daytime. In fact, the chargers allow a quicker operation for each battery, so that all of them are completely recharged during nighttime and there is almost no need for continuing the process in the early daytime hours, at the rising of the energy and power pricing. Figure 15 illustrates the corresponding power consumption and the battery charging scheduling. The quicker recharging times, compared to the 200 kW case, are clearly visible, together with the power tuning that may change the recharge duration for a given battery. A maximum of nine batteries is simultaneously charged in this case. Figure 16 shows the time evolution of the battery state of charge, where now batteries from 1 to 8 are for the HE-DH8, from 9 to 16 for the HE-ATR42, and from 17 to 21 for the HE-ATR72. It is seen that the much faster recharging process (the maximum charging time is 5 h) allows more batteries to be served twice during the day when compared to the 200 kW case and even one to be charged thrice. Indeed, in the previous case, the batteries charged only once were 16 (67% of the total), while now they amount to 11 (52% of the total).
Figure 12. Power consumption (top) and battery charging schedule (bottom) at LGAV for the average day case (200 kW chargers).

Figure 13. Battery state of charge time evolution at LGAV for the average day case (200 kW chargers).
Figure 14. Energy expenditure at LGAV for the average day case (400 kW chargers).

Figure 15. Power consumption (top) and battery charging schedule (bottom) at LGAV for the average day case (400 kW chargers).

Figure 16. Battery state of charge time evolution at LGAV for the average day case (400 kW chargers).
4. Conclusions

ARES, an original methodology solving the sizing of airport battery recharging infrastructure in support of an electric-powered fleet has been presented together with application studies. The underlying optimization algorithm provides the sizing solution together with the time planning of charging operations, in compliance with the predetermined flight scheduling at the airport, while minimizing procurement and operational costs. The method allows considering plug-in charging and battery swapping, either together or as alternatives. Due to the general approach in its formulation, ARES is suitable to extensive sensitivity studies on a large number of user-defined parameters. The discussed applications to a GA airport and to a large regional hub make use of real airport and aircraft data plus reasonable assumptions on the chargers’ specifications, leading to feasible solutions that may be used as examples in the study of the general impact of transitioning from conventionally-powered to electric-powered aircraft fleets in the future.

Further developments of the ARES methodology shall consider other elements that may play a role in a real case scenario. For example, the airport charging facility may provide ancillary services to the electric grid, such as intermittent renewable energy storage (from solar- and wind-energy production), peak power supply, frequency or voltage regulation and other Battery to Grid (B2G) and even Battery to Battery (B2B) applications. These possibilities will be investigated, also considering the possibility to alleviate the costs for the airport reconfiguration using the revenues brought by such grid-integration services. Among other elements that may be useful in application studies, the possibility to include the modeling of flight missions, to take into account residual battery state of charge higher than the minimum, can be considered. In addition, given the boosting interest in hydrogen-powered propulsion in aviation, in the quest for a more environmentally-sustainable air transportation system, an extension of the ARES methodology to encompass also hydrogen production, storage, and supply at airports is currently ongoing.
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Abbreviations

The following abbreviations are used in this manuscript:

**Acronyms**

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACM</td>
<td>Aero Club Milano</td>
</tr>
<tr>
<td>B2B</td>
<td>Battery to Battery</td>
</tr>
<tr>
<td>B2G</td>
<td>Battery to Grid</td>
</tr>
<tr>
<td>BPC</td>
<td>Battery Plug-in Charger</td>
</tr>
<tr>
<td>BSS</td>
<td>Battery Swapping Station</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>EM</td>
<td>Electric Motor</td>
</tr>
<tr>
<td>EV</td>
<td>Electric Vehicle</td>
</tr>
<tr>
<td>FC</td>
<td>Fuel Cell</td>
</tr>
</tbody>
</table>
HE Hybrid-Electric
ICE Internal Combustion Engine
LIB Lithium-ion Battery
PE Pure-Electric
PGS Pure-Electric
MILP Mixed Integer Linear Programming
MDD Most Demanding Day
SOC State Of Charge
TE Thermal Engine
VFR Visual Flight Rules

Symbols

\( C^a \) Total aircraft procurement cost
\( C^b \) Total battery cost
\( C^{\text{BSS}} \) Total BSS cost
\( C^{\text{BPC}} \) Total BPC cost
\( C^e \) Electric energy cost
\( C^p \) Electric power cost
\( E_t \) Consumed electric energy at time \( t \)
\( E^g \) Nominal battery type \( g \) stored energy
\( G \) Set of battery types \( g \)
\( I \) Set of batteries \( i \)
\( J \) Cost function
\( b^g_{t,t} \) Type \( g \) battery demand at time \( t \)
\( N^g_{\text{ag}} \) Number of type \( g \) aircraft
\( N^g_{\text{bg}} \) Number of type \( g \) batteries
\( N^g_{\text{BSS}} \) Number of type \( g \) BSS chargers
\( N^g_{\text{BPC}} \) Number of type \( g \) BPCs
\( p_{\text{max}}^g \) Maximum type \( g \) battery charging power
\( p^g_{\text{BSS}} \) Maximum power of a type \( g \) BSS charger
\( p^g_{\text{BPC}} \) Maximum power of a type \( g \) BPC
\( p_{\text{BSS}}^i \) BSS charging power of battery \( i \) at time \( t \)
\( p_{\text{BPC}}^i \) BPC charging power of battery \( i \) at time \( t \)
\( T \) Set of time indices \( t \)
\( S^i_{t,t} \) State of charge of battery \( i \) at time \( t \)
\( S_{\text{min}} \) Depleted battery state of charge
\( c^g_{\text{ag}} \) Procurement cost of type \( g \) aircraft
\( c^g_{\text{BSS}} \) Cost type \( g \) BSS charger
\( c^g_{\text{BPC}} \) Cost of type \( g \) BPC
\( d \) Number of days of the simulation
\( d^g_{\text{ag}} \) Aircraft type \( g \) expected life
\( d^g_{\text{BSS}} \) BSS type \( g \) expected life
\( d^g_{\text{BPC}} \) BPC type \( g \) expected life
\( k_i \) Auxiliary variable to account for battery \( i \) usage
\( l_t \) Duration of one time step
\( q^i_{t,t} \) Auxiliary variable for linearity of battery \( i \) at time \( t \)
\( s^g_{i,t} \) Binary parameter indicating if battery \( i \) belongs to group \( g \)
\( t \) Time index
\( x^i_{t,t} \) Request status of battery \( i \) at time \( t \)
\( x^i_{t,t} \) Unavailability status of battery \( i \) at time \( t \)
\( x^i_{t,t} \) Unavailability status of battery \( i \) at time \( t \)
\( \eta_{c} \) Battery charging efficiency
\( \eta_{d} \) Battery discharging efficiency
\( \lambda_{t} \) Electric energy price at time \( t \)
\( y^g_{t,t} \) BPC charging status of battery \( i \) at time \( t \)
\( y_{g,t}^{\text{BSS}} \) BSS charging status of battery \( i \) at time \( t \)
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