Climate Projections for Precipitation and Temperature Indicators in the Douro Wine Region: The Importance of Bias Correction
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Abstract: The implications of weather and climate extremes on the viticulture and winemaking sector can be particularly detrimental and acquire more relevance under a climate change context. A four-member ensemble of the Regional Climate Model-Global Climate Model chain simulations is used to evaluate the potential impacts of climate change on indices of extreme temperature and precipitation, as well as on agroclimatic indices of viticultural suitability in the Douro Wine Region, Portugal, under current and future climate conditions, following the RCP8.5 anthropogenic radiative forcing scenario. Historical (1989–2005) and future (2051–2080) periods are considered for this purpose. Although model outputs are bias-corrected to improve the accuracy of the results, owing to the sensitivity of the climatic indicators to the specific bias correction method, the performance of the linear and quantile mapping methods are compared. The results hint at the importance of choosing the most accurate method (quantile mapping), not only in replicating extremes events but also in reproducing the accumulated agroclimatic indices. Significant differences between the bias correction methods are indeed found for the number of extremely warm days (maximum temperature > 35 °C), number of warm spells, number of warm spell days, number of consecutive dry days, the Dryness Index, and growing season precipitation. The Huglin Index reveals lower sensitivity, thus being more robust to the choice of the method. Hence, an unsuitable bias correction method may hinder the accuracy of climate change projections in studies heavily relying on derived extreme indices and agroclimatic indicators, such as in viticulture. Regarding the climate change signal, significant warming and drying trends are projected throughout the target region, which is supported by previous studies, but also accompanied by an increase of intensity, frequency, and duration of extreme events, namely heatwaves and dry spells. These findings thereby corroborate the need to adopt timely and effective adaptation strategies by the regional winemaking sector to warrant its future sustainability and enhance climate resilience.
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1. Introduction

Climate change is considered a major threat to the whole Earth’s climate system, its components and interactions [1]. During the last decades, not only has the mean temperature increased but the extremely high-temperature events have also intensified [2–6]. Since the mid-20th century, changes in extreme events have been observed worldwide and have been extensively reported by the scientific community [1]. Among such events, temperature and precipitation extremes tend to be particularly meaningful, owing to the critical role played by these two atmospheric elements on a wide spectrum of natural systems and socio-economic sectors. An overall decrease in the frequency of occurrence of cold spells, accompanied by an upward trend in the occurrence of warm spells, a strengthening of drought duration and intensity, as well as an intensification of heavy precipitation
events have been documented [1]. Furthermore, for the upcoming decades, under different anthropogenic radiative forcing scenarios, with a range of greenhouse gas emission pathways, a reduction in the number of cold spells should be expected [7], while heat waves are projected to last longer, to be more intense, and to gradually cover larger areas [8,9]. However, changes in the extremes of minimum temperatures are expected to be more pronounced than in maximum temperatures [10].

For the Iberian Peninsula, in particular, several studies based on observational data demonstrated a downward trend in the amount of extreme precipitation in the last decades [11], while other studies report the opposite [12,13]. This discrepancy may be due to both different definitions of extreme events among the different studies (the results are very sensitive to their actual definition) and/or to the unequal spatial resolution of the original datasets, as these extremes can have strong spatial variability. In the future, an overall decrease in precipitation is expected over the Iberian Peninsula [14,15]. Nonetheless, extreme events are projected to have a higher contribution to the annual accumulated precipitation, in association with longer dry periods driven by strong anticyclonic ridges over the Eastern North Atlantic [16–19]. In terms of extreme temperatures, the results provided by several studies are much more consensual, evidencing that the number, duration, and intensity of heatwaves are expected to increase over the Iberian Peninsula [20–23]. It is also expected that the majority of the summer season will be under heatwave conditions [20]. Extreme heatwaves are also expected to increase, with some regions of the Iberian Peninsula experiencing more than 10 heatwave days with maximum temperatures over 45 °C [20]. The Iberian Peninsula is, thus, commonly considered as a ‘hot spot’ of climate change, whereas major socioeconomic systems operating in the region are strongly exposed and vulnerable to this threat, namely the agricultural sector [24].

More specifically for the viticultural sector and the wine production chain, the environmental conditions play a critical role by controlling yields and grape quality attributes, and ultimately the wine profiles, being a central component of the terroir of a given region [25]. The atmospheric conditions do have an important impact on grapevine development, as it requires specific ecoclimatic niches for its optimum development and growth, namely adequate temperatures, radiation intensity and duration, relative humidity, and levels of soil water availability during each specific phase of its vegetative and reproductive cycles [26].

Temperature is, indeed, the major driver of vine phenology [27], highlighting the strong sensitivity of this crop to atmospheric conditions and its resulting vulnerability to climate variability and change. Among many potential impacts in future climates, grapevines may be exposed to excessively high temperatures during the very sensitive grape berry ripening period [28], thus negatively affecting several physiological processes and, as a consequence, berry quality [29]. Extremely high temperatures often associated with intense radiation levels and water stress may also lead to heat sunburns in leaves and berries, with obvious negative implications in grapevine development, yield, and berry quality attributes [26]. Precipitation also plays an important role in grape berry quality. Moderate water deficits may have a positive effect on red wine quality, since the synthesis of grape skin phenolic compounds tends to increase [30,31], and wines tend to develop more complex aromas during bottle ageing [32,33]. Nevertheless, severe or extreme droughts often play a detrimental two-fold effect, combining anomalously low precipitation accumulation over a given period (precipitation deficit) with strengthened evapotranspiration caused by typically dry and warm air masses, thus resulting in severe soil water deficits. These deficits may have a strong impact on berry size and can thereby lead to lower yields [30] and diminished bud fertility [34]. Although not exhaustive, the aforementioned potential effects of temperature and precipitation extremes on grapevines are illustrative of the exposure and vulnerability of this crop to climate change and extremes.

The impacts of these atmospheric variables on grapevines can be better assessed through several agro-climatic indices, since they can provide a closer relationship between
the weather conditions and the grapevine development, by integrating plant–atmosphere interactions [26]. These agro-climatic indices can also be used to assess the suitability of a given region for viticulture. Two very common indices used in viticultural zoning are the dryness index and the Huglin index [35]. While the dryness index is based on an estimation of the potential soil water balance, the Huglin index remits for the level of potential heliothermic capacity during the growing season, including a daylength coefficient.

Owing to the climatic changes projected for global temperature and precipitation patterns [36], among other atmospheric elements, important impacts on viticulture are foreseen over the upcoming decades. In order to project climate change impacts on viticulture, climate models can be a valuable tool to access climate change projections for a given region and anthropogenic radiative forcing scenario. Nonetheless, Global Climate Models (GCMs), which are commonly used to generate future projections of several variables on a global scale, provide data at relatively low spatial resolution (~100 km). As some processes cannot be properly resolved with the GCM’s coarse grid resolution and because some studies, such as viticultural zoning, also require more spatially detailed data, it is a common procedure to run Regional Climate Models (RCMs) to dynamically downscale GCM data (~10 km).

Even though the RCMs can solve atmospheric equations on a finer scale, the simulations of the present-day conditions archetypally show important biases when compared to observations [14,37]. The sources for these biases are quite diverse, ranging from approximations in the primitive equations and parameterization of subgrid-scale processes, resolving grids and truncations, GCM-RCM coupling, inaccuracies in boundary conditions, particularly in mountainous regions, among others. Therefore, correcting these errors is essential to warrant the accuracy and robustness of the climate change projections. For this purpose, several previous studies applied bias-correction methodologies [38–43]. These bias correction methods are of particular relevance when fixed thresholds of a given parameter or variable (e.g., temperature or precipitation) are important limiting factors for the targeted system [44–46], such as the number of days with maximum temperatures above 35 °C in viticulture. As such, several bias-correction methods and model output statistics (for example the delta change and quantile mapping) have been developed over the last decades to overcome this limitation [47]. Therefore, a careful bias correction method selection should be carried out, and the implications of a given choice should be assessed, as disregarding bias correction in model outputs can lead to misleading results.

The present study is geographically focused on the Douro Wine Region (DWR), located in Northern Portugal (Figure 1a). This region is known not only for the production of the world-famous Port wine but also for high-quality table wines, the so-called Douro wines [48,49]. As mentioned above, since weather and climate play a vital role in determining the terroir of a given wine region [26,50], it is of major importance to study the climate change projections to warrant the socioeconomic sustainability of this region. Although several previous studies have already assessed the climate projections in the DWR [51–54], using different models, approaches, and agroclimatic indices, none of these studies assessed the impacts of the bias-correction methodologies on the results. As previously stated, this is particularly important when evaluating changes in extreme events or cumulative indices.
Along the previous lines, the main objectives of the present study are two-fold: (1) the assessment of climatic indices of extreme temperature and precipitation, as well as classical agroclimatic indices of viticultural suitability, in the DWR, under current and future climate conditions, and (2) the potential implications of applying different bias-correction methods on the results. The conventional linear bias-correction (location and scale adjustments) and quantile mapping approaches are undertaken and compared to highlight their different outcomes in the targeted region (DWR). Although the higher accuracy of quantile mapping over other bias correction methods was already demonstrated by several previous studies [51–54], the linear method is much less computationally demanding and its application can be, indeed, acceptable in some circumstances [55]. Hence, the aim of this study is not to focus on the technical details of the methods, but rather on their potential implications. As such, their performances will be directly compared in the future climate to understand whether their choice may affect the climate projections, also enabling the identification of the most sensitive indicators.
2. Materials and Methods

2.1. Study Region

The DWR (Figure 1) is characterized by complex mountainous terrain, with elevation varying between approximately 40 and 1400 m, spread over the upper sector of the Portuguese Douro/Duero River valley, situated in Northern Portugal, Southwestern Europe [56]. Although the westernmost limit of the region is located only 70 km from the North Atlantic Ocean, the region is characterized by a typical Mediterranean climate, with dry and warm summers, along with relatively mild and rainy winters, though with high precipitation interannual variability and irregularity, strongly concentrated in heavy rainfall events [57]. The region is divided into three subregions, which is a clear manifestation of the east–west gradients in both temperature (decrease during winter and increase during summer months) and precipitation (increase), known as Baixo-Corgo (the westernmost sector, more exposed to the moist maritime winds blowing from the North Atlantic), Cima-Corgo (middle sector), and Douro Superior (the easternmost sector, more exposed to the continental winds blowing from inner Iberia). Continentality, thus, tends to gradually increase from the west to the east, as well as grapevine growing season temperatures and dryness, though these characteristics can be significantly attenuated by elevation [57,58]. However, due to its diverse orography, the DWR also features a wide range of mesoclimates and microclimates [57,59].

2.2. Climate Data

This study employs the daily mean, maximum, and minimum of 2 m air temperatures (°C) and daily total precipitation (mm). These variables were retrieved from the E-OBS v22.0e gridded observational dataset [60], within the DWR and for the historical period (1989–2005). The raw data from E-OBS has a spatial resolution of ~9 km (0.10° latitude × longitude regular grid). This dataset was used as a baseline to calibrate both bias correction methods presented herein (linear and quantile mapping). Many previous studies have applied the E-OBS gridded dataset [7,17,18], which provides several advantages over other observation-based datasets, such as data availability over a regular grid, with a relatively high spatial resolution similar to RCM data, thereby enabling bias correction, model calibration, and validation, no data gaps and based on a European-wide homogenized weather station network from the European Climate Assessment and Dataset (ECA&D) project [61].

The same atmospheric variables generated by an ensemble of climate model simulations were obtained from the EURO-COREX project [62] and provided by the Climate Data Store (CDS) of the Copernicus Climate Change Service (C3S). As the use of multi-model ensembles is usually preferable over the use of single models [63], the individual model outcomes are not analyzed herein for the sake of succinctness. A four-member ensemble of GCM-RCM chain experiments is considered to incorporate model uncertainties (inter-model variability) in the results. The following specific chains were considered: CLMcom-CCLM4-8-17 driven by MPI-M-MPI-ESM-LR, IPSL-INERIS-WRF331F driven by IPSL-IPSL-CM5A-MR, KNMI-RACMO22E driven by ICHEC-EC-EARTH, and SMHI-RCA4 driven by CNRM-CERFACS-CNRM-CM5. Therefore, four RCMs driven by four different GCMs were used in the ensemble, thus warranting a reasonable coverage of inter-model uncertainty. The gridded climate model outputs are available at a ~12.5 km spatial resolution (0.11° latitude × longitude regular grid), covering a European-wide domain (EUR-11). Due to the slightly different grids and spatial resolution of the simulated and observational data, a bilinear interpolation in latitude and longitude was conducted over the E-OBS dataset to match the EURO-COREX grid, i.e., the finer-scale dataset is interpolated to the coarser-scale dataset, which is the recommended approach [64].

A 17-year historical period (1989–2005) was retrieved for the simulated variables, as the application of the bias-correction methods requires an overlapping period between observed and simulated data. Furthermore, a 30-year medium-term period (2051–2080) is selected, avoiding both a long-term analysis, with necessarily higher uncertainties, and a
short-term analysis, which hampers timely planning and decision-making. The simulations under the Representative Concentration Pathway (RCP) 8.5 are presented henceforth. RCP8.5 corresponds to an intensive anthropogenic radiative forcing over the upcoming decades, without stabilization towards the end of the 21st century [1]. The less-intensive RCP4.5 scenario was also considered in the analysis, but the results are generally coherent with those for RCP8.5, though with an anticipated weaker climate change signal (not shown).

In the following analyses, all indices are first computed for each model simulation, separately, based on the raw or bias-corrected daily variables. The corresponding mean spatial patterns over the future period were also calculated for each simulation. The four-member ensemble means were finally computed over the four mean patterns and will be presented henceforth.

2.3. Climatic Indices

As previously mentioned, different bioclimatic indicators are used, not only to assess the climate conditions in the DWR under current and future climates, but also to compare the two different methods for model bias correction and the likely implications in the results. The selected indicators comprise temperature- and precipitation-dependent indices, including indices of temperature and precipitation extreme events and viticultural suitability, namely NDTX35 (Number of Days with maximum temperature (TX) above 35 °C), NDTX20-30 (Number of Days with maximum temperature (TX) between 20 and 30 °C), NWS (Number of Warm Spells), WSDI90 (Warm Spell Day Index above the 90th percentile), CDD (Consecutive Dry Days index), NDS (Number of Dry Spells), HI (Huglin Index), DI (Dryness Index), and GSP (Growing Season Precipitation). In all indices, including HI and DI, daily data are used as input. The assessment of HI and DI using daily data was already carried out and discussed in previous studies [48].

The last three indices are widely used agroclimatic indices for viticultural zoning and climate change impact assessment worldwide [57]. On the other hand, the first indices correspond to the climate change core indices from the Expert Team on Climate Change Detection and Indices (ETCCDI) initiative [65,66], which are commonly used to assess climate change projections of extreme weather events, except the NDTX20-30, which is indeed a central tendency index. Nevertheless, since the latter index is based on daily maximum temperatures, it may also be considered as a temperature extreme index, but in a broader sense. The first four indices are temperature-based, while the following two are precipitation-based. These indices were selected after the computation of a much wider number of indices that will not be presented herein for the sake of succinctness. In fact, several indices provide redundant information, not bringing significantly new outcomes for the analysis.

Concerning the extreme indices, NDTX35 identifies excessively warm (supra-optimal) conditions for grapevine development, whereas NDTX20-30 is a suitable indicator of favorable conditions for grapevine growth and development. NWS is the number of warm spells per year, with a duration of at least 6 consecutive days, with a maximum temperature higher than its corresponding calendar day in the 90th percentile, computed over the full historical period, and centered on a 5-day moving window. WSDI90 is the number of days under a warm spell. CDD is the highest number of consecutive days with daily precipitation under 1.0 mm over the whole period. The NDS is the number of episodes, with a duration of at least 5 consecutive days, with daily precipitation under 1.0 mm.

Regarding the agroclimatic indices, the HI tends to reflect the potential grape sugar content in a given region or year, as a function of the thermal accumulation and a radiation factor [35]. The DI is a key indicator of the soil water availability for grapevine development and grape berry growth [67,68]. Lastly, GSP is the accumulated precipitation during the grapevine growing season. Despite the likely significant differences between regions and vintages, this season is conventionally considered from 1 April to 30 September in
the Northern Hemisphere, which allows the comparison with standard values and with previous studies.

2.4. Bias Correction and Future Projections

As previously mentioned, two methodologies of bias correction are compared herein: the linear and quantile mapping methods. A detailed description of each methodology can be found in [55] and [69,70], respectively. Very succinctly, both methods are applied by calculating differences (temperatures) or ratios (precipitation) between the climate model simulated data and the observation-based data (E-OBS), which is considered a baseline reference, and over the overlapping historical period (1989–2005). These differences/ratios are computed at the daily timescale. However, for each variable, the differences/ratios are computed as a function of the calendar day in the linear method, whereas they are computed as a function of the quantiles of the empirical probability distribution function in the quantile mapping method. The conventional linear method, thus, corrects only the location (average) and scale (standard deviation) of the empirical probability distribution function (EPDF), while the quantile mapping corrects the full EPDF (Figure 2). This difference makes the former method much less computationally demanding and, consequently, much easier to run in large datasets. In quantile mapping, by definition, the full EPDFs of the model data are exactly equal to the corresponding EPDFs of E-OBS data (Figure 2, Figures S2–S5). Thus, the comparison of the bias-corrected indices on the historical period (1989–2005) is not appropriate. The model simulation data corrected by quantile mapping will lead to precisely the same patterns as those obtained from E-OBS.

![Empirical probability distribution functions (EPDF), with kernel-density estimation, for the historical period (1989–2005), for the daily (a) total precipitation, (b) maximum temperature, (c) mean temperature, and (d) minimum temperature, for E-OBS data (dashed black line), bias-corrected data using the quantile mapping (orange line) and linear (yellow line) methods, and the original model simulation data (no bias correction for the historical period; purple line).](image)

Figure 2.
The same differences/ratios are then applied to the future simulation data for the corresponding calendar day or quantile, respectively, thus under the assumption that model biases remain invariant in the future climate. Both methods are applied to each simulated variable (mean, minimum, and maximum daily temperatures and daily total precipitation), and for each of the four selected RCM-GCM chains, separately. The bias-corrected data are then used for calculating the above-described nine climatic indices. For the sake of succinctness, as well as to account for model uncertainties, the four-member ensemble means are subsequently calculated for each index and mapped in the DWR on the EURO-CORDEX grid. No spatial interpolation is applied to enable an accurate comparison of the bias correction methodologies at each original grid box (interpolation may add new biases). To assess the climate change signal, the indices are also calculated for the E-OBS data (baseline reference climate).

3. Results

3.1. Comparison of Bias Correction Methods

In a first approach, the two bias correction methods were compared considering the variables: daily total precipitation (mm) and daily minimum, mean and maximum temperatures (°C). For a more detailed comparison, the transformed probability density functions, obtained after the application of each bias correction method, are compared. The kernel-density estimation of the EPDF (Figure 3) and the empirical cumulative distribution functions (ECDF; Figure S6) are represented for each variable, when pooling all grid boxes, considering the two bias correction methods, as well as the original (uncorrected) data and the E-OBS data (baseline for the correction). For the sake of succinctness, the simulations from the four model chains were pooled for estimating the EPDF. However, the corresponding plots for each model separately are shown as Supplementary Material (Figures S7–S10).

Precipitation is the variable with the least noticeable differences between the two correction methods (linear vs. quantiles, Figure 3a). Even so, it is possible to identify that both bias-corrected data present much more days with zero or near-zero precipitation than the original simulated data. This is a common result, as most climate models tend to underestimate the number of dry days [71]. Conversely, for daily precipitation > 1 mm (wet days), the bias-corrected data show lower probabilities than the original data. Moreover, these features are more accentuated for the quantile mapping method, which suggests that this method is more effective in correcting the above-referred underestimation of dry days by climate models.

The temperatures generally show a bimodal distribution, with a clear peak at lower temperatures (winter regime) and a secondary peak at higher temperatures (summer regime), which is a usual distribution in continental climate areas and is apparent in the E-OBS data. However, the simulated original data largely lack this bimodal structure, with a cool bias and an overestimation of the winter regime probability. This means that after bias correction, temperatures are shifted to the right in both bias-correction methods. For the future climates (2051–2080, RCP8.5), the linear method tends to depict a much smoother curve, where the peaks are less accentuated than in the quantile method, thus being mostly a shift to the right in the temperature EPDF (uniform warming). On the contrary, the data corrected by the quantile method show more pronounced bi-modal distributions than that obtained from the linear method. This ability to accurately replicate the observed winter/summer regimes in the bias-corrected data is a clear advantage of the former method and may have critical implications in the assessment of local/regional thermal conditions, namely in temperature accumulations and extremes.
The same differences/ratios are then applied to the future simulation data for the corresponding calendar day or quantile, respectively, thus under the assumption that model biases remain invariant in the future climate. Both methods are applied to each simulated variable (mean, minimum, and maximum daily temperatures and daily total precipitation), and for each of the four selected RCM-GCM chains, separately. The bias-corrected data are then used for calculating the above-described nine climatic indices. For the sake of succinctness, as well as to account for model uncertainties, the four-member ensemble means are subsequently calculated for each index and mapped in the DWR on the EURO-CORDEX grid. No spatial interpolation is applied to enable an accurate comparison of the bias correction methodologies at each original grid box (interpolation may add new biases).

3. Results

3.1. Comparison of Bias Correction Methods

In a first approach, the two bias correction methods were compared considering the variables: daily total precipitation (mm) and daily minimum, mean and maximum temperatures (°C). For a more detailed comparison, the transformed probability density functions, obtained after the application of each bias correction method, are compared. The kernel-density estimation of the EPDF (Figure 3) and the empirical cumulative distribution functions (ECDF; Figure S6) are represented for each variable, when pooling all grid boxes, considering the two bias correction methods, as well as the original (uncorrected) data and the E-OBS data (baseline for the correction). For the sake of succinctness, the simulations from the four model chains were pooled for estimating the EPDF. However, the corresponding plots for each model separately are shown as Supplementary Material (Figures S7–S10).

![Figure 3](image_url)

**Figure 3.** Empirical probability distribution functions (EPDF), with kernel-density estimation, for the future period (2051–2080) under the RCP8.5 scenario for the daily (a) total precipitation, (b) maximum temperature, (c) mean temperature, and (d) minimum temperature, for the original model simulation data (no bias correction; blue line) and the bias-corrected data using the quantile mapping (orange line) and linear (yellow line) methods. The corresponding EPDFs for E-OBS data are also depicted (historical data; dashed black line).

A comparison between the two methods will be undertaken based on the above-mentioned indices of temperature and precipitation extremes and viticultural suitability. However, as expected, the differences in the annual mean variables between the future period (2051–2080) and the historical period (1989–2005) obtained from both bias correction methods are nearly equal, as they correspond to central tendency metrics, generally less affected by biases. For both methods, under RCP8.5, the area-mean of the daily mean temperature increases from approximately 13.0 °C to 15.5 °C (+1.5 °C warming), whereas the area-mean of annual total precipitation decreases from roughly 668 mm to 576 mm (−14%), thus hinting at the warming and drying trends over the upcoming decades. For the area-means of the daily maximum (minimum) temperature, the increase is 2.7 °C (1.9 °C).

3.2. Indices: Linear vs. Quantile Corrections

The ensemble-mean patterns obtained from both bias correction methods over the future scenario will be compared to understanding the implications of the method’s choice in the indices and conclusions that can be drawn from them. To better evaluate the differences between both bias correction methods, the spatial root-mean-squared difference (RMSD) was calculated for the different climatic indices (Table 1). The values were then normalized by the corresponding area-means (nRMSD) to allow their direct comparison. The nRMSD is computed as the mean of the squared grid box differences between two
spatial patterns, which are herein the ensemble mean patterns for a given combination of an index, period, and bias-correction method. Hence, the nRMSD is a measure of the sensitivity of a given index to the choice of the bias correction method, i.e., a high value corresponds to high sensitivity.

Table 1. Difference percentage between the linear and quantile mapping bias correction methods, using the root mean square error, for NDTX35 (Number of Days with maximum temperature, TX, above 35 °C), NDTX20-30 (Number of Days with maximum temperature, TX, between 20 and 30 °C), NWS (Number of Warm Spells), WSDI90 (Warm Spell Day Index above the 90th percentile), CDD (Consecutive Dry Days index), NDS (Number of Dry Spells), HI (Huglin Index), DI (Dryness Index), and GSP (Growing Season Precipitation). Statistically significant values at a confidence level of 99% are in bold.

<table>
<thead>
<tr>
<th>NDTX35</th>
<th>NDTX20-30</th>
<th>NWS</th>
<th>WSDI90</th>
<th>CDD</th>
<th>NDS</th>
<th>HI</th>
<th>DI</th>
<th>GSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.4%</td>
<td>4.7%</td>
<td>12.3%</td>
<td>19.7%</td>
<td>19.5%</td>
<td>1.9%</td>
<td>3.3%</td>
<td>29.3%</td>
<td>22.7%</td>
</tr>
</tbody>
</table>

For NDTX35 (Figure 4a,b), an index that reflects the prevalence of excessively warm conditions for temperate viticulture, the full range of values within the DWR is clearly larger using quantile mapping than the linear method, with much lower values in the higher-elevation areas of the westernmost part of the DWR and significantly higher frequencies of occurrence of extremely high temperatures in the upper Douro valley (eastern DWR). This finding is in agreement with the EPDF for maximum temperature, which shows that for temperatures superior to 35 °C, the quantile mapping method shows higher probabilities when compared to the linear method. Overall, the linear method shows lower values for the frequencies of occurrence of extremely high temperatures (about 5 days per year), particularly in the areas with higher exposure to climate change (Douro Superior, upper Douro valley), despite the high similarity between both spatial patterns. The nRMSD between both mean patterns is 13.4% (Table 1), which is a statistically significant value at a confidence level of 99%. Therefore, NDTX35 hints at the importance of having an adequate bias correction method when envisioning an analysis of extreme events and their corresponding impacts on, e.g., viticulture. Extreme indices are, by definition, concentrated on the tails of the EPDF, and slight differences in bias correction are thereby exacerbated, leading to inaccurate climate change impact assessments.

Regarding NDTX20-30 (Figure 4c,d), which corresponds to near-optimum maximum temperatures for grapevine development, the difference between the two bias correction methods is noteworthy, with the quantile mapping method showing slightly lower values when compared to the linear method. Thus, the linear method overestimates the frequencies of occurrence of days within this favorable temperature range, which is in accordance with the previously referred underestimation of extremely high temperatures. However, both methods display quite similar patterns, where the central area (Cima-Corgo) shows lower values with respect to the eastern and western parts. This finding is also attested by the minor nRMSD (4.7%), not statistically significant. Being an index more focused on central temperatures, the lower sensitivity to the bias correction can be anticipated.

For the case of the NWS (Figure 5a,b), the differences between the two correction methods reveal that the quantile method points to a slightly greater occurrence of warm spells, which is coherent with the previous findings for NDTX35. These warm episodes should occur between seven to eight times a year in the future climate, but there is a significant spatial difference between both methods (nRMSD of 12.3%, Table 1), with generally higher occurrences in the eastern region. Concerning the WSDI90 (Figure 5c,d), the quantile mapping method points again to a greater occurrence of warmer days and larger spatial gradients over the region, as expected, since this index is a direct manifestation of extremely high-temperature days. The nRMSD of 19.7% corroborates the significant differences between the two patterns.
The CDD (Figure 6a,b) index highlights the occurrence of extremely long dry periods and presents noteworthy differences between both bias correction methods (nRMSD of 19.5%). Once again, the quantile mapping presents higher values than the linear method, hinting at its ability to capture the dry periods. As previously stated, climate models often tend to underestimate the occurrence of dry days. Although the linear method already corrects a significant part of this bias, the quantile mapping is more effective in this correction and leads to a substantially higher number of dry days (precipitation < 1 mm).

Bearing in mind the aggregated nature of the NDS index (Figure 6c,d), its mean spatial patterns are not significantly different between both methods (nRMSD of 1.9%). However, it should be noted that the quantile method presents slightly greater contrasts between regions, which is a manifestation of the enhanced representation of dry days.
Figure 5. Ensemble-mean of the Number of Warm Spells (NWS) for the Douro Wine Region and the future period (2051–2080), under the RCP8.5, with a bias correction following the (a) linear and (b) quantile mapping methods. (c,d) The same as (a,b) but for the Warm Spell Day Index above the 90th percentile (WSDI90).

The indices of viticultural suitability are cumulative indices over the entire growing season (6-month period) and may, therefore, either offset or magnify the discrepancies between the bias correction methodologies on the daily timescale, depending on the exact location and strength of the biases in the EPDF. To our knowledge, no previous study has carried out such an assessment for these indices and the results should heavily depend on the index and location. As these indices have already been largely discussed for the DWR in previous studies [54,57,72,73], their maps are presented as supplementary material to avoid redundancy. However, the corresponding differences in terms of the bias correction methods are also documented here, owing to their essential role in viticultural zoning and climate change impact evaluation.

Regarding the HI (Supplementary Figure S11a,b), the linear method presents lower values than the quantile method in the most inland area (Douro Superior) and some parts of the western area, close to the Douro River. Nevertheless, the bias correction methods have little implications in the final pattern (nRMSD of 3.3%), thus suggesting a robust pattern. Conversely, the DI (Supplementary Figure S11c,d) shows significant differences between the two methods (nRMSD of 29.3%), with the innermost region typically experiencing lower values (higher dryness levels). For the case of GSP (Supplementary Figure S11e,f), it should be noted that the quantile method also presents greater spatial contrasts (nRMSD...
of 22.7%), revealing, e.g., maximum values in the southern-central border of the region, where mountain ranges are located and more intense and frequent convective precipitation is projected in the future (not shown). A similar feature is also found in DI (Figure S11d). In summary, while for HI only minor differences are found, for DI and GSP, the differences are noteworthy, highlighting the relevance of an adequate bias correction to safeguard their accurate estimation. The DI, in particular, is based on temperature–precipitation products, thus tending to present a non-linear response to input errors. This explains the highest sensitivity of this index to bias correction.

**Figure 6.** Ensemble-mean of the Consecutive Dry Days index (CDD) for the Douro Wine Region and the future period (2051–2080), under the RCP8.5, with a bias correction following the (a) linear and (b) quantile mapping methods. (c,d) The same as (a,b) but for the Number of Dry Spells (NDS).

### 3.3. Climate Change Assessments

The previous section hints at the importance of an appropriate selection of a bias correction method to estimate the selected indices. This section considers the ensemble-mean patterns of the different indices over the historical and future periods, as well as their corresponding differences (climate change signal), using the quantile mapping method.

The NDTX35 (Figure 7) shows a considerable change between the two periods, evidencing a strong increase in the number of extremely warm days for the future period (from 20 to 45 days). The difference between periods is particularly pronounced in the eastern DWR (Douro Superior), a region that is already today significantly more exposed to these extremes. For the NDTX20-30 (Figure 8), a decrease in the number of days within this
temperature range is apparent in the future, mostly in the western half of the DWR. This is a clear result of the sharp increase in the number of days with extremely high temperatures. The climate change signals of NDTX35 and NDTX20-30 are indeed complementary.

Figure 7. Ensemble-mean of the Number of Days with maximum temperature above 35 °C (NDTX35) for the Douro Wine Region, bias-corrected by quantile mapping, for the (a) historical (1989–2005), (b) future (2051–2080) under the RCP8.5, and (c) future historical difference.

Figure 8. Ensemble-mean of the Number of Days with maximum temperature between 20 and 30 °C (NDTX20-30) for the Douro Wine Region, bias-corrected by quantile mapping, for the (a) historical (1989–2005), (b) future (2051–2080) under the RCP8.5, and (c) future historical difference.

Due to the formulation of the NWS index (Figure 9), significant spatial differences are not evident. Nonetheless, a strong increase in the number of warm spells in the future
period is projected, with a stronger signal in the northeastern region. These events are of less than one per year currently and are expected to reach, on average, eight occurrences per year in the future climate. This is a remarkable finding, as heatwaves were already reported to be potentially damaging for grapevines, mainly when heat stress is reinforced by water stress and high radiation levels [29]. Concomitantly, the WSDI90 (Figure 10) is one of the indices that shows a higher difference between the two periods, evidencing a notable warming trend. The increase ranges from 75 to 87 days per year, being also more noticeable in the northeastern region, in agreement with the changes for the NWS.

Figure 9. Ensemble-mean of the Number of Warm Spells (NWS) for the Douro Wine Region, bias-corrected by quantile mapping, for the (a) historical (1989–2005), (b) future (2051–2080) under the RCP8.5, and (c) future historical difference.

Figure 10. Ensemble-mean of the Warm Spell Day Index above the 90th percentile (WSDI90) for the Douro Wine Region, bias-corrected by quantile mapping, for the (a) historical (1989–2005), (b) future (2051–2080) under the RCP8.5, and (c) future historical difference.
For the future period, an increase in the CDD index is also expected (Figure 11), which will be particularly apparent in the westernmost part of the DWR (>65 days), which is currently less exposed to droughts. The eastern region is already today quite dry, which explains the lower increases in CDD. On the other hand, for the NDS index (Figure 12), its values almost double throughout the DWR, mainly in the more continental (inner) region, i.e., the climate change projections indicate a shift from 7 to 8 spells to 12–14 spells per year, on average. Since these dry spells are key precursors of severe/extreme soil water deficits and water stress, more frequent droughts should be expected throughout the DWR in the future, with the above-mentioned implications for the regional viticulture.

**Figure 11.** Ensemble-mean of the Consecutive Dry Days Index (CDD) for the Douro Wine Region, bias-corrected by quantile mapping, for the (a) historical (1989–2005), (b) future (2051–2080) under the RCP8.5, and (c) future historical difference.

**Figure 12.** Ensemble-mean of the Number of Dry Spells (NDS) for the Douro Wine Region, bias-corrected by quantile mapping, for the (a) historical (1989–2005), (b) future (2051–2080) under the RCP8.5, and (c) future historical difference.
For the HI (Figure S12), an overall increase in its values is evident in the future period, mostly in the central region (Cima-Corgo). Regarding the DI (Figure S13), a downward (drying) trend is projected, especially in the westernmost (Baixo-Corgo) and innermost (Douro Superior) areas. Similar considerations can be drawn regarding the GSP (Figure S14). Over the central area of the DWR (Cima-Corgo), the drying trends are, however, less prominent. A slight increase in GSP is, indeed, observed over the central-southern border of the DWR. This behavior is consistent with the increase in the frequencies of occurrence of extreme precipitation in this region projected by some climate models (not shown), which may imply additional risks in terms of heavy rainfall events, in many instances associated with deep convection, thunderstorms, and hailfall [74]. These meteorological hazards may also represent an increased risk for the region, but their assessment is out of the scope of the present study.

4. Discussion

Reliable information about how climate change over the forthcoming decades will impact crop development, growth, yield, and quality is essential for farmers and decision-makers. It promotes optimization of cultivation practices and management, reducing waste and economic losses, as well as potentiating a more efficient use of available resources, warranting environmental and socio-economic sustainability. More specifically, the present study findings provide evidence for multifaceted climate change impacts on the DWR viticulture, which is in agreement with previous studies [51–54]. Although GCM simulations are the most important tool to project these impacts, they neither provide regional-scale nor unbiased information [75]. Additionally, climate models are not able to represent with accuracy regional/local scale extreme events [76]. RCMs significantly contribute to overcoming these limitations, but important biases are still reminiscent in their simulations. For this reason, it is important to apply appropriate bias correction methods to model outputs to avoid considerably hampering the accuracy of future projections. Several studies have been comparing different bias correction methods to assess their performance under different conditions, regions, and variables [39,41,77,78]. In the study of [78], seven bias correction methods were tested for precipitation and five for temperature. The results show that the quantile mapping methods are by far the best-performing for precipitation projections. This conclusion was also verified in the study of [77].

The present study results reveal that the selection of different bias correction methods can significantly impact the conclusions. Regarding the two methods studied here, the linear method is the simplest and least computationally demanding. Furthermore, the differences between this method and the quantile mapping are not always noteworthy. However, the results regarding extreme events revealed remarkable differences. For the NDTX35, NWS, WSDI90, and CDD indices, the linear method visibly shows lower values than the quantile mapping method. This occurs because the linear methods apply the same correction over the whole data series, regardless of being central or extreme values. Overall, the mathematical definition of each index underlies its higher/lower sensitivity. Indices with non-linear formulations and/or based on tail distributions are commonly more prone to error propagation and magnification. Considering the aforementioned limitations of the climate models in realistically replicating extreme events (defined on the tails of the distributions), this is a clear shortcoming of the linear approach.

The air temperature is considered one of the most important atmospheric variables considering the development and growth of the grapevines [43], as cool conditions [79] or extreme heat [80] can affect vine physiology and yield. During the growing season, the average air temperature should lie preferably between 12–13 °C and 22–24 °C. Lower temperatures cannot promote the proper development of the grapevine, while higher temperatures combined with low precipitation can trigger heat stress. On the other hand, high temperatures, combined with high precipitation, may trigger pests and diseases [26]. The results show that extreme temperatures (NDTX35, NWS, and WSDI90) will tend to be more severe in a future climate. For the case of NDTX35, an increase of almost 400%
is verified. Regarding the number of warm spells, 7 events/year are expected, with a minimum duration of 6 days, meaning that at least 42 days/year will be under heatwave conditions. The WSDI90 also presents relevant values, since the number of days will approximately increase from 75 to 90. Heatwaves during the veraison-maturity period can significantly influence sugar accumulation [81]. Moreover, high temperatures can strongly impact the sensory character of wines [82]. Regarding the NDTX20-30, the projected decrease is noticeable under the future scenario. This is an indirect result of the increase in the number of days with extremely high temperatures. Therefore, the susceptibility of the DWR to extremely high temperatures is projected to increase very significantly in the forthcoming decades, which will represent a noteworthy threat to the regional winemaking sector.

Precipitation is responsible for determining soil water availability and, for that reason, it is also a critical atmospheric variable for grapevine development [26]. Recent studies show that water deficits can affect grape berry attributes, wine typicity, and profile [83,84]. During budburst and shoot/inflorescence development, water stress can cause small shoot growth, poor flower clusters, and berry set development [85]. However, during the development stage of the grapevine, moderately dry soils might be favorable to the production of high-quality wines [86]. The DI is based on the potential water available in the soil and is also related to grapevine growth, yield, and wine quality [68]. It encompasses four classes, varying from very dry (DI ≤ 100 mm) to humid (DI > 150 mm) conditions. The Thornthwaite method is used for estimating the potential evapotranspiration (PET) in DI [48]. Although the PET estimation can be significantly under- or overestimated under future climate conditions, with implications in the DI values, the present study is mainly focused on the comparison of the potential impacts of bias-correction methods. Thus, an invariant definition of DI, exclusively reflecting changes in the input variables (temperatures and precipitation), should thereby be considered for both the historical and future periods. The results of this index show a strengthening of dryness, as the values decrease nearly 60 mm throughout the DWR. Still, for both historical and future periods, the classification remains the same: moderately dry (−100 ≤ DI > −50). The precipitation during the favorable period also decreases, except for a small mountainous area in the southern-central border, which should undergo a slight increase. Regarding the extreme climate events, the number of dry spells is projected to increase from approx. 7.5 to approx. 13 per year, which is a near doubling of events. Furthermore, the CDD will increase in the majority of the study region. This drying trend has been identified in several previous studies and for many southern European regions, e.g., southern Spain, Portugal, or Italy [87]. As a result, the implementation and installation of smart deficit irrigation systems have been advocated as one possible adaptation strategy to maintain wine production and quality of some winemaking regions [88].

5. Conclusions
Viticulture is strongly dependent on weather and climatic conditions, thus being largely exposed and vulnerable to changing climates. The present study hints at the critical importance of using adequate bias-correction methods for the treatment of RCM output data. Different bias correction methods may imply different results, especially concerning extreme weather events. For that reason, the future projections developed herein were corrected using quantile mapping. For the DWR, some viticulture-relevant climatic changes are documented, namely the drying and warming trends, but also a notorious increase in the number of extreme events (extremely warm days, heatwaves, long-lasting dry spells, and droughts). These changes may have detrimental impacts on viticulture and wine quality, emphasizing the importance of this study and the importance of outlining suitable adaptation strategies for reducing climate change impacts and risks.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/agronomy11050990/s1. Figure S1. Empirical cumulative distribution functions (ECDF) for the historical period (1989-2005), for the daily (a) precipitation, (b) maximum temperature, (c) mean
temperature, and (d) minimum temperature, for E-OBS data (dashed black line), bias-corrected data using the quantile mapping (orange line) and linear (yellow line) methods, and the original model simulation data (no bias correction for historical period; purple line). Figure S2. Empirical probability distribution functions (EPDF) for the historical period (1989-2005), for the daily (a) precipitation, (b) maximum temperature, (c) mean temperature, and (d) minimum temperature, for E-OBS data (dashed black line), bias-corrected data using the quantile mapping (orange line) and linear (yellow line) methods, and the original model simulation data (no bias correction for historical period; purple line), for the CNRM-CERFACS-CNRM-CM5 model. Figure S3. Empirical probability distribution functions (EPDF) for the historical period (1989-2005), for the daily (a) precipitation, (b) maximum temperature, (c) mean temperature, and (d) minimum temperature, for E-OBS data (dashed black line), bias-corrected data using the quantile mapping (orange line) and linear (yellow line) methods, and the original model simulation data (no bias correction for historical period; purple line), for the MPI-M-MPI-ESM-LR model. Figure S4. Empirical probability distribution functions (EPDF) for the historical period (1989–2005), for the daily (a) precipitation, (b) maximum temperature, (c) mean temperature, and (d) minimum temperature, for E-OBS data (dashed black line), bias-corrected data using the quantile mapping (orange line) and linear (yellow line) methods, and the original model simulation data (no bias correction for historical period; purple line), for the IPSL-IPSL-CM5A-MR model. Figure S5. Empirical probability distribution functions (EPDF) for the historical period (1989–2005), for the daily (a) precipitation, (b) maximum temperature, (c) mean temperature, and (d) minimum temperature, for E-OBS data (dashed black line), bias-corrected data using the quantile mapping (orange line) and linear (yellow line) methods. The corresponding ECDF for E-OBS data are also depicted (historical data; dashed black line). Figure S6. Empirical cumulative distribution functions (ECDF) for the future period (2051–2080), under the RCP8.5 scenario, for the daily (a) precipitation, (b) maximum temperature, (c) mean temperature, and (d) minimum temperature, for the original model simulation data (no bias correction; blue line), bias-corrected data using the quantile mapping (orange line) and linear (yellow line) methods. The corresponding ECDF for E-OBS data are also depicted (historical data; dashed black line). Figure S7. Empirical probability distribution functions (EPDF) for the future period (2051–2080), under the RCP8.5 scenario, for the CNRM-CERFACS-CNRM-CM5 model, for the daily (a) precipitation, (b) maximum temperature, (c) mean temperature, and (d) minimum temperature, for the original model simulation data (no bias correction; blue line), bias-corrected data using the quantile mapping (orange line) and linear (yellow line) methods. The corresponding ECDF for E-OBS data are also depicted (historical data; dashed black line). Figure S8. Empirical probability distribution functions (EPDF) for the future period (2051-2080), under the RCP8.5 scenario, for the ICHEC-EC-EARTH model, for the daily (a) precipitation, (b) maximum temperature, (c) mean temperature, and (d) minimum temperature, for the original model simulation data (no bias correction; blue line), bias-corrected data using the quantile mapping (orange line) and linear (yellow line) methods. The corresponding ECDF for E-OBS data are also depicted (historical data; dashed black line). Figure S9. Empirical probability distribution functions (EPDF) for the future period (2051-2080), under the RCP8.5 scenario, for the IPSL-IPSL-CM5A-MR model, for the daily (a) precipitation, (b) maximum temperature, (c) mean temperature, and (d) minimum temperature, for the original model simulation data (no bias correction; blue line), bias-corrected data using the quantile mapping (orange line) and linear (yellow line) methods. The corresponding ECDF for E-OBS data are also depicted (historical data; dashed black line). Figure S10. Empirical probability distribution functions (EPDF) for the future period (2051–2080), under the RCP8.5 scenario, for the MPI-M-MPI-ESM-LR model, for the daily (a) precipitation, (b) maximum temperature, (c) mean temperature, and (d) minimum temperature, for the original model simulation data (no bias correction; blue line), bias-corrected data using the quantile map-ping (orange line) and linear (yellow line) methods, and the original model simulation data (no bias correction for historical period; purple line). Figure S11. Huglin Index (HI) for Douro Wine Region and the future period (2051–2080), under the RCP8.5, with a bias correction following the (a) linear and (b) quantile mapping methods. (c,d) The same as for (a,b) but for the Dryness Index (DI). (e,f) The same as for (a,b) but for the Growing Season Precipitation (GSP). Figure S12. Huglin Index (HI) for the Douro Wine Region, bias-corrected by quantile mapping, for the (a) historical period (1989–2005), (b) future period (2051–2080) under the RCP8.5, and (c) future–historical difference. Figure S13. Dryness Index (DI) for the Douro Wine Region, bias-corrected by quantile mapping, for the (a) historical period (1989–2005), (b) future period (2051–2080) under the RCP8.5, and (c) future–historical difference. Figure S14. Growing Season Precipitation (GSP) for the
Douro Wine Region, bias-corrected by quantile mapping, for the (a) historical period (1989–2005), (b) future period (2051–2080) under the RCP8.5, and (c) future – historical difference.
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