A GA-SA Hybrid Planning Algorithm Combined with Improved Clustering for LEO Observation Satellite Missions
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Abstract: This paper presents a space mission planning tool, which was developed for LEO (Low Earth Orbit) observation satellites. The tool is focused on a two-phase planning strategy with clustering preprocessing and mission planning, where an improved clustering algorithm is applied, and a hybrid algorithm that combines the genetic algorithm with the simulated annealing algorithm (GA–SA) is given and discussed. Experimental simulation studies demonstrate that the GA–SA algorithm with the improved clique partition algorithm based on the graph theory model exhibits higher fitness value and better optimization performance and reliability than the GA or SA algorithms alone.
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1. Introduction

Earth observation satellites are important for scientific research, military reconnaissance, agricultural harvesting, and so on. With the increase of the space application scenarios, it is difficult for the in-orbit satellite resources to meet various requirements. Therefore, it is of great significance to rationally utilize limited satellite resources to obtain efficient observations. Space mission planning is a complex combinatorial optimization problem that solves the optimal satellite task planning sequence under the constraints of limited resources, time, and space.

For the satellite observation planning problem, task clustering can enable a satellite to perform more tasks with fewer sensor opening times, as shown in Figure 1 [1]. The yellow circle represents the task to be observed, and the red rectangle represents the clustering task that can perform the combined observation, where the maximum slewing ability needs to be considered. Through task clustering, several tasks can be combined at one observation activity, and the number of sensor slew times can be reduced. Meanwhile, task clustering makes it possible to accomplish some conflicting tasks at the same time [2].

Task clustering has gained more and more attention for Earth observation satellites and has been a research focus on the preprocessing field for satellite missions. Jenhn.et al. [3] proposed a branch and bound algorithm for clique partition, contributing to the development of graphic theory. In 2013, Wu G [2] proposed a two-phase scheduling method that considers task clustering of Earth observation satellites. Further, a dynamic task clustering strategy was designed by Wu G in 2017 [4]. The problem was that he did not take into account the observation duration of the task, but observed the task in the whole visible time window, which would result in the satellite resources not being used effectively. Xu Y [5] improved the classical clique partition algorithm to solve the imaging satellite task-clustering
problem, but the adopted algorithm is relatively complex. Du B and Li S [6] adopted the task clustering based preprocessing method to improve the observation efficiency by combining potential targets.

Figure 1. Task clustering diagram [1].

It was found that in the previous investigations and studies, few constraints were considered. Hence, many research achievements are difficult to translate into practical engineering solutions. In this paper, we consider practical constraints of the sensor, including the ground resolution, time window, observation duration, maximum observation time, slewing angle, and pitching angle, and propose an improved task clustering based on the approximate clique partition algorithm proposed by Tseng [7].

Moreover, for Earth observation satellite missions, the preprocessing based on the task clustering is the first step, and the main purpose is to improve the efficiency for task planning. Compared with task clustering, research for Earth observation task planning problems are progressing rapidly. The Earth observation task planning problem is an NP (Non-deterministic Polynomial)-hard problem, and most studies use either a heuristic algorithm or an intelligent optimization algorithm to solve it. Frank et al. adopted the random search heuristic algorithm to solve the EO-1 (Earth Observing-1) system application [8]. Globus et al. [9] compared the performance of various algorithms, such as the simulated annealing algorithm, hill climbing algorithm, and genetic algorithm, for the imaging scheduling problem of point targets. Li Z proposed a multi-objective binary-encoding differential evolution (MBDE) algorithm for observation satellite proactive scheduling [10]. Kim H et al. [11] proposed the optimal scheduling algorithm for satellite formation equipped with synthetic aperture radar (SAR) imaging equipment. The proposed optimal scheduling algorithm is based on a genetic algorithm (GA). The goal is to reduce the system response time. The results show that the optimization effect of the GA algorithm is better than the particle swarm optimization (PSO) algorithm in a limited planning time. Romain studied the backtracking heuristic algorithm based on the constrained programming model [12]. Sarkheyli et al. designed a new tabu search algorithm to solve the problem when considering task priority, resource constraints, and user satisfaction in the study of mission planning for low-orbit satellites [13]. Liu S conducted mathematical modelling based on various constraints of the task planning process, and then proposed a rolling planning heuristic algorithm for the model, which divided the global task planning process into successive local planning tasks [14]. Niu X et al. designed a multi-objective genetic algorithm for fast response to natural disasters [15]. He R and Bai B established the mission planning model by considering the synthetic observation between missions; to maximize the completion of the task as the goal of optimization, a fast model annealing algorithm and a dynamic task synthesis heuristic algorithm were proposed to solve the problem [16]. Considering the priority of the task, Xu R and Chen H [17] designed a planning model and solution algorithm. Gao P et al. proposed a parallel ant colony algorithm and proved its high efficiency through experiments [18].
Jiang W solved the problem of massive user requests by designing a task merging mechanism using an adaptive ant colony algorithm [19].

Satellite task planning is a complex combination of multi-objective optimization problems. The optimization results of traditional algorithms are usually not ideal. The intelligent search algorithm is highly versatile, does not depend on specific problems, has a high search efficiency, and has an inherent parallel search capability. It is a desirable and suitable algorithm for large-scale applications. However, if a single intelligent search algorithm is used, a premature phenomenon falling into a local optimum is generally found, and the improvement of a single algorithm has some limitations. Aiming to avoid the premature phenomenon and extend the application range, a hybrid strategy combining multiple intelligent search algorithms was designed. Previous studies mostly adopted a single algorithm to solve the problem, but the optimization performance and algorithm stability were not good, and there were few constraints considered in optimization, which is quite different from the actual situation. Thus, due to the above two cases, this paper adopts a genetic algorithm–annealing algorithm (GA-SA) hybrid optimization algorithm, aiming to maximize the priority and the number of completions and considering the mission constraints including the satellite visible window, the sensor observation without overlapping, the preparation time for the sensor operation, slew angle, the observation time of the task, the single longest boot duration, the single maximum boot time, satellite energy, and data storage. A hybrid algorithm of GA and SA was developed to improve performance of satellite observation, which inherits fully the advantages of each single algorithm and the algorithms complement each other. Finally, the experimental simulation results show that the improved clustering algorithm combined with the GA-SA hybrid planning algorithm have a higher observation performance, thus improving the mission execution efficiency.

2. Review of the Improved Clustering Algorithm

The authors approached the task clustering model and algorithm early in their research using three parts: clustering constraints, the task clustering graph theory model, and the model solving algorithm [1]. The clustering preprocessing is the important part for space mission planning, which could enhance the efficiency of space missions.

Aiming to clearly demonstrate a two-phase scheduling strategy, here, a brief review of clustering preprocessing is given.

In the present paper, the practical constraints from the sensors, time window, observation duration, maximum observation time, slewing angle, and pitching angle were considered in building the clustering model. According to the constraints of the satellite clustering task, graph theory was adopted to build the clustering model. A graph $G = (V, E)$ consists of the set of vertices $V$ and the set of edges $E$. $V(G_i)$ represents the set of tasks that can be observed in the $i$th orbit of the satellite. $E(G_i)$ represents the connecting line of points that meet the clustering constraint in the $i$th orbit. If task $u$ and task $v$ meet the constraint condition, then points $v_u$ and $v_v$ are connected by edge $e_{uv}$. All the edges satisfy the clustering constraints that comprise $E(G_i)$. Thus, the undirected graph model $G = (V, E)$ can be used to represent the satellite clustering in the $i$th orbit among the observable original tasks.

Next, the task clustering in the graph model needs to be divided into independent cliques, as shown in Figure 2 [1]. Each independent clique represents a clustering task. In order to complete as many tasks as possible without violating the constraint conditions and improve the efficiency of satellite task completion under limited resources, the total number of clustering tasks should be as small as possible after cluster partitioning. This is a minimum clique partitioning problem, which is difficult to solve by a deterministic algorithm, but a heuristic algorithm or intelligent algorithm is generally used to solve it.

In our earlier research, the classic clique partitioning algorithm was improved, where task priority and minimum slew angle were considered as follows:

- In the cluster graph, select the edge with the largest number of common neighbors in the edge set.
- If the edge is not unique, select the edge that needs to delete the least number of edges after merging.
- If the edge is still not unique, select two vertices with higher priority and smaller clustering task slew angle to form the edge.
- Combine the two vertices of the edge into a new virtual vertex and delete the edges associated with the merged vertex to create a new edge. Update the vertex and edge collections.

Simulation results showed that the improved clique partitioning algorithm based on the graph model is an effective task clustering algorithm that can simultaneously and effectively reduce the task number size, save resources, and improve the observation efficiency [1]. Compared with the graph algorithms [2,5], the improved clique partition algorithm is relatively simple and more suitable for practical problems.

The clustering task generated by the above improved clique partitioning algorithm was taken as the input of the following task planning to carry out the optimization design.

3. Task Planning Model and Solving Algorithm

3.1. Task Planning Model

3.1.1. Main Constraints of the Planning Model

In the satellite task planning stage, the constraint satisfaction model was adopted in this paper, and the main constraint conditions are as follows:
• Observation time window constraint. 

For $\forall C_{i,u}^c \in C_i^r$, 

$$\text{Obser}_{i,u}^S \geq TW_{i,u}^c, \text{Obser}_{i,u}^E + d_u \leq TW_{i,u}^c \infty.$$ (1)

In the above formula, $\text{Obser}_{i,u}^S$ represents the observation begin time of the clustering task $C_{i,u}^c$ in the $i^{th}$ orbit, $\text{Obser}_{i,u}^E$ represents the observation end time, and $d_u = \text{Obser}_{i,u}^E - \text{Obser}_{i,u}^S$ represents the observation time of task $C_{i,u}^c$. $TW_{i}^c = \{TW_{i,1}^c, TW_{i,2}^c, \ldots, TW_{i,N}^c\}$ represents a set of visible time windows for all clustering tasks $C_i^r$. $\infty$ is the number of clustering tasks. The observation time window constraint ensures that the task performs observations within a visible time window.

• There can be no crossover among any two tasks, and the sensor cannot perform two tasks at the same time:

$$\sum_{v=1 \atop v \neq u}^{N} x_{uv} \leq 1$$ (2)

where $x_{uv}$ represents the transition from task $C_{i,u}^c$ to task $C_{i,v}^c$. 1 represents the transition, and 0 represents no transition.

• There must be sufficient preparation time between any two tasks, including sensor shutdown preparation time and satellite maneuvering time:

$$\text{Obser}_{i,u}^S + d_u + s_{uv} + \text{trans}_{uv} \leq \text{Obser}_{i,v}^S, \forall u, v \in N.$$ (3)

In the above formula, $s_{uv}$ represents the preparation time of the satellite from the end of $C_{i,u}^c$ to the start of $C_{i,v}^c$, $\text{trans}_{uv}$ is the slew angle conversion time from task $C_{i,u}^c$ to task $C_{i,v}^c$, and $d_u$ is the observation time of task $TW_{i,u}^c$.

• Slew angle conversion constraint:

$$\frac{|\text{Obser}_{i,v}^S - \text{Obser}_{i,u}^E|}{v_s} \geq |\Delta \theta_{i,v} - \Delta \theta_{i,u}| \nu_s.$$ (4)

In the above formula, $\Delta \theta_{i,v}$ represents the observed slew angle of task $C_{i,v}^c$. $\Delta \theta_{i,u}$ represents the observed slew angle of task $C_{i,u}^c$. $\nu_s$ represents the average velocity of the satellite slew rotation. The conversion between the two tasks requires a certain amount of maneuvering time; otherwise, the observation of the two tasks cannot be completed.

• The task has certain requirements for imaging time, and the observed process needs to meet the imaging duration constraint:

$$\text{Obser}_{i,u}^E - \text{Obser}_{i,u}^S \geq d_u.$$ (5)

• Single maximum boot time constraint:

$$\max T \geq d_u (u = 1, 2, \ldots, N).$$ (6)

In the above formula, $\max T$ is the maximum boot time of the sensor. The observation time of the task cannot exceed the maximum start-up time of the sensor. This has been constrained in the previous task clustering section.

• Maximum boot times constraint of one orbit:

$$\text{CountMax} \geq \sum_{u=1}^{N} x_u$$ (7)
where CountMax is the maximum number of start-up times of the sensor in one orbit and \( x_u \) is the decision variable. When the satellite observes \( C_{c_iu} \) in the current orbit, \( x_u = 1 \); otherwise, \( x_u = 0 \). The above equation indicates that the number of executions of all the observations within one orbit does not exceed the maximum times of the sensor.

- **Energy constraint:**
  \[
  \sum_{u=1}^{N} x_u e_{idu} + \sum_{u=1}^{N} \sum_{v=1}^{N} x_{uv} (s_{uv} + transT_{uv}) \varepsilon_{uv} \leq E. \tag{8}
  \]
  In the above formula, \( e_i \) represents the energy consumed per unit time of task completion. \( \varepsilon_{uv} \) represents the energy consumed per unit time from the end of task \( C_{c_iu} \) to the start of task \( C_{c_iv} \). \( E \) represents the total energy available in one orbit of the satellite. \( x_{uv} \) represents the transition from task \( C_{c_iu} \) to task \( C_{c_iv} \). 1 represents the transition, and 0 represents no transition.

- **Storage capacity constraint:**
  \[
  \sum_{u=1}^{N} C_{i-u}^c \ast e_i \leq M, \tag{9}
  \]
  where \( M \) represents the total storage capacity of the satellite in one orbit. \( e_i \) represents the storage capacity consumed per unit observation time.

### 3.1.2. Optimization Objective Function

The first optimization subobjective considers the proportion of the task priority completed by the satellite in the total task priority, which is defined as the priority function. Maximize the task priority function:

\[
\max DOR = \frac{\sum_{u=1}^{N} x_u \text{prio}_u}{N \sum_{u=1}^{N} \text{prio}_u} \tag{10}
\]

where \( C_i^c \) represents the set of clustering tasks within the \( i \)th orbit, \( C_i^c = \{C_{i-1}^c, C_{i-2}^c, \ldots, C_{i-N}^c\} \), \text{prio}_u \) is the priority of \( C_{i,u}^c \). \( x_u \) indicates whether task \( C_{i,u}^c \) is completed. If it is completed, its value is 1; otherwise, its value is 0.

The second optimization sub-objective is to maximize the number of observation tasks. The ratio of the number of tasks completed by the satellite to the total number of tasks is defined as the completion degree function \( \text{DOC} \):

\[
\max \text{DOC} = \frac{\sum_{u=1}^{N} x_u \text{count}_{C_{i,u}^c}}{\text{count}_{C_{i}^c}}. \tag{11}
\]

In the above formula, \( \text{count}_{C_{i}^c} \) is the number of original tasks and \( \text{count}_{C_{i,u}^c} \) is the number of original tasks in clustering task \( C_i^c \).

During the task planning process, multiple objective functions may not reach the maximum simultaneously, and the objective functions may conflict with each other. In the task planning process of this paper, we weighted two sub-objective functions and set the influence coefficients of the two subobjective functions. We considered the importance of optimizing sub-goals, and the overall goal of defining optimization is:

\[
\max \text{Goal} = a \ast \max DOR + b \ast \max \text{DOC} \tag{12}
\]
where \(a, b\) are the weighted influence coefficients, \(a + b = 1\). In this paper, the task in priority is given a greater weight. Let, \(a = 0.8\), and \(b = 0.2\).

### 3.2. Optimization Solving Algorithm

Satellite task planning is a complex optimization problem with multiple combinations and multiple objectives. In this paper, a hybrid algorithm with the GA and SA algorithms was developed to improve the optimization performance of the algorithms, and the advantages of each single algorithm was exploited.

The combination of GA and SA improves the search ability from all aspects of the algorithm, so the choice of algorithm parameters is not necessarily very strict. When the hybrid algorithm adopts a single algorithm parameter, the optimization performance and robustness are greatly improved, especially for complex large-scale problems [20].

The GA-SA hybrid algorithm is a two-layer parallel search structure. The hybrid algorithm performs GA and SA searches sequentially at each temperature.

The initial SA solution is derived from the evolutionary GA result, and the solution obtained by SA's metropolis sampling process becomes the initial population for further evolution in the GA. At the spatial level, the GA provides a parallel search structure to transform the SA into a parallel SA algorithm, so the hybrid algorithm always performs group parallel optimization. Figure 4 is the flow diagram of the GA-SA hybrid algorithm designed in this paper.

The following is the design process of the GA-SA hybrid algorithm:

1. **GA-SA hybrid algorithm coding rules**

   The coding rules of the GA-SA algorithm designed in this paper adopt binary coding. The length of each individual in the population is the number of satellite clustering tasks in one orbital circle. The binary coded 1 represents the clustering task that is executed in this orbit. The 0 represents that a clustering task is not executed in this orbit (Figure 3).

   ![Figure 3. GA-SA algorithm coding diagram.](image)

2. **Initial solution generation rule**

   In the process of generating the initial solution of the GA, an individual with all chromosome values of 1 is generated to ensure that there is an optimal fitness in the initial solution. Then, all individuals with a value of 1 are converted to corresponding decimals according to the length of the gene. The ratio of the value to the number of individuals is the coding interval between two individuals, and other individuals in the population are incremented by the value so that the initial solution of the entire GA–SA algorithm is generated. The initial solution of the SA algorithm is the individual generated by the GA after selection, crossover, and mutation.

3. **GA-SA algorithm genetic operation**

   **Crossover operation**

   Crossover means matching individuals in a population according to certain rules, and each pair of individuals exchanges part of their chromosomes according to a certain probability. Crossover can improve the search ability of the GA. The general steps of the crossover operation are selecting a pair of individuals to be mated from the mating pool, and then, according to the gene length \(L\) of the mating pair of individuals, randomly selecting in \([1, L-1]\) one or more integers \(k\) as the crossover position. According to the crossover probability of the crossover operation, individuals are matched in the cross location, and genes are exchanged to form a new pair of individuals.
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Figure 4. The genetic algorithm–annealing algorithm (GA–SA) hybrid algorithm flow diagram.

The crossover operation selected in this paper randomly selects two individuals from the population, calculates the fitness values of these two individuals, retains the individuals with larger fitness values, and performs the same operation again to obtain two individuals with higher fitness
values; then, the crossover operation is performed on the two individuals according to the probability. Repeating this step until all individuals are selected. The probability of crossover is shown in the following formula.

\[
p_c = \begin{cases} 
   p_c1 - \frac{(f_b - f_{avg})(p_{c1} - p_{c2})}{f_{max} - f_{avg}}, f_b \geq f_{avg} \\
   p_{c1}, f_b < f_{avg}
\end{cases}
\] (13)

In the above formula, \(p_c1 = 0.85, p_{c2} = 0.55\), \(f_b\) is the fitness value of two individuals, \(f_{max}\) is the maximum fitness value in the population, and \(f_{avg}\) is the average fitness value in the population. This adaptive crossover probability can avoid early maturity and facilitate the later evolution of the algorithm [21]. When the fitness with a higher fitness value in two individuals is less than the average fitness value, the crossover probability is larger; when it is greater than the average fitness value, the crossover probability is smaller, and the range of the adaptive crossover probability is 0.55–0.85. The specific values are randomly determined within the empirical range. In this paper, we adopt a single point crossover, and the schematic diagram is shown in Figure 5.

![Single-point crossover schematic](image)

**Figure 5.** Single-point crossover schematic.

**Mutation operation**

Mutation refers to the change of one or some gene values of each individual in a population to other allelic values, with a certain probability. The mutation can enhance the local search capability of the algorithm. According to the coding method, the mutation method has real value mutation and binary mutation. Binary mutation needs to negate only the corresponding gene value, and the real value mutation replaces the corresponding gene value with other random values within the range of values. The general mutation operation procedure is as follows: First, all individuals in the population are judged as to whether they will be mutated according to the pre-set mutation probability, and then, the mutated individuals are randomly selected to mutate.

In this paper, the calculation formula for individual mutation probability is similar to the crossover probability:

\[
p_m = \begin{cases} 
   p_{m1} - \frac{(f_c - f_{avg})(p_{m1} - p_{m2})}{f_{max} - f_{avg}}, f_c \geq f_{avg} \\
   p_{m1}, f_c < f_{avg}
\end{cases}
\] (14)

In the above formula, \(p_{m1} = 0.1, p_{m2} = 0.001\), \(f_c\) is the fitness of the individual to be mutated, \(f_{max}\) is the maximum fitness value in the population, and \(f_{avg}\) is the average fitness value in the population. When the individual fitness value is small, the mutation probability is large; when the individual fitness value is large, the mutation probability is small, and the total mutation probability range is 0.001–0.1. The specific values are randomly determined within the empirical range. The mutation method chosen in this paper is bitwise mutation, as shown in Figure 6.

**Selection operation**

The selection operation refers to using certain rules or methods to select some excellent individuals from the current population and pass them to the next generation according to their fitness. In this paper, the parent population and the new population generated by crossover and mutation are mixed.
together for selection. The specific operation is as follows: In the two generations of the population, the individual with the largest fitness is directly retained. For other individuals, two individuals are randomly selected to calculate their fitness values, the individual with the larger fitness value is retained and the operation is repeated until a new population is generated [22].

![Single-point crossover schematic.](image)

**Figure 5.** Single-point crossover schematic.

![Chromosome mutation schematic.](image)

**Figure 6.** Chromosome mutation schematic.

4. Fitness calculation

The fitness of each individual in the population is calculated to determine whether the individual is good or bad. In this paper, the ratio of the priority of the tasks completed by the satellite to the priority of all the tasks and the ratio of the number of tasks completed by the satellite to the number of all the tasks during the observation are taken as the optimization objective, then, the fitness value is calculated.

5. New solution to the simulated annealing algorithm

For every individual at a certain temperature, a new solution is generated by a new solution generation function, and the acceptance criteria of the new solution are based on the metropolis criterion [23]:

\[ p(1 \rightarrow 2) = \begin{cases} 1, & E_2 < E_1 \\ \exp\left(\frac{E_2 - E_1}{T}\right), & E_2 \geq E_1 \end{cases} \]  

(15)

where \( E_2 \) is the energy of the newly generated solution and \( E_1 \) is the energy of the original solution. \( E_1 \) and \( E_2 \) are defined as the negative of the fitness value. If \( E_2 - E_1 < 0 \) accept the newly generated solution, otherwise accept the newly generated solution with probability \( \exp\left(\frac{(E_2 - E_1)}{T}\right) \). When the new solution is accepted, the current solution will be replaced with the new solution and correct the objective function value. The current individual realizes one iteration at a certain temperature and continues to the next iteration, until it reaches the number of iterations. After all the individuals in the population have finished the iteration at this temperature, the annealing process is executed and the next GA–SA algorithm iteration is carried out.

6. Checking constraints and eliminating conflicting tasks

The solution generated by the GA–SA algorithm may not necessarily satisfy the constraint conditions of satellite observation. The generated solution must be checked for constraints to determine whether these tasks conflict with each other. If any one of the constraints is not satisfied, the current solution needs to be modified to eliminate the conflicting tasks. This paper carries out two conflict checks to improve the stability of the algorithm.

7. Termination condition determination

There are two termination conditions for the GA–SA algorithm in this paper. The first one is that the simulated annealing algorithm reduces the temperature to the required temperature \( \text{eps} \) and then stops the loop iteration. The second one is that if the difference between the maximum fitness value and average fitness value in the population at a certain temperature is less than \( \text{eps} \), then the GA–SA algorithm stops.
4. Experimental Simulation

4.1. Simulation Condition

Hardware environment: Windows 10 operating system and Inter Core i7 processor. MATLAB 2016b and the System Tool Kit (STK) software were used to randomly generate 50 tasks within a certain satellite orbit. The simulation start time: 01 Apr 2018 00:00:00. The following Tables 1 and 2 show the other parameters:

**Table 1. Satellite orbital parameters.**

<table>
<thead>
<tr>
<th>a (km)</th>
<th>e</th>
<th>i</th>
<th>Ω</th>
<th>ω</th>
<th>υ</th>
</tr>
</thead>
<tbody>
<tr>
<td>7000</td>
<td>0</td>
<td>60</td>
<td>285</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 2. Satellite sensor parameters.**

<table>
<thead>
<tr>
<th>FOV (°)</th>
<th>maxT (s)</th>
<th>maxθ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>150</td>
<td>±40</td>
</tr>
</tbody>
</table>

These parameters are classic orbital elements. \( a \) is the semimajor axis, it describes the orbit’s size. \( e \) is eccentricity, it describes the orbit’s shape. \( i \) is inclination, it describes the tilt of the orbital plane with respect to the fundamental plane. \( Ω \) is the right ascension of the ascending node, it describes the orbital orientation with respect to the principal direction. \( ω \) is the argument of perigee, it describes the angle from the ascending node to perigee. \( υ \) is the true anomaly, it describes the angle from the perigee to the spacecraft’s position. The orbit parameters selected in this paper belong to the low Earth circular orbit, it is mainly for ground observation objects, and we hope to design the mission planning for some special areas in China.

If two tasks can cluster, the time window interval is \( ∆t = 35 \).

Ground task selection: Fifty target points were randomly selected between 40 and 45° (N) latitude and 117 and 130° (E) longitude. Figure 7 is the distribution map of these 50 tasks.

![Figure 7. Task objects.](image)

The point tasks generated above are arranged in chronological order from small to large according to the starting time of the observation. The parameters of the 50 tasks are given in Table 3. The first four tasks are those that cannot be detected by the satellite sensor in this orbit, they are invalid tasks. The priority range of this paper is 1–10, and the observation duration is 5–15.
Table 3. Parameters of the generated task objects.

<table>
<thead>
<tr>
<th>No.</th>
<th>Time Window Start (s)</th>
<th>Time Window End (s)</th>
<th>Slew Angle (°)</th>
<th>Priority</th>
<th>Observation Duration</th>
<th>No.</th>
<th>Time Window Start (s)</th>
<th>Time Window End (s)</th>
<th>Slew Angle (°)</th>
<th>Priority</th>
<th>Observation Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>15</td>
<td>26</td>
<td>753.31</td>
<td>921.78</td>
<td>-30.62</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>8</td>
<td>27</td>
<td>761.24</td>
<td>943.91</td>
<td>24.16</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>14</td>
<td>28</td>
<td>765.82</td>
<td>967.39</td>
<td>1.37</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>13</td>
<td>29</td>
<td>773.18</td>
<td>870.23</td>
<td>42.05</td>
<td>4</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>597.31</td>
<td>797.68</td>
<td>-0.92</td>
<td>1</td>
<td>7</td>
<td>30</td>
<td>774.55</td>
<td>970.67</td>
<td>13.88</td>
<td>2</td>
<td>13</td>
</tr>
<tr>
<td>6</td>
<td>616.36</td>
<td>799.20</td>
<td>-23.48</td>
<td>6</td>
<td>15</td>
<td>31</td>
<td>775.45</td>
<td>965.48</td>
<td>-19.60</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>626.61</td>
<td>823.31</td>
<td>-11.83</td>
<td>4</td>
<td>14</td>
<td>32</td>
<td>776.70</td>
<td>958.86</td>
<td>24.48</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>8</td>
<td>638.59</td>
<td>819.65</td>
<td>-24.50</td>
<td>3</td>
<td>7</td>
<td>33</td>
<td>781.49</td>
<td>954.86</td>
<td>28.35</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>645.73</td>
<td>801.74</td>
<td>-33.28</td>
<td>4</td>
<td>11</td>
<td>34</td>
<td>788.95</td>
<td>883.36</td>
<td>42.28</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>650.16</td>
<td>802.55</td>
<td>-34.14</td>
<td>5</td>
<td>8</td>
<td>35</td>
<td>789.16</td>
<td>933.76</td>
<td>36.10</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>664.20</td>
<td>847.74</td>
<td>-23.27</td>
<td>3</td>
<td>13</td>
<td>36</td>
<td>795.37</td>
<td>993.48</td>
<td>-11.44</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>12</td>
<td>668.63</td>
<td>832.54</td>
<td>-31.21</td>
<td>5</td>
<td>14</td>
<td>37</td>
<td>802.47</td>
<td>856.06</td>
<td>44.54</td>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>673.04</td>
<td>842.09</td>
<td>29.65</td>
<td>7</td>
<td>8</td>
<td>38</td>
<td>803.60</td>
<td>920.39</td>
<td>40.19</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>14</td>
<td>677.64</td>
<td>870.96</td>
<td>-16.21</td>
<td>8</td>
<td>11</td>
<td>39</td>
<td>810.20</td>
<td>934.45</td>
<td>39.30</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>692.36</td>
<td>877.29</td>
<td>-22.59</td>
<td>1</td>
<td>6</td>
<td>40</td>
<td>812.67</td>
<td>1012.95</td>
<td>7.53</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>16</td>
<td>692.96</td>
<td>844.41</td>
<td>34.53</td>
<td>8</td>
<td>14</td>
<td>41</td>
<td>816.26</td>
<td>1015.43</td>
<td>9.86</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>17</td>
<td>700.43</td>
<td>888.42</td>
<td>-20.69</td>
<td>1</td>
<td>8</td>
<td>42</td>
<td>827.59</td>
<td>1000.99</td>
<td>28.50</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>18</td>
<td>701.47</td>
<td>902.48</td>
<td>1.82</td>
<td>2</td>
<td>8</td>
<td>43</td>
<td>831.90</td>
<td>954.35</td>
<td>39.56</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>19</td>
<td>707.94</td>
<td>909.03</td>
<td>-1.59</td>
<td>5</td>
<td>7</td>
<td>44</td>
<td>843.73</td>
<td>1031.98</td>
<td>21.17</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>20</td>
<td>710.33</td>
<td>846.91</td>
<td>-37.25</td>
<td>7</td>
<td>6</td>
<td>45</td>
<td>844.04</td>
<td>980.46</td>
<td>37.60</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>21</td>
<td>717.58</td>
<td>918.66</td>
<td>2.14</td>
<td>10</td>
<td>8</td>
<td>46</td>
<td>844.39</td>
<td>918.45</td>
<td>43.66</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>22</td>
<td>734.11</td>
<td>914.19</td>
<td>-25.33</td>
<td>1</td>
<td>7</td>
<td>47</td>
<td>848.81</td>
<td>1032.19</td>
<td>24.10</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>23</td>
<td>742.31</td>
<td>902.24</td>
<td>32.57</td>
<td>2</td>
<td>9</td>
<td>48</td>
<td>848.82</td>
<td>1036.36</td>
<td>21.66</td>
<td>7</td>
<td>12</td>
</tr>
<tr>
<td>24</td>
<td>748.16</td>
<td>929.55</td>
<td>24.77</td>
<td>1</td>
<td>10</td>
<td>49</td>
<td>851.04</td>
<td>1029.37</td>
<td>26.55</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>25</td>
<td>753.34</td>
<td>925.03</td>
<td>28.94</td>
<td>6</td>
<td>10</td>
<td>50</td>
<td>853.69</td>
<td>1040.94</td>
<td>21.87</td>
<td>6</td>
<td>9</td>
</tr>
</tbody>
</table>
In the process of task planning simulation, the clustering tasks obtained by the above clustering algorithm are used as the task planning input data. The GA-SA algorithm is used for task planning, and compared with single GA and single SA algorithms. The original task numbers of 50, 100, and 150 are simulated. Some simulation parameters are as follows (Table 4).

Table 4. Constraint condition parameters in the task planning process.

<table>
<thead>
<tr>
<th>ei</th>
<th>εav</th>
<th>ci</th>
<th>E</th>
<th>M</th>
<th>CountMax</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>1200</td>
<td>600</td>
<td>60</td>
</tr>
</tbody>
</table>

In Table 5, N is the population size. T0 is the initial temperature. K is the number of iterations per temperature. \( P_{SA} \) is the probability of new solution generation of the simulated annealing algorithm; it represents the change probability of each bit for the new state in the SA algorithm. The end condition of the algorithm is \( \varepsilon \).

Table 5. GA–SA algorithm parameters.

<table>
<thead>
<tr>
<th>N</th>
<th>( T_0 )</th>
<th>K</th>
<th>( P_{SA} )</th>
<th>( \varepsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>500</td>
<td>20</td>
<td>0.85</td>
<td>( 10^{-5} )</td>
</tr>
</tbody>
</table>

4.2. Simulation Analysis

Figures 8–10 show the fitness curves of the GA-SA algorithm when the original number of tasks is 50, 100, and 150. It can be seen from the Figure that the fitness value is higher in the first iteration, because the optimal individual is retained in the initial population generation process, so the calculated fitness value is high. After checking the constraint and eliminating the conflicting tasks (the conflicting tasks are reset to zero), the fitness value is rapidly reduced. During the task planning process, the fitness value of the GA-SA is stable with the iterations increase. The final maximum fitness value and the average fitness value are basically consistent, and then reach the optimal value. It can be seen from the Figure that when the number of iterations is small, the fluctuations of the maximum fitness curve and the average fitness curve are relatively large, which is mainly caused by the randomness of the new solution of the SA algorithm when the temperature is high. As the number of iterations increases, the temperature gradually decreases, and individuals with higher fitness values are gradually retained, and the probability increases of the new SA solution being more inclined to generate individuals with higher fitness values, so the individual fitness values gradually increase and tend to be stable, and finally reach the optimal value.

![GA-SA algorithm fitness curve (50 original tasks).](image-url)

Figure 8. GA-SA algorithm fitness curve (50 original tasks).
When the number of tasks is different, the final optimal fitness value is different. If there are more original tasks, the final fitness value is lower. When the original number of tasks is 50, the final fitness value is 0.6294. When the original number of tasks is 100, the final fitness value is 0.3718. When the original number of tasks is 150, the final fitness value is 0.2833. In one orbit, the energy, storage and observation times of the satellite are limited, and satellite observations are also restricted by other constraints. Thus, satellites can execute a certain number of tasks in one orbit. As the number of satellite tasks increases, the fitness value become low.

We also compared the GA-SA algorithm with a single GA algorithm and a single SA algorithm when the number of original tasks is different. Figure 11 shows the average fitness values and variance values of the three algorithms.

![Figure 11. Comparison of fitness average and variance of three algorithms.](image)

Each algorithm runs ten times when the original number of tasks is 50, 100, and 150 and compares the average fitness value and variance value of the three algorithms. When the original number of tasks is 50, the average fitness value is 0.63195, and the variance value is about $3.266 \times 10^{-7}$. When the original number of tasks is 100, the fitness average value is 0.3712 and variance value is approximately $1.343 \times 10^{-7}$. When the original number of tasks is 150, the average fitness value is 0.28978, and the
The variance value is approximately $3.846 \times 10^{-7}$. It can be seen from the simulation results that the GA-SA algorithm can obtain a better solution than the other two algorithms, and the average fitness value is relatively high. The variance in the GA-SA algorithm is lower than the other two algorithms, so the algorithm is more stable. This is because the GA-SA algorithm combines the advantages of the two algorithms and has parallel and serial search functions. It has stronger search ability and more sufficient search, so it can find the optimal solution within the global scope even though entering the local optimal solution is not easy. The drawback of this hybrid algorithm is longer computation times, since the GA-SA algorithm is a combination of GA and SA algorithms and the GA is especially slow. It was found that when the original number of tasks is 50, the GA algorithm runs in 1.6084 s, the SA algorithm runs in 25.4347 s, and the GA-SA algorithm runs in 171.6045 s. When the original number of tasks is 100, the GA algorithm runs in 6.6718 s, the SA algorithm runs in 33.8040 s, and the GA-SA algorithm runs in 221.0182 s. When the original number of tasks is 150, the GA algorithm runs in 9.941 s, then SA algorithm runs in 56.1382 s, and the GA-SA algorithm runs in 362.8693 s. However, for the next-generation intelligent satellite, the computation time will be determined by carrying on the high-performance OBC, which is also the main research point for our team. The combination between the GA-SA algorithm and the high-performance OBC will be studied in our future research.

5. Conclusions

In this paper, a two-phase scheduling strategy with the clustering preprocessing and mission planning were approached. In the preprocessing phase, the improved clique partitioning algorithm was applied to obtain the clustering tasks, which were the input for the task planning. In the mission planning phase, the constraint satisfaction model was established to maximize the task priority and task completion quantity, and the GA–SA hybrid algorithm was given to solve the problem. Finally, the typical experimental simulation was conducted to verify the effectiveness of the GA-SA algorithm. Simulation results show that the two-phase scheduling strategy with the task clustering preprocessing and the mission planning adopting the GA-SA hybrid algorithm can achieve the expected design goals and indicates high clustering efficiency. In addition, it was found that the GA-SA solution algorithm has higher optimization ability and reliability than the single GA or SA algorithms.
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