Fast Multi-Objective Antenna Optimization Based on RBF Neural Network Surrogate Model Optimized by Improved PSO Algorithm
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Abstract: In this paper, a radial basis function neural network (RBFNN) surrogate model optimized by an improved particle swarm optimization (PSO) algorithm is developed to reduce the computation cost of traditional antenna design methods which rely on high-fidelity electromagnetic (EM) simulations. Considering parameters adjustment and update mechanism simultaneously, two modifications are proposed in this improved PSO. First, time-varying learning factors are designed to balance exploration and exploitation ability of particles in the search space. Second, the local best information is added to the updating process of particles except for personal and global best information for better population diversity. The improved PSO is applied to train RBFNN for determining optimal network parameters. As a result, the constructed improved PSO-RBFNN model can be used as a surrogate model for antenna performance prediction with better network generalization capability. By integrating the improved PSO-RBFNN surrogate model with multi-objective evolutionary algorithms (MOEAs), a fast multi-objective antenna optimization framework for multi-parameter antenna structures is then established. Finally, a Pareto-optimal planar miniaturized multiband antenna design is presented, demonstrating that the proposed model provides better prediction performance and considerable computational savings compared to those previously published approaches.
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1. Introduction

The ever-increasing demands of modern wireless communications, including 4G/5G, wireless sensor networks, and Internet of Things (IoT), require antenna designs to handle multiple objectives, e.g., wideband or multi-band, high gain or efficiency, compact size, etc. In this circumstance, automated antenna optimization based on multi-objective evolutionary algorithms (MOEAs), such as genetic algorithm (GA) [1], particle swarm optimization (PSO) [2], and multi-objective optimization algorithm based on decomposition (MOEA/D) [3], provide a new path for antenna designers because of their strong capabilities of simultaneously handling multiple design objectives and optimizing multiple design parameters. However, the direct application of MOEAs to antenna optimizations may be computationally intensive in the multi-parameter antenna designs since a large number of full-wave EM simulations are usually involved in the optimization process [4].

Fortunately, the recently developed surrogate-based optimization techniques [5–12] have proven to be more computationally efficient compared with conventional EM-driven simulations. Compared with traditional EM-driven approaches, surrogate-based optimization techniques construct a mathematical mapping between the antenna dimensions and antenna performance, thereby greatly reducing EM simulations and the computational cost. Different surrogate models are proposed for antenna
optimizations, such as Kriging [5,6], Gaussian Process (GP) [7,8], and artificial neural networks (ANNs) [9–12]. The Kriging method used in References [5,6] is essentially an interpolation method with poor generalization and the prediction accuracy depends mostly on the initial sampling, which may cause the model to either stop prematurely or search too locally [13]. The GP method used in [7,8] is developed from the Kriging model, assuming that the objective function is a sample of a Gaussian stochastic process [14]. However, GP model inherits the shortcomings from Kriging model and may lose efficiency in high-dimensional design space.

ANNs [9–12] are flexible mathematical structures which are capable of identifying complex nonlinear relationships between input and output data sets. Generally, backward propagation neural networks (BPNNs) [9,10] and radial basis function neural networks (RBFNNs) [11,12] are two kinds of typical models among ANNs. Compared to BPNNs, RBFNNs converge much faster as they have both a supervised and unsupervised component to their learning [12,15]. Additionally, RBFNNs automatically adjust the number of processing elements in the hidden layer until the defined accuracy is reached instead of empirically choosing hidden elements in BPNNs [15]. Therefore, RBFNNs are applied to construct antenna surrogate model for performance prediction in this paper. RBFNNs, motivated by the locally tuned responses in biologic neurons, have been extensively used for prediction [16,17] and classification [18] due to its strong nonlinear approximation and good generalization ability [19]. It has been proved that RBFNNs can map the input–output relationship in any continuous function to a desired degree of precision, as long as the RBF neurons are provided adequately [20]. Mohamed et al. [11] proposed an RBFNN model to predict the optimum geometrical dimensions of both the patch and feeding microstrip line for resonating an antenna at a specific frequency. Mishra et al. [12] estimated the directivity of uniform linear arrays composing of collinear and parallel short dipoles through RBFNNs. Although the above work greatly reduced the computational cost of antenna or antenna array designs, they simply apply conventional RBFNNs to antenna optimization without considering the selection of RBFNNs parameters (e.g., centers, widths, connection weights, and thresholds). An RBFNN with inappropriate parameters is likely to weaken the accuracy and effectiveness of the network. Gradient-based strategies, such as back-propagation (BP) algorithm [21], were applied to adjust the RBFNN parameters for better network performance. However, such approaches may have limited searching capability to find the global minimum [22]. Unlike the gradient-based strategies, evolutionary algorithms (EAs), such as PSO [23,24], performed robustly for training RBFNNs due to their global optimization ability [25]. In Reference [23,24], the basic PSO was used to automatically tune RBFNN parameters for high approximation accuracy. In Reference [26], a nonlinear time-varying evolution particle swarm optimization (NTVE-PSO) was proposed for training RBFNNs by adjusting inertia and learning factors in basic PSO. However, only parameter adjustment of PSO was performed without considering the update mechanism, which may have a direct influence on finding the optimal solution throughout the whole optimization process.

To overcome the above drawbacks, we propose an improved PSO to optimize RBFNN parameters for improving network convergence and generalization capability. The obvious novelty of this improved PSO lies in the modifications of both parameter adjustment and update mechanism. As for parameter adjustment, the time-varying learning factors are proposed to balance the exploration and exploitation capability during the optimization process. As for update mechanism, the historical local best information is added to the updating process for better population diversity as the iteration increases. The advantages of the proposed PSO-RBFNN over other RBFNNs exist in better network convergence and prediction accuracy, which are verified by a design case of a planar miniaturized triple-band antenna.

This rest of the paper is organized as follows. Section 2 formulates the multi-objective antenna design problem. Section 3 presents the antenna surrogate model based on the improved PSO-RBFNN and Section 4 establishes the fast multi-objective antenna optimization framework by combining the improved PSO-RBFNN with MOEAs. In Section 5, the multi-objective optimization of a compact
planar triple-band antenna is presented to demonstrate the effectiveness of the proposed model. Finally, Section 6 concludes the paper.

2. Problem Formulation and Preliminaries

In this section, the problem of multi-objective antenna optimization is formulated firstly. Then we briefly introduce the conventional RBFNNs and PSO algorithm for further study.

2.1. Problem Formulation

In general, the multi-objective and multi-parameter antenna designs can be mathematically described as

\[
\begin{align*}
\min F(x) &= (f_1(x), f_2(x), \ldots, f_m(x))^T \\
\text{s.t. } x &\in X 
\end{align*}
\]

where \(X\) is a design space; \(x = (x_1, \ldots, x_n)\) is an \(n\)-vector design variable, representing a defined multi-parameter antenna structure; \(f_k(x), k = 1, 2, \ldots, m\) is the \(k\)th design objective, such as reflection coefficient, gain, efficiency, antenna size and so on; The goal of the multi-objective antenna optimization problem is to find a Pareto front (PF) \([5,27]\), i.e., multiple designs showing the trade-off among various antenna characteristics under consideration.

For a multi-objective problem (MOP), any two designs \(x^{(1)}\) and \(x^{(2)}\) for which \(f_k(x^{(1)}) < f_k(x^{(2)})\) and \(f_l(x^{(1)}) < f_l(x^{(2)})\) for at least one pair \(k \neq l\), are not commensurable, that is to say, none is better than the other in the multi-objective sense \([27]\). Therefore, we define the Pareto dominance relation \(<\) as: for the two designs \(x^{(1)}\) and \(x^{(2)}\), we have \(x^{(1)} < x^{(2)}\) (\(x^{(1)}\) dominates \(x^{(2)}\)) if \(f_k(x^{(1)}) \leq f_k(x^{(2)})\) for all \(k = 1, 2, \ldots, m\) and \(f_k(x^{(1)}) < f_k(x^{(2)})\) for at least one \(k\). In a MOP, we want to find a representation of a so-called PF \(X_p\) (viz. Pareto-optimal set) of the design space \(X\), such that for any \(x \in X_p\), there is no \(x' \in X\) for which \(x' < x\) \([27]\). For clarity, Figure 1 indicates the PF of two goals \(F_1, F_2\). It can be seen that points A, B, and C are located at the PF, and these three solutions are the Pareto-optimal ones at the same time. That is to say, none of these three solutions is dominant over the other two. Relatively, points D, E, F, and G are feasible solutions but not Pareto-optimal ones.

![Figure 1. Pareto front (PF) of two goals.](image)

2.2. RBF Neural Networks

RBFNNs, proposed by J. Moody and C. Darken \([28]\) in 1989, are motivated by the locally tuned responses in biologic neurons. In general, an RBFNN consists of three layers: the input layer, the hidden layer, and the output layer, respectively. Figure 2 shows the structure of a multiple-input multiple-output RBFNN.
The output of an RBFNN is obtained by

$$y_j = \sum_{i=1}^{N} w_i \phi_i(||x - c_i||) + \xi_j, \ j = 1, 2, \ldots, m$$  \hspace{1cm} (2)$$

where $y_j$ is the output of $j$th neuron, $m$ is the number of output neurons; $x = [x_1, x_2, \ldots, x_n]^T$ is an input vector, and $x \in \mathbb{R}^{n \times 1}$; $c_i \in \mathbb{R}^{n \times 1}$ is the center vector of $i$th hidden neuron, $N$ is the number of hidden neurons; $|| \cdot ||$ denotes the Euclidean distance between $x$ and $c_i$; $w_i \in \mathbb{R}^{n \times N}$ is the connection weight between $i$th hidden neuron and $j$th output neuron; $\xi_j$ is the residual sequence of $j$th output neuron; $\phi_i(\cdot)$ is a radial basis function that maps the data from input space to the hidden space, and generally a normalized Gaussian function is chosen \([29]\)

$$\phi_i(||x - c_i||) = \exp\left(-\frac{||x - c_i||^2}{\sigma_i^2}\right)$$  \hspace{1cm} (3)$$

where $\sigma_i$ denotes the width of $i$th hidden neuron and controls the response of the neurons. The training of RBFNN can be briefly described as a process to obtain an approximate functional relationship between inputs and outputs as good as possible in the high-dimensional space \([30]\).

2.3. PSO Algorithm

Particle Swarm Optimization (PSO), proposed by Kennedy and Eberhart in the 1990s \([31]\), is a stochastic population-based algorithm motivated by the intelligent collective behavior of some animals such as flocks of birds or schools of fish during their food-searching activities. In PSO, each potential solution to an optimization problem is treated as a bird, which is also called a particle. Each particle has such as flocks of birds or schools of fish during their food-searching activities. In PSO, each potential solution to an optimization problem is treated as a bird, which is also called a particle. Each particle has its own positions and velocities, and a fitness value determined by the optimized function. During the iterations, particles adjust their own velocities and positions to follow the current optimal individual through information sharing continuously. Specifically, at each iteration, the new position and velocity of each particle are updated by

$$v_i^{k+1} = wv_i^k + c_1 rand() (pbest_i^k - x_i^k) + c_2 rand() (gbest^k - x_i^k), \ i = 1, 2, \ldots, M$$  \hspace{1cm} (4)$$

$$x_i^{k+1} = x_i^k + v_i^k$$  \hspace{1cm} (5)$$

where $k$ is the number of current iteration; $M$ is the number of particles; $rand()$ generates a random number with a uniform distribution between 0 and 1; $v_i^{k+1} = [v_{i1}^{k+1}, v_{i2}^{k+1}, \ldots, v_{iD}^{k+1}]$ and $v_i^k = [v_{i1}^k, v_{i2}^k, \ldots, v_{iD}^k]$ are the new and old velocities of the $i$th particle, respectively; $D$ denotes the dimensionality of the searching space; $x_i^{k+1} = [x_{i1}^{k+1}, x_{i2}^{k+1}, \ldots, x_{iD}^{k+1}]$ and $x_i^k = [x_{i1}^k, x_{i2}^k, \ldots, x_{iD}^k]$ represent
the new and old positions, respectively; \( p_{\text{best}}^k = [p_{\text{best}}^k_1, p_{\text{best}}^k_2, \ldots, p_{\text{best}}^k_{1D}] \) is the personal best position; \( g_{\text{best}}^k = [g_{\text{best}}^k_1, g_{\text{best}}^k_2, \ldots, g_{\text{best}}^k_{1D}] \) is the global best position; \( c_1, c_2 \) are learning factors that represent cognitive and social parameter (acceleration coefficient), respectively; \( w \) is the inertia weight.

Meanwhile, the personal best position \( p_{\text{best}}^k_t \) is computed using the following equation:

\[
p_{\text{best}}^{k+1} = \begin{cases} 
    x^k_t + 1, \text{ if } f(x^k_t + 1) \geq f(p_{\text{best}}^k), \\
    p_{\text{best}}^k, \text{ otherwise }
\end{cases}
\]  

(6)

where \( f(\cdot) \) is the fitness function evaluating the solution quality. The global best position is given by

\[
g_{\text{best}}^{k+1} = \arg\max_{p_{\text{best}}} (f(p_{\text{best}}^{k+1}))
\]  

(7)

3. Improved PSO-RBFNN Model

In this section, the improved PSO is introduced in detail, which is designed to tune the RBFNN parameters. Then an improved PSO-RBFNN is developed, aiming at achieving better network performance.

3.1. Improved PSO Algorithm

Selection of RBFNNs parameters is critical to the network performance and deserves careful considerations. An RBFNN with inappropriate parameters will weaken the accuracy and effectiveness of this network. To overcome this drawback, gradient-based strategies, such as back-propagation (BP) algorithm [21], were applied to adjust the RBFNN parameters. However, such approaches may have limited global search capability. PSO [23,24], as a simple and efficient global optimization algorithm, was used to determine the optimal parameters of RBFNNs. Considering parameters adjustment and update mechanism simultaneously, two modifications on the basic PSO are proposed for better performance.

3.1.1. Time-Varying Learning Factors

In Equation (4), two learning factors, \( c_1 \) and \( c_2 \), influence the exploration and exploitation capabilities of particles in the solution space, respectively. Exploration means to explore all over the search space to find promising solutions, whereas exploitation means to exploit the identified promising solutions to tune the search for global optimum [32]. The ultimate goal is to find a trade-off between exploitation and exploration in the population-based PSO algorithm [33]. However, it is challenging to find a good balance due to the stochastic behavior of PSO when the learning factors are fixed. Moreover, exploration and exploitation are always in conflict with each other, i.e., enhancing one always sacrifices the other one. Unfortunately, the addition of \( g_{\text{best}} \) to the velocity vector has weakened the exploration phase, since it establishes a permanent element of velocity updating in PSO. In view of this, we adopt an adaptive scheme for determining \( c_1 \) and \( c_2 \) as follows:

\[
\begin{align*}
    c_1 &= c(1 - \left(\frac{k}{\text{MaxIter}}\right)^a) \\
    c_2 &= c\left(\frac{k}{\text{MaxIter}}\right)^a
\end{align*}
\]  

(8)

where \( \text{MaxIter} \) is the maximum number of iterations; \( c \) and \( a \) are constants.

Figure 3 investigates the effects of changing \( c \) and \( a \) on the learning factors, respectively. It is observed from Figure 3a that the learning factors with a larger \( a \) experience a longer exploration phase (i.e., \( c_1 > c_2 \)) and a shorter exploitation phase (i.e., \( c_2 > c_1 \)), and vice versa. That is, the choosing of the power \( a \) means the trade-off between exploitation and exploration abilities. Additionally, it is observed from Figure 3b that as the iteration increases, the curve with a larger \( c \) has a steeper slope than that with a smaller \( c \). That is, the learning factors with a larger value of \( c \) provide a better ability to learn information among individuals, and vice versa. Further, we adaptively decrease \( c_1 \) and increase \( c_2 \).
so that the masses tend to accelerate towards the best solution as the PSO reaches the exploitation phase. Since there is no clear border between the exploration and exploitation phases, the adaptive approach is the best option for allowing a gradual transition between these two phases. Additionally, this adaptive approach emphasizes exploration in the early stage of iterations and then exploitation in the later stage.

![Figure 3](image-url)

**Figure 3.** Curves of time-varying learning factors: (a) with different values of $\alpha$ when $c = 2$; (b) with different values of $c$ when $\alpha = 3$.

### 3.1.2. The Addition of Local Best Information

In PSO, information sharing among individuals is critical in finding the optimal solution. At each iteration, each particle is navigated by the personal best information and the global best information. As the iteration increases, all particles tend to approach the global best and thus the diversity of the population is decreased, leading to the “premature phenomenon”. To overcome this, the local best information obtained at each iteration is added to the velocity updating in Equation (4) to increase the diversity during the optimization process.

In our improved PSO, velocities of particles are updated as:

$$v_{i}^{k+1} = w v_{i}^{k} + c_{1} r_{1} (p_{best}^{k} - x_{i}^{k}) + c_{2} r_{2} [\mu (g_{best}^{k} - x_{i}^{k}) + (1 - 1/k)(1 - \mu) (l_{best}^{k} - x_{i}^{k})]$$  \hspace{1cm} (9)

where $l_{best}^{k}$ is the local best position at $k$th iteration which is expressed as:

$$l_{best}^{k} = \text{argmax}_{x} (f(x_{i}^{k}))$$  \hspace{1cm} (10)

$\mu \in (0, 1)$ is a constant used to adjust the proportion of information sharing between $l_{best}$ and $g_{best}$. That is, PSO tends to be premature with a very large value of $\mu$, while it will not converge with a too small value of $\mu$; The factor of $(1 - 1/k)$ is used to increase the weight of $l_{best}$ as the iteration increases.

In brief, by introducing the time-varying learning factors and local best information, the improved PSO may ensure good exploration and exploitation capabilities even at the later stage of the optimization process. Figure 4 shows the schematic optimization process of our improved PSO.
3.2. Improved PSO-RBFNN

This section describes the improved PSO-RBFNN that can tune network parameters during the training process for higher accuracy. The RBFNN parameters optimization problem can be described as follows:

\[ \text{find } z_{op} = \arg\max_z g(z) \]
\[ \text{s.t. } z \in \mathbb{R}^D \]  

where \( z = (\sigma_1, \ldots, \sigma_N, w_{11}, \ldots, w_{mN}, \xi_1, \ldots, \xi_m) \) is the position of a particle, with \( \sigma_i, w_{ij}, \) and \( \xi_j \) being the width, connection weights, and residual sequence, respectively. The dimension of a particle, \( D \), is determined by

\[ D = N \times m + N + m \]  

In the improved PSO-RBFNN, the fitness value of each particle represents the accuracy of the network. The fitness value is given by

\[ g(z) = \frac{1}{1 + \text{MSE}(y(z), y_e(z))} \]  

where \( g(z) \) is the scalar fitness function; \( y(z) \) and \( y_e(z) \) are the network real output and expected output, respectively; \( \text{MSE} \) is the mean square error function referring to [34]. A larger fitness value implies a smaller \( \text{MSE} \) value. Based on Equations (5) and (9), the improved PSO is used to find the optimal particle \( z_{op} = (\sigma'_1, \ldots, \sigma'_N, w'_{11}, \ldots, w'_{mN}, \xi'_1, \ldots, \xi'_m) \), and then determine the optimal RBFNN. Figure 5 shows the schematic optimization process for obtaining \( z_{op} \), and Figure 6 summarizes the procedure for the improved PSO-RBFNN.

![Figure 4](image1.png)

**Figure 4.** Schematic Optimization process of our improved particle swarm optimization (PSO).

![Figure 5](image2.png)

**Figure 5.** The schematic optimization process for obtaining \( z_{op} \).
4. Fast Multi-Objective Antenna Optimization Framework Combining MOEAs and Improved PSO-RBFNN Surrogate Model

In this section, we use the improved PSO-RBFNN surrogate model discussed in the previous section, rather than conventionally time-consuming EM simulations, to evaluate the antenna performance. The constructed antenna surrogate model is a black box for mapping the relationship between the antenna structure parameters and performance indexes (e.g., reflection coefficients, gain, efficiency, etc.). At the same time, the antenna multi-objective optimization is carried out by MOEAs. The whole optimization framework can be summarized as follows:

1. Predefine antenna geometry vector \( x \) and design space \( X \);
2. Obtain the sample set \( S \) by sampling randomly in the design space \( X \) and obtain the response set \( Y \) by calling for EM simulation software;
3. Obtain the optimal RBFNN parameters \( z_{op} \) using improved PSO based on \( S, Y \);
4. Construct the improved PSO-RBFNN model \( R_s(x) \);
5. Optimize the population by MOEAs and \( R_s(x) \);
6. Stop when the termination condition is satisfied; otherwise, turn to step 5.

The flowchart of the fast multi-objective antenna optimization framework based on the MOEAs and improved PSO-RBFNN surrogate model is shown in Figure 7.
5. Verification Case Study and Discussions

In this section, the predicted reflection coefficients of a planar monopole antenna obtained by the improved PSO-RBFNN model are given and compared with those obtained by other surrogate models. Then, a planar miniaturized multiband antenna design is presented to verify the proposed multi-objective antenna optimization framework. The experiments are running in an environment equipped with 64-bit operating systems, 8 GB RAM, and Intel(R) Core(TM) i5-4590 CPU.

5.1. The Improved PSO-RBFNN Antenna Surrogate Model

The initial geometry of planar miniaturized multiband antenna is shown in Figure 8 referring to Reference [6]. A rectangular microstrip patch with a circle slot is backed by a FR-4 substrate with a comb-shaped ground. The FR-4 substrate is of thickness 1.6 mm, permittivity 4.4, and loss tangent 0.02. Design parameters are $x = [d\ l1\ l2\ l3\ l4\ w1\ w2\ w3]^T$ and their initial ranges are given in Table 1 (all dimensions in mm).
Table 1. Initial range of design parameters (units: mm).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$</td>
<td>[7, 10]</td>
</tr>
<tr>
<td>$l$</td>
<td>[26, 34]</td>
</tr>
<tr>
<td>$l_1$</td>
<td>[11, 14]</td>
</tr>
<tr>
<td>$l_2$</td>
<td>[8, 10]</td>
</tr>
<tr>
<td>$l_3$</td>
<td>[6, 8]</td>
</tr>
<tr>
<td>$l_4$</td>
<td>[10, 14]</td>
</tr>
<tr>
<td>$w$</td>
<td>[17, 23]</td>
</tr>
<tr>
<td>$w_1$</td>
<td>[2, 4]</td>
</tr>
<tr>
<td>$w_2$</td>
<td>[2, 4]</td>
</tr>
<tr>
<td>$w_3$</td>
<td>[0.5, 1.5]</td>
</tr>
</tbody>
</table>

When constructing an antenna surrogate model, 200 sample points are randomly initialized as the sample set $S$ in a given design space $X$ firstly. These sample points are transmitted to High Frequency Structure Simulator (HFSS) through HFSS-MATLAB-API to obtain the reflection coefficient response set $Y$. Then the first 180 sample points are used for model training and the remaining 20 are used for testing. The number of input layer neurons is 10, consistent with the number of antenna design parameters to be optimized, and the number of output layer neurons is 15, consistent with the number of frequency points at which reflection coefficients are computed. The number of hidden layer neurons is determined by comparing the errors of RBFNN with different numbers of hidden layer neurons. According to the experience of setting parameter in [35], the parameters of the improved PSO are set as follows: the population size $M = 40$; the maximum iteration number $MaxIter = 1000$; inertia weight $w = 1$; nonlinear time-varying learning factors $c_1$, $c_2$ are adopted in (8) with $c = 2$ and $\alpha = 3$ determined by the experimental tests; the adjusting factor $\mu = 0.5$ is adopted in (9).

To demonstrate the superiority of the proposed improved PSO-RBFNN model over conventional PSO-RBFNN [24], Figure 9 shows the fitness curve of these two models in the training process. It can be observed that the fitness values of our proposed model are significantly larger than the conventional one, indicating that our model can achieve a much lower training error MSE. Furthermore, Figure 10 compares the scatter plots of the predicted $S_{11}$ results by Kriging [5], RBFNN [11], PSO-RBFNN [24] and improved PSO-RBFNN relative to the simulations obtained by HFSS. It is clearly observed that the testing points in Figure 10a are more concentrated on the diagonal compared with Figure 10b–d, demonstrating that the proposed model has better prediction ability than Kriging, RBF, and conventional PSO-RBFNN using the same sample points. Besides, the time cost of different surrogate models and HFSS simulations are tabulated in Table 2. The results indicate that the use of various surrogate models greatly reduces the computational time compared to HFSS simulation.
Figure 9. Fitness curve of conventional PSO-RBFNN and improved PSO-RBFNN model in the training process.

Figure 10. Comparison of actual $S_{11}$ values when using (a) Improved PSO-RBFNN, (b) PSO-RBFNN, (c) RBFNN, (d) Kriging surrogate models.
Table 2. Time cost of different surrogate models and HFSS simulations (units: s).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total time</td>
<td>1017.820</td>
<td>0.413</td>
<td>0.165</td>
<td>0.043</td>
<td>0.039</td>
</tr>
<tr>
<td>Average time</td>
<td>50.891</td>
<td>0.021</td>
<td>0.008</td>
<td>0.002</td>
<td>0.002</td>
</tr>
</tbody>
</table>

In summary, our proposed PSO-RBFNN model can be used for performance prediction efficiently instead of EM simulation software and achieve a fast multi-objective optimization with the help of MOEAs for a predefined antenna geometry.

5.2. Pareto-Optimal Designs of Planar Miniaturized Multiband Antenna

The fast multi-objective optimization of the planar antenna geometry given in Figure 8 is implemented using MOEA/D [36] and the improved PSO-RBFNN model. Two design goals are to be achieved: (i) the reflection coefficients are lower than $-10$ dB within three frequency bands of 2.40–2.60 GHz, 3.30–3.80 GHz, 5.00–5.85 GHz, covering the entire WLAN2.4/5.2/5.8 GHz and WiMAX3.5 GHz bands (objective $F_1$); and (ii) the size of antenna structure is reduced to satisfy the need of antenna miniaturization in portable devices (objective $F_2$). The objective function of $F_1$ is specified as

$$F_1 = \frac{1}{N} \sum_{i=1}^{N} Q(f_i)$$

(14)

$$Q(f_i) = \begin{cases} |S_{11}(f_i)| & |S_{11}(f_i)| > -10 \\ -10 & |S_{11}(f_i)| \leq -10 \end{cases}$$

(15)

where $f_i$ is the $i$th sample within the given operation bands; $S_{11}(f_i)$ is the reflection coefficient at $f_i$; $N$ is the total number of sampling frequencies. The objective function of $F_2$ is defined as

$$F_2 = w \times l$$

(16)

According to the principles of setting parameters for MOEA/D in Reference [36], the number of population is chosen as 100, and the maximum number of iterations is chosen as 150. The representations of the Pareto set during the optimization process for the planar miniaturized multiband antenna is given in Figure 11, which displays the evolution behavior of the objective functions. Table 3 shows the detailed antenna parameters on the final selected designs. It can be seen from Figure 11 and Table 3 that achievements of the two design objectives are actually in conflict. To show the fitting ability of the PSO-RBFNN model, the HFSS simulated and predicted $S_{11}$ for the Pareto-optimal designs are given in Figure 12. It can be observed that the predicted $S_{11}$ well match the simulated $S_{11}$.

To validate the feasibility of the proposed model, the predicted results of fitness $F_1$ and percentage error relative to the HFSS simulations are given in Figure 13. Furthermore, the proposed PSO-RBFNN model is compared with other competitive techniques in terms of the computation time. Method 1 is direct MOEA/D-based optimization combined with HFSS simulation, and Method 2 is MOEA/D with RBF model [11]. The detailed computational cost is shown in Table 4. One EM simulation takes about 51 s under the high-fidelity running environment. This work and Method 2 use only 1.37% and 1.40% of the computational time of Method 1, 2.93 h and 2.98 h, respectively. This work takes a bit longer time than Method 2 due to the PSO optimization of RBF network parameters, however, it is still more computationally efficient than Method 1 with 213.51 h. In conclusion, the proposed PSO-RBFNN method enables realization of antenna design solutions satisfying multiple requirements within affordable computational cost. This method significantly reduces the design cycles of multi-parameter multi-objective antenna optimizations.
Figure 11. The obtained representations of the Pareto set during the optimization process for the planar miniaturized multiband antenna.

Table 3. Miniaturized multiband planar antenna: selected Pareto-optimal designs.

<table>
<thead>
<tr>
<th>Designs</th>
<th>$x^{(1)}$</th>
<th>$x^{(2)}$</th>
<th>$x^{(3)}$</th>
<th>$x^{(4)}$</th>
<th>$x^{(5)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_2$ [mm$^2$]</td>
<td>$634.92$</td>
<td>$628.00$</td>
<td>$617.97$</td>
<td>$602.76$</td>
<td>$577.17$</td>
</tr>
<tr>
<td>$d$</td>
<td>$8.58$</td>
<td>$8.61$</td>
<td>$8.76$</td>
<td>$8.69$</td>
<td>$8.27$</td>
</tr>
<tr>
<td>$l$</td>
<td>$31.20$</td>
<td>$31.40$</td>
<td>$29.26$</td>
<td>$29.26$</td>
<td>$28.90$</td>
</tr>
<tr>
<td>$l_1$</td>
<td>$12.70$</td>
<td>$12.50$</td>
<td>$12.00$</td>
<td>$11.95$</td>
<td>$11.09$</td>
</tr>
<tr>
<td>$l_2$</td>
<td>$8.80$</td>
<td>$8.80$</td>
<td>$9.04$</td>
<td>$9.04$</td>
<td>$8.79$</td>
</tr>
<tr>
<td>$l_3$</td>
<td>$6.92$</td>
<td>$6.90$</td>
<td>$7.28$</td>
<td>$7.21$</td>
<td>$7.01$</td>
</tr>
<tr>
<td>$l_4$</td>
<td>$11.43$</td>
<td>$11.43$</td>
<td>$11.73$</td>
<td>$11.73$</td>
<td>$11.37$</td>
</tr>
<tr>
<td>$w$</td>
<td>$20.35$</td>
<td>$20.00$</td>
<td>$21.12$</td>
<td>$20.60$</td>
<td>$19.97$</td>
</tr>
<tr>
<td>$w_1$</td>
<td>$3.23$</td>
<td>$3.23$</td>
<td>$3.34$</td>
<td>$3.31$</td>
<td>$3.13$</td>
</tr>
<tr>
<td>$w_2$</td>
<td>$3.10$</td>
<td>$3.10$</td>
<td>$3.27$</td>
<td>$3.27$</td>
<td>$3.27$</td>
</tr>
<tr>
<td>$w_3$</td>
<td>$1.01$</td>
<td>$1.00$</td>
<td>$1.19$</td>
<td>$1.17$</td>
<td>$1.01$</td>
</tr>
</tbody>
</table>

Figure 12. Simulation and prediction $S_{11}$ for the Pareto-optimal designs in Table 3.
An improved PSO-RBFNN antenna surrogate model is developed and applied to the fast multi-objective design of multi-parameter antenna structures. To overcome the limitations of conventional RBFNN, an improved PSO algorithm is proposed to determine the optimal RBF network parameters. This improved PSO can balance the ability of exploration and exploitation of particles in the search space by designing time-varying learning factors. Moreover, it can increase the diversity of swarms to obtain an optimal solution by introducing the local best information, thus avoiding premature convergence. By integrating the improved PSO-RBFNN surrogate model with MOEAs, a fast multi-objective antenna optimization framework is then established. A planar miniaturized multiband antenna design is presented, demonstrating that our proposed method is more competitive with conventional antenna designs in terms of the computation time. Method 1 is direct MOEA/D-based optimization combined with the conventional RBFNN, which requires a large number of EM simulations and has a high computational cost. Method 2 uses an improved PSO algorithm to determine the RBF network parameters, which results in a significantly reduced computational cost compared to Method 1. This work and Method 2 use only 1.37% and 1.40% of the computational time of Method 1, 213.51 h, respectively. This work takes a bit longer time than Method 2 due to the PSO optimization of RBF network parameters, however, it is still more computationally efficient than Method 1.

Table 4. Comparison of computational cost among different antenna optimization methods.

<table>
<thead>
<tr>
<th>Optimization Method</th>
<th>Number of EM Simulations</th>
<th>CPU Time/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>Relative</td>
<td></td>
</tr>
<tr>
<td>Method 1</td>
<td>15,100</td>
<td>213.51</td>
</tr>
<tr>
<td>Method 2</td>
<td>200</td>
<td>2.93</td>
</tr>
<tr>
<td>This work</td>
<td>200</td>
<td>2.98</td>
</tr>
</tbody>
</table>

6. Conclusions

An improved PSO-RBFNN antenna surrogate model is developed and applied to the fast multi-objective design of multi-parameter antenna structures. To overcome the limitations of conventional RBFNN, an improved PSO algorithm is proposed to determine the optimal RBF network parameters. This improved PSO can balance the ability of exploration and exploitation of particles in the search space by designing time-varying learning factors. Moreover, it can increase the diversity of swarms to obtain an optimal solution by introducing the local best information, thus avoiding premature convergence. By integrating the improved PSO-RBFNN surrogate model with MOEAs, a fast multi-objective antenna optimization framework is then established. A planar miniaturized multiband antenna design is presented, demonstrating that our proposed method is more competitive with considerable computational savings and good design efficiency compared to the previously published methods.
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