Fault Diagnosis of Induction Motor Using Convolutional Neural Network

Jong-Hyun Lee, Jae-Hyung Pack and In-Soo Lee *

School of Electronics Engineering, Kyungpook National University, Daegu 41566, Korea
* Correspondence: insoolee@knu.ac.kr; Tel.: +82-53-950-7843

Received: 4 June 2019; Accepted: 22 July 2019; Published: 24 July 2019

Abstract: Induction motors are among the most important components of modern machinery and industrial equipment. Therefore, it is necessary to develop a fault diagnosis system that detects the operating conditions of and faults in induction motors early. This paper presents an induction motor fault diagnosis system based on a CNN (convolutional neural network) model. In the proposed method, vibration signal data are obtained from the induction motor experimental environment, and these values are input into the CNN. Then, the CNN performs fault diagnosis. In this study, fault diagnosis of an induction motor is performed in three states, namely, normal, rotor fault, and bearing fault. In addition, a GUI (graphical user interface) for the proposed fault diagnosis system is presented. The experimental results confirm that the proposed method is suitable for diagnosing rotor and bearing faults of induction motors.
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1. Introduction

Induction motors are among the most important components for driving DC motors, rectifiers and DC motor systems, and industrial equipment. However, plant shutdowns because of unexpected induction motor faults cause significant economic losses. Therefore, it is necessary to develop a fault diagnosis system that detects the operating conditions of and faults in induction motors early [1].

Fault diagnosis involves detecting faults in the system and classifying them. Fault diagnosis methods are broadly classified into model-based methods and non-model-based methods. In model-based methods, system faults are diagnosed using a mathematical model of the system, but it is not easy to obtain an accurate mathematical model owing to system nonlinearity. Non-model-based methods include fault diagnosis based on measurements, experience, or physical reviews of the target system, as well as thresholding, expert system techniques, and neural networks [2].

Faults in an induction motor are diagnosed mainly by using characteristic motor signals, such as vibration signals, motor currents [3–9], acoustic signals [10], and thermal images [11]. In the method that employs vibration signals [3–5], the vibration signals generated by an induction motor are measured, and fault diagnosis is performed by frequency analysis of the measured signals. In the method that employs motor current [6–8], a fixed magnetic current is obtained, and fault diagnosis is performed by frequency analysis of the measured signals. In the method that employs acoustic signals, the acoustic signals generated by an induction motor are measured, and fault diagnosis is performed by frequency analysis of the measured signals. In the method that employs thermal images, thermal images of an induction motor are acquired, and fault diagnosis is performed using features extracted from the images. Lee [1] proposed a fault diagnosis method for induction motors based on discrete wavelet transform and ART2 NN (adaptive resonance theory 2 neural network) with uneven vigilance parameters. This method is composed of a data preprocessing part by frequency analysis of vibration...
signals and a fault classification part for fault isolation by using ART2 NN. However, this method requires data conversion from the time domain into the frequency domain.

In recent years, NN (neural network) models have been studied extensively for application to fault diagnosis [12–14]. The structure of these models is suitable for representing unknown nonlinear functions in a general manner. Therefore, NN models can be used as a powerful tool for solving nonlinear problems. However, a neural network model with perfect connection layers cannot learn invariant properties. Consequently, it cannot be learnt by extracting effective features from periodic vibration signals [15].

In this study, a CNN (convolutional neural network) model with local connectivity is used for fault diagnosis. The vibration signals of three states, namely, normal, rotor fault, and bearing fault, are obtained from an induction motor and used for fault classification. In addition, a GUI (graphical user interface) is implemented to enable users to diagnose induction motor faults efficiently and intuitively. The performance of the proposed fault diagnosis method is verified through an experiment and a simulation.

2. Experimental Environment for Fault Diagnosis of Induction Motor

For fault diagnosis of induction motors, a simulator was constructed by using three three-phase induction motor to produce three states, namely, normal, rotor fault, and bearing fault, as shown in Figure 1. Figure 1-① shows an induction motor in the normal state, Figure 1-② an induction motor with rotor fault, and Figure 1-③ an induction motor with bearing fault. We acquired vibration data from these induction motors by using a vibration sensor and NI-9234 (National Instruments, TX, USA). The specifications of the induction motors used herein are shown in Table 1, and all three induction motors have the same specifications.

![Image of experimental setup](image)

**Figure 1.** Experimental setup.

<table>
<thead>
<tr>
<th>Table 1. Specifications of induction motor used herein.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model Number</strong></td>
</tr>
<tr>
<td><strong>Rated Power</strong></td>
</tr>
<tr>
<td><strong>Rated Current</strong></td>
</tr>
<tr>
<td><strong>Rated Speed</strong></td>
</tr>
<tr>
<td><strong>Frequency</strong></td>
</tr>
<tr>
<td><strong>Voltage</strong></td>
</tr>
</tbody>
</table>

As shown in Figure 2, two types of faults occur in induction motors: rotor fault and bearing fault. As shown in Figure 2a, the rotor bar of the induction motor is punctured with a drill, and the bearing is worn by inserting powder into it, as shown in Figure 2b.
3. Proposed Fault Diagnosis Method for Induction Motors

3.1. CNN-Based Fault Diagnosis System

The proposed fault diagnosis system consists of a vibration sensor for measuring the vibration signals generated by an induction motor, as shown in Figure 3; data collection part for digitizing and storing the vibration signals obtained from the vibration sensor; and a CNN-based fault classification unit that classifies the types of faults generated in the induction motor. The CNN model receives vibration data obtained from the induction motor and classifies them into three states, namely, normal, rotor fault, and bearing fault. In addition, a GUI was developed using LabVIEW to enable users to diagnose faults of induction motors efficiently and intuitively.

![Block diagram of proposed fault diagnosis method](image1.png)

**Figure 3.** Block diagram of proposed fault diagnosis method.

3.2. Convolutional Neural Network

A CNN model integrates feature extraction and classification, which is different from existing pattern-recognition methods. A CNN is composed of a plurality of convolutional layers and a subsampling layer [16,17]. The CNN used in the proposed induction motor fault detection system consists of one input layer, two convolutional layers, two max pooling layers and one fully connected layer, and three output layers, as shown in Figure 4.

![Structure of proposed CNN model](image2.png)

**Figure 4.** Structure of proposed CNN (convolutional neural network) model.
The convolutional layer uses the kernel to convolve the input data and then passes the activation function to generate an output feature map. Considering the convolutional layer is the \( l \)-th layer, its output feature map is as follows:

\[
x^l_j = f(\sum_i x^{l-1}_i \ast k^l_{ij} + b^l_j),
\]

where \( x^l_j \) is the \( j \)-th feature map generated by the \( l \)-th layer, and \( x^{l-1}_i \) is the \( i \)-th input feature map. The input feature map is a specific input data pattern, \( k^l_{ij} \) is the \( j \)-th kernel connected to the \( i \)-th input feature map, \( f(\cdot) \) is the activation function, \( b^l_j \) is the bias corresponding to the \( j \)-th kernel, and \( \ast \) is the two-dimensional convolution operation [18].

The subsampling layer reduces the dimension of the extracted feature map. Various techniques are available for pooling. In the present study, the max pooling method, which extracts the maximum value from a feature map, is used. The max pooling technique reduces the size of the entire data, which reduces the computational cost and helps extract only the necessary data [19].

In CNN, when the convolutional layer and the max pooling layer are repeated, only the main features are extracted, and the extracted features are transmitted to the fully connected layer. As the convolutional layer and the max pooling layer contain two-dimensional data, they are transformed into one-dimensional layers for transmission to the fully connected layer and subsequent transfer to the output layer.

The softmax function is used as the cost function to transform the class classification problem, that is, the output of the previous layer, into the probability of each state when solving the state classification problem. The softmax function is as follows [20]:

\[
y_l = \frac{e^{a_l}}{\sum_{i=1}^n e^{a_i}},
\]

where \( n \) is number of output neurons, and \( y_l \) is the \( l \)-th output. The numerator is an exponential function of the input data \( a_l \), and the denominator is the sum of all input data. Take the exponent on each output and divide by the normalization constant so that the sum is 1.

The optimization function of the proposed CNN model uses RMSprop. The RMSprop algorithm does not uniformly add all past gradients but reflects the information of only the new gradient so that the learning rate does not decrease to 0 [21]. The algorithm is given as follows:

\[
G_t = \gamma G + (1 - \gamma)(\nabla_\theta f_t(\theta_t))^2,
\]

\[
\theta_t = \theta_{t-1} - \frac{\eta}{\sqrt{G_t + \epsilon}} \nabla_\theta f_t(\theta_{t-1}),
\]

where \( \gamma \) is the forgetting factor, typically 0.9. \( \theta \) is a network parameter, and \( f(\theta) \) is the cost function. In this study, the softmax function is used. \( \nabla_\theta f_t(\theta) \) is the network gradient. \( t \) is the time step, and if the network parameter is \( k \), \( G_t \) is a \( k \)-dimensional vector that stores the sum of the squares of the gradient to which each variable moves until time step \( t \). \( \eta \) is the learning rate. In this study, the learning rate was set to 0.001. \( \epsilon \) is a small value ranging from \( 10^{-4} \) to \( 10^{-8} \) to prevent division by 0. Figure 5 shows a block diagram of the learning process for CNN.
When the execution button is pressed, 1024 data samples are extracted from the measured vibration data. The extracted data are input into the CNN model. Then, the fault diagnosis program is executed. The result is displayed in Figure 6. The GUI program uses LabVIEW.

3.3. GUI of Fault Diagnosis System

The PC GUI of the induction motor fault diagnosis system described in this paper is shown in Figure 6. The GUI program uses LabVIEW.

Figure 6. GUI (graphical user interface) screen in LabVIEW.

Figure 6-① shows the GUI window for real-time monitoring of the vibration data obtained from the induction motor. The upper graph shows the vibration data obtained from the induction motor per second, and the lower graph shows the data converted to 1024 (0.1 s) so that they can be input into the CNN.

Figure 6-② shows the execution and stop buttons of the induction motor fault diagnosis system. When the execution button is pressed, 1024 data samples are extracted from the measured vibration data. The extracted data are input into the CNN model. Then, the fault diagnosis program is executed. The result is displayed in Figure 6-③.

Figure 6-③ shows the results of the induction motor fault diagnosis system and indicates whether the motor is in the normal state, rotor fault state, or bearing fault state.

Figure 6-④ shows the button to set the induction motor fault diagnosis system mode. When the button is pressed, data acquisition mode is executed, and induction motor data can be collected into an Excel file. When the button is clicked again, the data collection mode is terminated, and the fault diagnosis mode is executed again.
4. Experiment and Results

The simulation and experiment environments were implemented using Python 3.5 and the Keras library in Windows 10 OS. To verify the performance of the proposed induction motor fault diagnosis system, vibration signals obtained from the induction motors shown in Figure 1 were used as the test data. The composition of the proposed CNN model was as follows. Convolutional layer 1 consisted of 64 filters with a size of $5 \times 5$, and convolutional layer 2 consisted of 32 filters with a size of $3 \times 3$. The max pooling layer measured $2 \times 2$ in size. The fully connected layer consisted of 256 nodes, and the output layer consisted of three nodes. The number of CNN inputs was 1024, and the number of CNN outputs was three. To test the performance of the proposed induction motor fault diagnosis system, vibration signal data were acquired using a vibration sensor by artificially generating normal, rotor fault, and bearing fault states in the experimental apparatus, as shown in Figure 7a–c, respectively. Table 2 shows the numbers of normal, rotor fault, and bearing fault data used for training and testing. A total of 200 datasets were used to train the CNN, and 100 datasets were used to test the CNN. Each dataset contained 1024 data samples. The parameter settings for CNN training were as follows: $\eta = 0.001$, $\epsilon = 10^{-8}$, iteration epoch for CNN training $= 30$. The vibration data used for training the CNN were not subjected to frequency domain transformation.

![Figure 7](attachment:Figure7.png)

**Figure 7.** Experimental data.

<table>
<thead>
<tr>
<th>Induction Motor State</th>
<th>Number of Learning Datasets</th>
<th>Number of Test Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Rotor fault</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Bearing fault</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>600</strong></td>
<td><strong>300</strong></td>
</tr>
</tbody>
</table>
Figure 8 shows the test results obtained in two cases of fault diagnosis when the inverter changes from the normal state to the rotor fault state and when the inverter changes from the normal state to the bearing fault state. In Figure 8, the x-axis represents the number of vibration data, and the y-axis represents the fault class. Classes 1, 2, and 3 represent the normal, rotor fault, and bearing fault states. A total of 300 datasets were used in the test, including 100 datasets each for the normal, rotor fault, and bearing fault states. The simulation proceeded as follows. First, after inputting 100 pairs of normal data, rotor fault data and bearing fault states were input. Figure 8a shows the simulation results obtained using the rotor fault data. Figure 8a-① shows misclassification of the simulation data of the normal state as rotor fault state; two instances of this misclassification occurred in total. Figure 8a-② shows misclassification of the rotor fault state simulation data as normal state; two instances of this misclassification occurred in total. Figure 8b shows the simulation results of bearing fault data. All bearing fault test data were classified correctly.

![Figure 8](image)

(a) Result of rotor fault diagnosis in simulation  (b) Result of bearing fault diagnosis in simulation

Figure 8. Result of induction motor fault diagnosis in simulation.

Accordingly, as shown in Table 3, the accuracies of fault diagnosis of the normal, rotor fault, and bearing fault states are 98%, 98%, and 100%, respectively.

<table>
<thead>
<tr>
<th>Test Data Type</th>
<th>Normal</th>
<th>Rotor Fault</th>
<th>Bearing Fault</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>98%</td>
<td>2%</td>
<td>0%</td>
</tr>
<tr>
<td>Rotor fault</td>
<td>2%</td>
<td>98%</td>
<td>0%</td>
</tr>
<tr>
<td>Bearing fault</td>
<td>0%</td>
<td>0%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 3. Accuracy of test.

In addition, we demonstrated the use GUI to determine whether an induction motor has a rotor fault or bearing fault, as in Figures 9a and 10a, respectively. Figure 8 shows the result of rotor fault diagnosis of an induction motor in a real environment. Figure 9a shows the induction motor with a rotor fault used in the test. The fault diagnosis result obtained with the proposed fault diagnosis system is shown in Figure 9b. Figure 10 shows the diagnosis result of bearing fault of an induction motor in a real environment. Figure 10a shows the induction motor with a bearing fault used in the test, and Figure 10b shows the bearing fault in the LED, indicating the output of the fault diagnosis system. The experimental results show that the proposed fault diagnosis system can accurately diagnose faults even in a real environment.
(a) Experimental setup for rotor fault diagnosis.

(b) Fault diagnosis result.

Figure 9. Diagnosis results for rotor fault in real environment.

(a) Experimental setup for bearing fault diagnosis.

(b) Fault diagnosis result.

Figure 10. Diagnosis results for bearing fault in real environment.
5. Conclusions

In this paper, an induction motor fault diagnosis system based on a CNN is proposed. In the proposed method, fault diagnosis of an induction motor is performed by inputting the data obtained from a simulator into the CNN. As a result, we could confirm that the motor state was diagnosed accurately from the motor data obtained using the simulator and that fault diagnosis can be performed without frequency domain transformation. In this study, fault diagnosis of an induction motor was performed in three states, namely, normal, rotor fault, and bearing fault. The experimental results confirm that the proposed method is suitable for diagnosing rotor and bearing faults of induction motors. In addition, a GUI for fault diagnosis was developed and applied to a real environment. In the real environment, the accuracy of the fault diagnosis system was 98%, 98%, and 100% for the normal, rotor fault, and bearing fault states of induction motors.

The proposed induction motor fault diagnosis system is expected to contribute to the maintenance of facilities and reduce costs by preliminarily estimating the existence of a fault in a real plant. The performance of the system was verified through experiments on real data obtained using a simulator. It is expected that the fault diagnosis technology developed in this study will be applicable to similar systems and devices. In the future, studies will be conducted to apply the proposed method to industrial equipment.
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