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Abstract: In data centers, cloud-based services are usually deployed among multiple virtual machines (VMs), and these VMs have data traffic dependencies on each other. However, traffic dependency between VMs has not been fully considered when the services running in the data center are expanded by creating additional VMs. If highly dependent VMs are placed in different physical machines (PMs), the data traffic increases in the underlying physical network of the data center. To reduce the amount of data traffic in the underlying network and improve the service performance, we propose a traffic-dependency-based strategy for VM placement in software-defined data center (SDDC). The traffic dependencies between the VMs are analyzed by principal component analysis, and highly dependent VMs are grouped by gravity-based clustering. Each group of highly dependent VMs is placed within an appropriate PM based on the Hungarian matching method. This strategy of dependency-based VM placement facilitates reducing data traffic volume of the data center, since the highly dependent VMs are placed within the same PM. The results of the performance evaluation in SDDC testbed indicate that the proposed VM placement method efficiently reduces the amount of data traffic in the underlying network and improves the data center performance.
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1. Introduction

The traffic volume in data centers has surged exponentially with the increasing demand for cloud-based services. A data center traffic forecast by Cisco reported that the annual global data center Internet protocol (IP) traffic will reach 20.6 zettabytes (ZB) (1.7 ZB per month) by the end of 2021, up from 6.8 ZB per year (568 exabytes per month) in 2016 [1]. This rapid increase in the network traffic volume in data centers can degrade the service performance and increase the infrastructure cost for service providers. In a data center, cloud-based services are usually deployed among virtual machines (VMs) to provide high-performance scalable services at a reasonable operational cost [2]. Because the traffic volume among the VMs significantly affect the quality of service (QoS) performance, traffic-aware VM placement is an important issue for data center operation and management. There has been a significant amount of work on the VM placement for reducing data traffic, avoiding congestion, and load balancing [3].

Consider a scenario in which it is required to expand a service because the number of customers increases or some additional functionalities are needed to the service. Initially, it is possible that all VMs involved in a service can be placed in a single PM. However, when expanding a service, additional VMs are created on other PMs if the amount of available resources on the PM that was used previously is not sufficient for the additional VMs. The VMs running a specific service are highly dependent...
on each other while other VMs are less dependent on each other with less communication. Further, even among the VMs belonging to the same service, the traffic dependency between each pair of VMs significantly varies. If highly dependent VMs are distributed in different PMs, it can increase the data traffic volume in the data center network, which negatively impacts the service performance. Therefore, it is essential to consider the traffic dependency among VMs for VM placement in a data center. However, the traffic dependency among VMs has been rarely considered for VM placement in the literature.

The service providers aim to make their services highly scalable in order to respond to customers’ needs as quickly as possible while minimizing the operational cost. However, scaling conventional data centers entails an enormous operational cost. Thus, the data centers are being re-architected with software-defined technologies. Software-defined technology enables the flexible orchestration of workloads as well as dynamic configuration management of the infrastructure. This kind of software centric data center is referred to as a software-defined data center (SDDC) [4,5]. Compared to legacy data centers, SDDC enables dynamic and flexible management and configuration of the data center resources such as computing, networking, and storage. In SDDC, all hardware resources are virtualized into a pool of virtual resources. These pooled resources are dynamically allocated, maintained, and deleted depending on required functionality and size by the software that manages the entire data center. Thus, SDDC is simple to manage, fast to deploy, and financially competitive compared to the legacy data center [6]. Owing to the software-defined properties of SDDC, all the functionalities of a data center can be automated. For instance, Facebook announced that each administrator of its data center is able to manage at least 20,000 servers through the use of automation [7].

In this paper, we propose a dependency-based strategy for VM placement in order to achieve high scalability in SDDC by reducing the traffic volume in the data center network. In the proposed strategy, the appropriate locations for VMs are identified based on the traffic dependency among VMs by using principal component analysis (PCA) and gravity-based clustering. PCA is a dimension reduction algorithm that projects high dimensional data into a new space of smaller dimension by eliminating the redundancy in high dimensional data [8]. Gravity-based clustering is a gravitational search based data clustering algorithm, which finds cluster centers iteratively in order to arrive at the optimal clustering solution [9]. Using the visibility functionalities available in SDDC, the necessary information for the proposed strategy, such as the east–west traffic statistics and the resource utilization of the VMs, can be readily obtained from the data center. Further, SDDC allows VMs to be dynamically moved between different physical servers using the VM migration functionalities. The key contributions of this work are summarized as follows:

- We propose an approach of analyzing the traffic dependency among the VMs using the PCA for an efficient VM placement strategy in a large scale SDDC hosting a number of VMs.
- We propose a new VM placement method using a gravity-based clustering and Hungarian matching methods for reducing the volume of network traffic in the SDDC.
- We build an SDDC testbed using open source solutions and verify the efficiency of the proposed VM placement method in real environment.

The remainder of this paper is organized as follows. Section 2 presents background and related studies on SDDCs and VM placement. Section 3 describes the system description and problem statement. Section 4 explains our proposed VM placement strategy. Sections 5–7 provide detailed explanations of the performance evaluation. Lastly, the study is concluded in Section 8.

2. Background and Related Work

In this section, we provide the overview of background and related work in terms of SDDC and VM placement in data center.
2.1. Software-Defined Data Center

SDDC is a new paradigm of data center that enables dynamic and flexible management and configuration of the data center resources such as computing, networking, and storage [10]. With SDDCs, customers can use newly created infrastructure that they have requested for the development and operation of services within a few minutes [11]. In addition, it enables full control over all kinds of the underlying resources regardless of their vendor dependencies. Thus, SDDCs capitalize on the agility, elasticity and scalability of cloud computing. The chief advantage is the automation of all functions through an intelligent software agent, especially manually intensive tasks related to provisioning and operational management. Generally, SDDC is based on an integration of various software-defined technologies including the followings:

- **Software-Defined Networking (SDN)** is a new paradigm of networking, in which a control plane is separated from the data plane on individual network devices. The network control functionalities of each network device are directly managed by a centralized SDN controller. OpenFlow is a communication protocol used by the SDN controller to communicate with the forwarding elements over the network [12]. Such technology enables solving key challenges in data centers through the abstraction of lower level functionality that removes the complexities of the underlying hardware by separating the data and control planes. Owing to its dynamic and automated network management, a network function provisioning through the programmable interfaces is much easier and faster compared to the traditional network management [13]. Since the current SDN technology assists as an essential functionality in various cloud data centers, it is expected to become a core of future network services [14].

- **Software-Defined Computing (SDC)** is the first step toward developing the SDDC. It is based on the use of server virtualization to efficiently exploit the system resources and make critical decisions quickly [11]. SDC enables to build computational functions among multiple hardware devices rather than be assigned to a specific hardware device. Moreover, depending on the availability of resources, the compute functions can be moved around to different pieces of virtual infrastructure. This approach enables various benefits such as hardware cost savings, operational visibility and control of the entire system, and increased agility of service management [15]. Additionally, SDC is not only the virtualization of the underlying hardware resources, it also includes APIs that used to automate the entire infrastructure for supporting flexibility in the data centers [16].

- **Software-Defined Storage (SDS)** is used to manage large amounts of data in the storage system by isolating the data-control layer (the software component that manages and controls the storage resources) from the data-storage layer (the underlying infrastructure of the storage assets). Such isolation enables reducing the management complexity and operation cost of the infrastructure [17]. The controller (software layer) applies various policies on different types of storage elements according to data flows. With its central control unit, it is possible to manage different storage elements in the system regardless of their vendors rather than installing the control software on each element [18]. Additionally, such technology enables designing the data storage systems in order to ensure QoS requirements of the applications [19].

- **Software-Defined Security (SDSec)** achieves network security enforcement by separating the security control plane from the security processing (data) plane [20]. The control plane is in charge of security decisions, and the security logic of the controller is deployed in the data plane through programmable security mechanisms [21]. Additionally, SDSec is usually implemented with network function virtualization (NFV) such as NFV-based firewall and intrusion detection systems deployed in the network. Such technologies are designed to consolidate and deliver the security components needed to support a fully virtualized infrastructure [22,23].

Software-defined technologies have been used for efficient data center management in several studies. For instance, Gupta et al. [11] introduced an SDDC architecture for QoS-aware service
orchestration and developed an integrated system of software-defined technologies for fog computing. SK Telecom is working on implementing an SDDC with the aim of building a telco-centric data center [6]. Khosravi and Khayyambashi [24] implemented a system that provides a load-aware virtual networking service in SDDC. In [25], Xie et al. introduced a strategy of power saving for large-scale SDDC networks. They formulated a mathematical model of a power saving problem based on energy consumption characteristics with the constraint of satisfying energy optimization effectiveness. Zhang et al. [26] considered traffic engineering strategy for SDDC WANs. With the SDN functionality, they proposed a strategy of reducing data plane failure by rerouting the victim flows from failed tunnels to other healthy tunnels. In [27], Li et al. used an SDN controller to enable the central control of the data center network, and they proposed a joint optimization model to achieve high bandwidth utilization for provider and low delay for users. Gupta et al. [11] proposed software-defined computing based system that abstracts connected entities as services and allows applications to orchestrate with end-to-end QoS requirements. In [28], software-defined data service (SDDS) was introduced. SDDS is a network-aware data service approach that extends and leverages SDN technologies in a data center. It aims to minimize the network bandwidth overhead by reducing the data movements based on the network traffic statistics received from the SDN controller. By leveraging the global awareness of the network topology and network flow statistics, SDDS scales and distributes the data services in a network-aware manner. While SDDS focuses on the efficient execution of data-centric services using SDN functionalities, SDDC attempts to mitigate a scalability problem of virtualization and softwarization in an entire data center.

Software-Defined technologies enable more convenient resource management of the data center, since monitoring and automation of the entire infrastructure can be abstracted from hardware and implemented in software. In this regard, functionalities of the SDDC are efficiently used in existing works for various purposes such as improving service performance, saving energy, and reducing operational cost of the data center.

2.2. Virtual Machine Placement

VM placement is a critical operation to find the best PMs to host VMs. The VM placement problem is generally formulated as an optimization problem under various constraints [29]. Existing works on VM placement can be broadly categorized into two types such as QoS-based and power-based approaches [30]. Most of the QoS-based approaches investigated network traffic-engineering for improving data center performance such as maximizing network throughput, reducing the data rate, and load-balancing. Power-based approaches focused on reducing the energy consumption of the data center by minimizing the number of concurrently running PMs.

Several studies on network-aware VM placement in data center have been conducted. Wang et al. [31] presented a joint optimization problem of VM placement and route scheduling. They used a traffic-engineering technique to minimize the transmission delay and maximize the network throughput. Meng et al. [32] proposed a traffic-aware technique for VM placement. They formulated the VM placement as a joint optimization problem of network and server resources using the traffic matrix among VMs and the cost matrix among host machines. They used a two-tier approximation algorithm to solve the optimization problem on the scale of real data centers. Chen et al. [33] studied VM placement problem in data center by modeling the problem as joint affinity aware grouping and a bin-packing method. They grouped the VMs based on the affinity between the VMs, and used a bin-packing heuristic algorithm for resource scheduling. In [34], the authors investigated the network influence on typical applications in data centers and proposed a self-adaptive network-aware virtual machine clustering and consolidation algorithm to maintain an optimal system-wide status. Moreover, recently a lot of attention has been put to the efficient placement of VMs in the context of network function virtualization (NFV). In [35], Ma et al. studied how to efficiently deploy NFV middleboxes to minimize maximum link load ratio in SDN environment. They formulated traffic aware middlebox placement (TAMP) problem as a graph optimization problem,
and then proposed a least-first-greatest-last (LFGL) strategy for solving the problem. Chi et al. [36] designed a heuristic NFV deployment algorithm for improving data center performance. The algorithm finds the number of necessary virtual network functions (VNFs), placement location of the VNFs, and traffic dispatching strategy to the VNFs for reducing amount of east–west traffic in the data center.

In [37], Yan et al. proposed workload optimization approach for VM placement in the data center. They formulated an optimization model based on resource utilization with the aim of minimizing power consumption. In [27], Li et al. addressed VNF placement problem in data center. They formulated the VNF placement problem as integer linear programming (ILP) model with the aim of minimizing the number of running PMs. The proposed strategy considers both time-varying workloads and basic resource consumptions when optimizing the resource utilization of the data center. In [38], Pham et al. introduced energy-efficient VNF placement strategy with the aim of minimizing data center cost. They formulated the network traffic cost function as an optimization problem and solved it by Markov approximation technique. Fatima et al. [39] presented a bin packing based VM placement method in cloud data centers in order to minimize the number of running PMs. They used particle swarm optimization (PSO) with variable sized bin packing (PSOLBP) algorithm for solving the optimization problem. In [40], Duong-Ba et al. studied a problem of VM placement and migration to minimize resource usage and power consumption in a data center. They formulated the optimization problem of the VM placement as a joint multiple objective function and solved it by leveraging convex optimization.

In general, most of the existing works attempted to solve the VM placement problem by turning it into a traditional bin packing problem, which is known to be NP-hard and can be solved by heuristic algorithms [34]. Since current data centers usually run thousands of VMs having a large amount of traffic volume, the analysis of traffic information for large scale data centers requires high computational cost and time. Most existing works directly analyzed the traffic information data without reducing its redundancy, and thus their complexity increases exponentially as the number of VMs increases. For solving this issue, the proposed method leverages the PCA and gravity-based clustering algorithms to reduce the complexity of high dimensional data analysis. Therefore, the proposed approach considerably reduces the time complexity for solving the VM placement problem. It reduces the amount of traffic volume and the number of running PMs at the same time. In addition, software-defined technologies are used for obtaining both the computing and networking information in real-time and controlling the VM allocation in the data center.

3. Problem Definition

3.1. System Description

We consider an SDDC architecture that is composed of SDN and SDC. Figure 1 shows an example of the SDDC, which consists of OpenFlow-enabled switches [41] and PMs. The network topology is based on a leaf-spine architecture, which is broadly used for layer 2+ switching in recent data centers [42]. All networking-related functionalities are monitored by an SDN controller, and all computing-related functionalities are monitored by an SDC controller. Since all of the data center resources are controlled by software-defined technologies, the infrastructure can be dynamically configured, and the necessary data for the proposed strategy can be easily obtained. Moreover, SDC enables VMs to be moved between different PMs with the support of a VM migration technique [43].

The VMs on each PM are used for building different functionalities of cloud-based services such as processing business logic, data management, and user interface. Currently, most of the services are based on a microservice architecture, in which the different functionalities of a service are executed separately [44]. With this microservice architecture, a single software application/functionality is implemented as a combination of multiple microservices and their interactions. Hence, the communications between the functionalities and their coordination are vital for a successful realization of service deployment [45].
Generally, a service in a data center is hosted on multiple VMs, the VMs have communication dependencies on each other. In Figure 1, there is one service running on PM1 with nine VMs. Note that PM1 hosts nine VMs, and the other PMs do not host any VMs. VMs of the same color are highly dependent on each other. This implies that the data traffic between those VMs is significantly higher than that between different VMs of different colors.

3.2. Problem Statement

Initially, a single PM could be sufficient to host all of the VMs needed for a service. However, it will be necessary to expand the service as the number of customers continuously increases or additional functionalities are needed to provide more efficient service. In these cases, more computing resources will be required so additional VMs must be created. If the amount of resources available on the currently used PM is not sufficient, additional VMs will be created on other PMs.

For example, as illustrated in Figure 1, a service was hosted on nine VMs that were placed on one PM when the service was released, but the service is later expanded by creating additional VMs on other PMs. Figure 2a shows that both highly dependent and less dependent VMs exist in each PM. Even among the VMs that belong to the same service, the traffic volume and the dependency between the pairs of VMs can be different: some VMs are highly dependent on each other (and have high levels of data traffic between them) while other VMs have less communication dependency on each other (and have less data traffic between them).

In conventional strategies, the communication dependency between VMs is not considered when a service is expanded by creating additional VMs. Thus, highly dependent VMs may be placed in different PMs, which will significantly increase the data traffic between PMs. This will negatively impact the service performance because the data traffic between the service and the customer flows through the same physical network. Moreover, traffic growth in physical network increases operating cost of the data center. As shown in Figure 2, data traffic between VMs in different PMs flows through both the virtual and physical networks of the data center. At the same time, data traffic between VMs in a same PM flows through only the virtual network. In this regard, it is desirable to minimize the traffic volume in physical network to improve the service performance.

To improve the service performance, it is desirable to minimize the traffic volume in physical network of the data center. To this end, we propose an efficient VM-placement strategy to determine the appropriate placement location for each VM by considering traffic dependency. The VM placement by the proposed strategy is illustrated in Figure 2b.
Figure 2. VM placement cases in data center. (a) random VM placement; and (b) traffic dependency
based VM placement.

3.3. System Model

We consider an SDDC in which there are multiple VMs on each PM, and they are connected
to each other by an internal virtual network that is, in turn, connected to the physical network,
as shown in Figure 2. Suppose that there are $n$ VMs placed on $m$ PMs in the data center. Let the
set of VMs be represented by $V = \{v_1, v_2, \cdots, v_n\}$ and let $v.c$, $v.m$, and $v.s$ be the resources (CPU,
memory, and storage, respectively) required for running a VM $v$. In addition, let the set of PMs
be represented by $P = \{p_1, p_2, \cdots, p_m\}$, and let $p.c$, $p.m$, and $p.s$ be the resources (CPU, memory,
and storage, respectively) available on PM $p$.

Let $X$ be an $n$-by-$m$ binary matrix where each element, $x_{i,j}$, is equal to 1 when $v_i$ is placed on $p_j$
and 0 otherwise.

$$X = \begin{pmatrix}
    x_{1,1} & \cdots & x_{1,m} \\
    \vdots & \ddots & \vdots \\
    x_{n,1} & \cdots & x_{n,m}
\end{pmatrix}.$$ 

Since the data center is an SDDC, the status of the flow information between the VMs is available
via the SDN controller. Based on this information, a traffic information matrix can be created for the
VMs. Let $W$ denote the $n$-by-$n$ traffic information matrix with elements, $w_{i,j}$, representing the data rate
between $v_i$ and $v_j$.

$$W = \begin{pmatrix}
    w_{1,1} & \cdots & w_{1,n} \\
    \vdots & \ddots & \vdots \\
    w_{n,1} & \cdots & w_{n,n}
\end{pmatrix}. $$

The total data rate in the physical network can be computed as follows:

$$D_p(X) = \sum_{i=1}^{n} \sum_{j=1}^{n} w_{i,j} \cdot (1 - \sum_{k=1}^{m} x_{i,k} \cdot x_{j,k}),$$

(1)

where $(1 - \sum_{k=1}^{m} x_{i,k} \cdot x_{j,k})$ is equal to 1 when the $v_i$ and $v_j$ are placed on different PMs, else it is 0. Thus,$D_p$ in Equation (1) is the total sum of data rates between VMs that are placed on different PMs. The
optimization problem for VM placement can be formulated as follows:
\[ X^* = \arg \min_X D_p(X) \]

subject to
\[ \sum_{i=1}^{n} v_{i,c} \cdot x_{i,k} \leq p_k \cdot c \]
\[ \sum_{i=1}^{n} v_{i,m} \cdot x_{i,k} \leq p_k \cdot m \text{ for } \forall k \in [1, m] \]
\[ \sum_{i=1}^{n} v_{i,s} \cdot x_{i,k} \leq p_k \cdot s. \]

The constraints for the VM placement is that the sum of the necessary resources for the VMs in each PM is less than or equal to resources available on that PM. To solve this problem, a scalable VM-placement strategy based on the network traffic between the VMs is proposed. The processes of the proposed approach are described in detail in the following section.

4. Proposed VM Placement Strategy

4.1. Dependency Analysis

To reduce the amount of data traffic in the physical network, it is necessary to place highly dependent VMs in the same PM. The traffic dependency among the VMs is analyzed using the traffic information matrix \( W \). This information enables the subsequent clustering of highly dependent VMs.

Usually, data centers run thousands of VMs so the dimension of \( W \) could be extremely large, making it difficult to analyze the traffic dependency of the VMs using \( W \). In this study, PCA is used to reduce the number of dimensions and extract the features. In PCA, eigenvectors (called the principal components in PCA) are identified for the original values that are correlated with each other [46]. Then, the eigenvectors are used to create new data with a lower dimension. Correlation indicates that there is redundancy in the data. Due to this redundancy, PCA can be used to reduce the original variables into a smaller number of new variables. Thus, by PCA, \( W \) is converted to a matrix with fewer dimensions \((n \times k)\), which is denoted as \( W' \) and referred to as the VM dependency matrix. An example of the PCA-based dimensional reduction from \( W \) to \( W' \) is illustrated on Figure 3: the \( n \)-dimensional data are converted to two-dimensional data and depicted on a XY coordinate plane. Each point represents a VM, the size of each point is proportional to the VM resource requirement, and the distance between each pair of points represents the traffic dependency of those VMs.

![Figure 3. Grouping VMs using PCA and gravity-based clustering.](image-url)
4.2. Grouping VMs

After analyzing the dependency of the VMs, the next step is clustering the VMs according to their traffic dependencies. As a result of the PCA analysis, the VMs are illustrated in a low-dimensional space in which VMs that are placed closely are considered highly dependent on each other. We propose using a gravity-based clustering method [9] so that highly dependent VMs are clustered in the same group. The gravity-based clustering can make a specific number of VM clusters with different sizes. Therefore, it is useful to adjust the VM cluster size according to the resource constraints.

As mentioned in Section 3.3, there are $m$ PMs; therefore, the VMs are first clustered into $m$ groups. To group the VMs, the total area of the field that covers all nodes in the reduced-dimensional space is calculated, as illustrated by the shadowed region in Figure 3. Let $S$ be the area of the region that covers all nodes in the reduced-dimensional space. Then, the region is divided into $m$ subsections. Initially, each subsection is a circle with an area of $S$ divided by $m$; the radius, $R$, of each circle can thus be calculated as follows:

$$R = \sqrt{\frac{\text{Area of } S}{m \cdot \pi}}. \quad (3)$$

Once the group radius $R$ is calculated using Equation (3), $m$ center nodes are iteratively selected. For each node, the number of nodes that exist within $R$ from the node is counted. Then, the node with the largest number of nodes within the circle is selected as the first center node. The nodes that fall within the circle become the neighbor nodes of the center node. This process is repeated excluding the selected center node and its neighbors, and the next center node is selected from the remaining nodes. In this way, $m$ center nodes and their neighbor nodes are identified; each selected group of a center node and its neighbor nodes is referred to as a dependency group. Any node that is located outside of all circles and not allocated to any group by this process is thereafter allocated to the group based on which circle is the closest in terms of the Euclidean distance.

Once the dependency groups are determined, they are matched into physical machines (this matching is discussed in the following subsection).

4.3. Matching Groups to PMs

After grouping the VMs, the next step is to decide which group of VMs should be placed in which PM. The groups are matched to PMs by building a graph of the VM groups and PMs, as illustrated in Figure 4. Matching is then conducted based on the weight of each VM group and PM pair, which is referred to as their closeness value. To find the closeness value, the resource ratios between each group, $G_i$, and each PM, $p_j$, are computed as follows:

$$\alpha_{i,j} = \frac{\sum_{v \in G_i} v.c}{p_j.c},$$

$$\beta_{i,j} = \frac{\sum_{v \in G_i} v.m}{p_j.m},$$

$$\gamma_{i,j} = \frac{\sum_{v \in G_i} v.s}{p_j.s}. \quad (4)$$

In Equation (4), $\alpha$, $\beta$, and $\gamma$ are the resource ratios for the CPU, memory, and storage, respectively. If a PM has exactly the same amount of resources as those that are required by $G_i$, the resource ratio of the PM and $G_i$ is equal to 1. Thus, the closeness between $G_i$ and $p_j$ can be computed by

$$q_{i,j} = \sqrt{(1 - \alpha_{i,j})^2 + (1 - \beta_{i,j})^2 + (1 - \gamma_{i,j})^2}. \quad (5)$$
While Equation (5) is used to compute the closeness values, a match that does not fully satisfy the resource requirements of a group may occur if $\alpha > 1$, $\beta > 1$, or $\gamma > 1$. In such cases, the matching should be avoided even though the closeness is small because the resource is not sufficient. If $G_i$ does not satisfy the resource constraints of $P_j$, a constant penalty $\lambda$ is added to $q_{i,j}$ as follows:

$$
\tilde{q}_{i,j} = \begin{cases} 
q_{i,j} + \lambda, & \text{if } \alpha_{i,j} > 1 \text{ or } \beta_{i,j} > 1 \text{ or } \gamma_{i,j} > 1 \\
q_{i,j}, & \text{otherwise,}
\end{cases}
$$

(6)

where $\lambda$ is a constant number that is large enough to increase the closeness value $q_{i,j}$.

The number of VM groups is initially set to $m$. However, if $g$ PMs can satisfy the constraint for $g < m$, the number of VM groups is reduced to $g$. With $g$ VM groups, there are $mP_g$ possible matches between VM groups and PMs. The matching that minimizes the sum of the closeness values should be identified from the $mP_g$ possible matches. Let $A$ be a $g$-by-$m$ groups-to-PMs matching matrix; an element, $a_{i,j}$, is 1 when $G_i$ is matched to $P_j$ and is 0 otherwise. The optimization to find $A$ is formulated as follows:

$$
A^* = \arg \min_A \sum_{i=1}^{g} \sum_{j=1}^{m} a_{i,j} \cdot \tilde{q}_{i,j}
$$

subject to $\sum_{k=1}^{m} a_{i,k} = 1$ for $\forall i \in [1,g]$ 

$$
\sum_{k=1}^{g} a_{k,j} \leq 1 \text{ for } \forall j \in [1,m].
$$

(7)

The Hungarian matching algorithm, which is a well-known algorithm for solving matching problems [47,48], is used to solve the above optimization problem. First, a graph is built from the VM groups, the PMs, and their closeness values, and it is used as the input to the Hungarian matching algorithm. Using this algorithm, the independent-edge set of matches on the graph that minimizes the sum of the edge weights is identified. The output is a set of matches between groups and PMs.

4.4. Satisfying Resource Constraints

When none of the possible matches of groups and PMs can fully satisfy the resource constraints, the groups are adjusted until they satisfy the resource constraints of the matched PMs. To do this, the least dependent VMs in the group are removed until the group satisfies the resource constraints of the PM.

Since less-dependent VMs are located farther from the header node, the radius of the group is reduced, thereby removing the least dependent VMs, until the group satisfies the resource constraints of the matched PM. This process is applied to all groups that do not satisfy the resource constraints of
their PMs. As a result, some VMs are removed from their initial groups. The removed VMs must then be allocated to new groups. A removed VM is added to a new group if the circle of the group is closer than the circles of other groups. However, the group should still satisfy the resource constraints of its matched PM after adding the VM. If the resource requirements of the closest group conflict with the resource constraints of the matched PM after adding the VM, the VM is allocated to the next closest group. The radius of the circle corresponding to the group is increased until it overcomes other groups to obtain the VM. In this way, the resource constraints of all groups are satisfied.

If the selected match does not satisfy the constraint in Equation (2), the radius of the group $G_i$ is adjusted as follows:

$$
\tilde{R}_i = \begin{cases} 
R_i - \theta, & \text{if } G_i \text{ does not satisfy constraints in Equation (2)} \\
R_i + \theta, & \text{otherwise}, 
\end{cases}
$$

(8)

where $\theta$ is the minimum Euclidean distance between all pairs of nodes in the reduced dimension. A radius of a group that does not satisfy the resource constraint of its corresponding PM is iteratively reduced by $\theta$, and a radius of a group that satisfies the resource constraint is increased by $\theta$ until all the groups satisfy the resource constraints. Figure 3 shows the initial radius $R$ of circle is adjusted to $\tilde{R}_1$, $\tilde{R}_2$, and $\tilde{R}_3$, respectively.

**Algorithm 1** Deciding location of VMs.

**Input:** $V$, $P$, $W$

**Output:** $X$

1: Initialize $g = m$
2: $W' = \text{PCA}(W)$
3: while $g \geq 1$ do:
4:   $R \leftarrow \text{compute_radius}(W', g)$ by (3)
5:   $\{R_1, \ldots, R_g\} \leftarrow R_i$ for $\forall i \in [1, g]$
6:   repeat
7:     $\{G_1, \ldots, G_g\} \leftarrow \text{clustering}(\{R_1, \ldots, R_g\}, W', V)$
8:     $A \leftarrow \text{Hungarian_matching}(\{G_1, \ldots, G_g\}, P)$
9:     $X_g \leftarrow \text{compute}_X$ using $\{G_1, \ldots, G_g\}$, $P$, and $A$
10:    $\{\tilde{R}_1, \ldots, \tilde{R}_g\} \leftarrow \text{update}_R(\{R_1, \ldots, R_g\}, X_g)$
11:   if $\tilde{R}_i < R_i \forall i \in [1, g]$ then
12:     Stop to find a solution
13:   else
14:     $R_i \leftarrow \tilde{R}_i$ for $\forall i \in [1, g]$
15:   end if
16: until Constraint in Equation (2) is satisfied with $X_g$
17: $g \leftarrow g - 1$
18: end while
19: $X \leftarrow \arg\min_{Y \in \{X_1, \ldots, X_m\}} D_P(Y)$

Algorithm 1 shows the pseudocode of the proposed VM-placement scheme. The algorithm requires $V$, $P$, and $W$ as inputs, and an $n$-by-$m$ VM location matrix, $X$, is returned as the output. Initially, on Line 1, the number of groups is set to $m$. The PCA analysis described in Section 4.1 is performed on Line 2 by the \text{PCA} function. On Lines 3–18, possible solutions are derived as the number of VM groups is decreased. On Line 4, the initial radius of the dependency group is computed based on $g$ and $W'$. Next, the radius for each VM group is set as $R$ on Line 5. Then, the VMs are grouped using the clustering function on Line 7, as described in Section 4.2. After grouping the VMs, a match of groups to PMs is identified by the \text{Hungarian_matching} function on Line 8, as explained in Section 4.3. Using the VM groups, PMs, and $A$, the solution $X_g$ is obtained on Line 9. If the resources required by any group conflict with the resource constraints of the PM matched to it, the radii for VM groups are adjusted on Line 10 according to Equation (8), as described in Section 4.4. However, if all groups
conflict resource constraints of the PMs, there may not exist any match of groups to PMs that fully satisfies the resource constraints, even radii for the groups are adjusted. In this case, the algorithm stops to find a solution on Line 12. Otherwise, the adjusted radii for VM groups are used for clustering the VMs. If there exists a solution for a given $g$, the loop spanning Lines 7–15 stops. Then, $g$ is reduced by one, and this procedure is repeated.

Once the algorithm has finished, a set of final solutions for the VM placement has been selected from possible solutions for different values of $g$. For each selected solution, the data rate $D_p$ in the physical network is computed using Equation (1); the final solution is taken as the one that minimizes the data volume in the physical network of data center. Additionally, the traffic matrix $W$ may change over time due to dynamic traffic fluctuation. In this case, the total data rate in physical network is computed again using Equation (1), and the VM placement is re-taken if the data rate is considerably different compared to the data rate obtained previously. After obtaining a result of the Algorithm 1, the decision of the actual placement can be made according to the new result.

5. Simulation Results and Analysis

To verify the proposed scalable placement (SP) algorithm for VMs, extensive numerical simulations were performed. The numerical simulations were evaluated using the Numpy, Sklearn, Scipy, and NetworkX libraries in Python [49]. The performance of SP was compared with that of: (i) a naïve placement, which VMs are placed among PMs without any strategy; and (ii) general placement (GP), which is a well-known strategy by which VMs are placed to minimize the number of PMs running in the data center. Through the simulations, effectiveness of the proposed SP was analyzed for different data traffic patterns and different number of VMs in the physical network.

5.1. Simulation Results of Small Network

Figure 5 shows a simple leaf-spine data center network, which comprises two spine switches, three leaf switches, and three PMs. Ten VMs are placed among the PMs with a simple placement plan, which enables additional VMs to be placed on other PMs if the remaining resources of the currently used PM are not sufficient to host the additional VMs. The necessary resources for each VM and the resources available on each PM are shown in Tables 1 and 2, respectively. Additionally, the VMs are separated into two traffic-dependency groups: odd-numbered VMs are in dependency Group 1 and even-numbered VMs are in dependency Group 2. The data rates between VMs in the same dependency group are randomly selected from values generated according to a Gaussian distribution, and the data rates between VMs in different dependency groups are randomly selected from values generated according to a uniform distribution. Each simulation result reported here is the average values from 100 runs.

<table>
<thead>
<tr>
<th>Table 1. Resources required by the VMs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU (cores)</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>VM1</td>
</tr>
<tr>
<td>VM2</td>
</tr>
<tr>
<td>VM3</td>
</tr>
<tr>
<td>VM4</td>
</tr>
<tr>
<td>VM5</td>
</tr>
<tr>
<td>VM6</td>
</tr>
<tr>
<td>VM7</td>
</tr>
<tr>
<td>VM8</td>
</tr>
<tr>
<td>VM9</td>
</tr>
<tr>
<td>VM10</td>
</tr>
</tbody>
</table>
Table 2. Available resources in each PM.

<table>
<thead>
<tr>
<th></th>
<th>CPU (cores)</th>
<th>Memory (GB)</th>
<th>Storage (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM1</td>
<td>10</td>
<td>20</td>
<td>700</td>
</tr>
<tr>
<td>PM2</td>
<td>12</td>
<td>23</td>
<td>420</td>
</tr>
<tr>
<td>PM3</td>
<td>11</td>
<td>27</td>
<td>250</td>
</tr>
</tbody>
</table>

First, the data rates between VMs in dependency Groups 1 and 2 are set according to Gaussian distributions, each having a standard deviation (SD) of 100 Mbps but having different mean values of 1000 and 1500 Mbps, respectively. The data rates between the VMs in different dependency groups are set according to a uniform distribution ranging from 0 to 100 Mbps. The result of a PCA-based traffic-dependency analysis on this configuration is shown in Figure 6. VMs belonging to the same dependency group are placed closely, indicating that the SP algorithm successfully identifies the traffic dependencies of the VMs.

We analyzed the effectiveness of the SP for different data traffic patterns between the VMs in terms of the resulting data rate in the physical network. Numerical simulations were conducted with
different mean and SD values for the Gaussian distribution used to set the data rates between VMs within the same dependency group and different maximum values for the uniform distribution used to set the data rates between VMs in different dependency groups.

The simulation results are shown in Figure 7. Figure 7a shows the effect of the mean value of the Gaussian distribution used for setting the data rates between the VMs in dependency Group 2 (in the range of 100–1500 Mbps) on the data rate in the physical network. The result shows that the performance of the proposed SP scheme improves considerably as the mean data rate increases. The effect of the SD of the Gaussian distribution of the data rates between VMs in dependency Group 2 (in the range of 100–1500 Mbps) on the data rate in the physical network is shown in Figure 7b. The result shows that the use of the SP algorithm considerably decreases the data rate in the physical network compared to when the naïve scheme is used. Moreover, the effect of the maximum value of the uniform distribution of the data rates between VMs in different dependency groups is shown in Figure 7c. As the maximum value increases, average data rate between the VMs of different dependency groups increases and becomes closer to the data rates between the VMs in the same dependency group.

Figure 7. Aggregate data rate in physical network for different traffic patterns between VMs: (a) mean values for the Gaussian distribution; (b) standard deviations for the Gaussian distribution; and (c) maximum values for the uniform distribution.

5.2. Simulation Results of Large Network

Another simulation in a larger data center shown in Figure 8 was conducted to analyze the effect of the number of VMs on the data rate in the physical network. It was assumed that at most two PMs could be connected to each leaf switch. When more resources were required as the number of VMs was increased, the data center network was extended dynamically by adding additional switches and PMs. For simplicity, we assumed the same resource requirements for all VMs: two CPU cores, 4 GB of
memory, and 50 GB of storage. Furthermore, we assumed the same resources were available on all PMs: 25 CPU cores, 50 GB of memory, and 700 GB of storage. At most twelve VMs can be placed on each PM due to the resource constraints of each PM.

![Large data center network topology with more VMs.](image)

**Figure 8.** Large data center network topology with more VMs.

Figure 9 shows the resulting data rates in the physical network and in the entire data center network (the sum of the data rates in the physical and virtual networks) as a function of the number of VMs. The result shows that the data rate in the physical network is almost same as the total data rate in the data center when the GP scheme is used for VM placement. However, in comparison, the SP algorithm considerably reduces the data rate in the physical network as the number of VMs increases. Specifically, when there are ten VMs, all VMs are placed on a single PM, the data rate in the physical network is 0 regardless of whether SP or GP is applied. However, as the number of VMs increases, data rate in physical network increases rapidly when the GP scheme is used to place the VMs because GP does not consider the traffic dependency between VMs.

![Data rate in the physical network with respect to number of VMs.](image)

**Figure 9.** Data rate in the physical network with respect to number of VMs.

In addition, we evaluated the performance of the SP algorithm in terms of amount of data traffic in the physical network, which can be computed by

\[ T_p = \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} \cdot h_{ij}, \]  

(9)

where \( w_{ij} \) is the data rate between \( v_i \) and \( v_j \), and \( h_{ij} \) is the number of physical links between \( v_i \) and \( v_j \). The amount of data traffic in the physical network with respect to the number of VMs is shown in Figure 10. When the number of VMs is less than 30, the amount of data traffic in the physical network is less than 0.5 Tb for both SP and GP. However, it increases to almost 40 Tb for GP and to around 30 Tb for SP when the number of VMs is increased to 200. This results indicate that it is important to consider the traffic dependency between the VMs in order to reduce the data traffic in the physical network.
6. Emulation Results and Analysis

To conduct a more realistic performance evaluation, we carried out series of emulations. The emulation environment was created with an ONOS SDN controller [50] and a Mininet emulation tool [51]. The performance of SP was compared with that of: (i) naïve placement; (ii) general placement (GP); and (iii) Stoer–Wagner algorithm based placement (SWP) [34]. Naïve placement and GP are explained in Section 5. SWP is a network-aware VM placement approach that uses a Stoer–Wagner minimum cut algorithm [52] for grouping the highly dependent VMs. SWP would be the most similar work to the proposed method because it uses a traffic weight between the VMs for clustering the VMs as done in the proposed SP.

6.1. Emulation Settings

A leaf-spine data center network shown in Figure 8 was created using the Mininet [51]; it comprised two spine switches, four leaf switches, and eight PMs, and 120 VMs were created on the PMs. All the networking functionalities of the data center were monitored by the ONOS controller [50]. The resources (number of CPU cores, memory size, and storage size) required by each VM were randomly selected in the ranges 1–3 cores, 1–7 GB, and 2–300 GB, respectively. The resources of the PMs were set as shown in Table 3. The data rates between VMs in the same dependency group were assigned randomly according to a Gaussian distribution with a mean of 1024 Mbps and an SD of 100 Mbps; the data rates between VMs in different dependency groups were randomly assigned according to a uniform distribution with a minimum of 0 Mbps and a maximum of 100 Mbps.

6.2. Emulation Results

The first emulation was conducted to evaluate the effect of the number of dependency groups on the data rate in the physical network. The VMs were distributed randomly but equally to each dependency group. Since there were 120 VMs, the numbers of VMs in the dependency groups...
were 60:60, 40:40:40, 30:30:30:30, 24:24:24:24:24, and 20:20:20:20:20 when there were 2–6 dependency groups, respectively. With one dependency group, all VMs belonged to the same dependency group. The second emulation was conducted to measure the performance of the SP in terms of the traffic amount in the physical network when VMs were assigned unevenly to two dependency groups in various ratios. Within two dependency groups, the ratio of the numbers of VMs in the groups was varied as 12:0, 11:1, 10:2, 9:3, 8:4, 7:5, and 6:6. For example, with a ratio of 9:3, the first group included 90 VMs and the second group included 30 VMs.

Figure 11 shows the effects of the number of dependency groups and the ratio of the dependency groups with respect to the amount of data traffic in the physical network. The emulation results indicate that the use of SP considerably reduces the amount of data traffic volume in the physical network compared to that with the naïve, GP, and SWP placements. The reason for more traffic volume in the data center with the naïve and GP placements is that they do not consider the traffic dependency between the VMs. Additionally, the proposed SP method outperforms SWP even though SWP groups highly dependent VMs to make the traffic between different PMs to be minimum. The reason is that SWP does not minimize the number of running PMs. SWP splits a VM group into two small groups based on the Stoer–Wagner minimum cut algorithm if a resource for a specific group does not satisfy the resource constraints of its mapped PM. Thus, more VM groups are created with the SWP, and most of them are placed on different PMs. Therefore, the traffic amount in the physical network is increased as compared with SP.

Moreover, the time complexity of SWP is considerably high compared to the proposed method. For instance, if required resources for a VM group do not satisfy the resource constraints of its mapped PM, it is necessary to remove less dependent VMs until the VM group satisfies the resource constraints. For removing the less dependent VMs from the group, the proposed method finds a farthest node from a center node of the cluster and removes the node. Therefore, it only takes $O(|V|)$ time for SP. However, SWP needs to split the group using the Stoer–Wagner algorithm, and its complexity is $O(|V||E| + |V|^2 \log |V|)$ [53].

7. Experiment Result and Analysis

We built an SDDC testbed leveraging ONOS SDN controller and OpenStack cloud platform [54] for experimentally verifying the performance of the SP. The SONA architecture is used for building the testbed environment [55]. In SONA, native networking components of the OpenStack are replaced by an ONOS based networking module. Here, the ONOS cluster handles networking functionalities of
the OpenStack [56]. The ONOS cluster acts as a networking manager, and the OpenStack controller works as a resource manager. The performance of SP was compared with that of: (i) a naïve placement; and (ii) GP.

7.1. Experiment Settings

Figure 12 illustrates a fat-tree topology of our SDDC testbed. It consisted of ten HP 2920 OpenFlow-enabled switches, a HP 1820 switch, and six HP workstations (five workstations for setting OpenStack environment and the other for ONOS controller). HP 2920 OpenFlow-enabled switches were used for connecting data network of OpenStack, and HP 1820 switch was used for connecting control and management networks of ONOS and OpenStack. The workstations used for the OpenStack controller node and ONOS SDN controller have an Intel Xeon W3565 3.2 GHz CPU, with 48 GB RAM, and 1 TB SSD. The workstations used for the compute nodes have an Intel Xeon E-5 1680v4 3.4 GHz CPU, with 128 GB RAM, and 1 TB SSD. The OpenStack environment was built with a controller node and four compute nodes.

Additionally, 30 VMs were created on the compute nodes, and their resources were randomly set from resources in Table 4. The VMs were divided into three dependency groups, in which each group consisted of ten VMs. Data rates between VMs in the same dependency group were assigned randomly according to a Gaussian distribution with a mean of 1024 Mbps and an SD of 100 Mbps; the data rates between VMs in different dependency groups were randomly assigned according to a uniform distribution with minimum of 0 Mbps and maximum of 100 Mbps.

![Figure 12. Experimental setup of SDDC testbed.](image)

<table>
<thead>
<tr>
<th>Table 4. Resource types for experiment VMs.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CPU (Cores)</strong></td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>m1.tiny</td>
</tr>
<tr>
<td>m1.small</td>
</tr>
<tr>
<td>m1.med</td>
</tr>
<tr>
<td>m1.large</td>
</tr>
<tr>
<td>m1.xlarge</td>
</tr>
</tbody>
</table>
7.2. Experiment Result

For the experiment, the VMs were randomly allocated to the four compute nodes (naïve scheme), the VMs were allocated to the compute nodes according to the GP, and lastly the VMs were allocated to the compute nodes based on SP. Latencies between VMs in a same dependency group were measured in each placement case, while the VMs communicate to each other through the data network. Figure 13 shows the result of the experiment. As depicted on the figure, the average latency between the VMs in a same dependency group is considerably low in SP comparison to the other schemes. GP reduces the number of required compute nodes by placing the VMs on three compute nodes. However, SP also places the VMs on three compute nodes, and it improves the network performance of the data center by placing highly dependent VMs on a same compute node.

Figure 13. Average latency between the VMs of each group.

8. Conclusions

In this work, we introduce a VM placement strategy to address the scalability concerns in SDDC. Efficient VM placement can reduce the data rate in the underlying physical network and improve the performance of the data center. In this context, we formulate the optimization problem of reducing the data rate in the physical network and propose a traffic-dependency-based VM placement algorithm. To minimize the data traffic, the traffic dependencies between the VMs is analyzed by PCA, and highly dependent VMs are grouped and placed within the same PM by the gravity-based clustering. Through extensive numerical analyses and emulations, we demonstrated the effectiveness of the proposed SP strategy in various data center network configurations with different traffic patterns. In addition, we built an SDDC testbed environment using OpenStack cloud platform and ONOS SDN controller, and the efficiency of the proposed placement strategy was experimentally verified on the testbed. The performance evaluation results indicate that the proposed VM placement strategy significantly reduces the traffic volume in physical network and improves the data center network performance.
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