Prediction of Tunnel Face Stability Using a Naive Bayes Classifier
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Featured Application: The constructed Naive Bayes classifier can be used to determine whether or not a tunnel face is stable based on the calculated posterior probability of the stable state with a set of values of the influencing features, making it possible to perform a large number of predictions of tunnel face stability with great efficiency.

Abstract: This paper develops a convenient approach for facilitating the prediction of tunnel face stability in the framework of Bayesian theorem. First, a number of values of the features influencing the face-stability of tunnels are chosen according to the full factorial design. Secondly, the software OptumG2 is utilized to performed strength reduction analyses to obtain safety factors regarding tunnel face stability. Based on the simulated safety factors, the chosen samples are labeled as stable ($F_s \geq 1$) or unstable samples ($F_s < 1$). Thirdly, the model parameters that characterize the distribution of the random variables are then estimated by maximizing the well-known likelihood function. After that, the probability density functions (PDF) of the features are identified, and a naive Bayes classifier is constructed with the prior probabilities of the stable and the unstable state. The so-called type I and type II errors are estimated with stable and unstable samples, respectively. The model parameters are then calibrated with additional stable samples to obtain the second classifier. Finally, the two classifiers are evaluated using independent samples that have not been seen in the training dataset. The proposed method allows geotechnical engineers to predict the stability of tunnel faces with great efficiency. It is applicable for general cases of tunnels where the parameters are within the ranges bounded by the specified values.

Keywords: tunnel face stability; naive Bayes classifier; strength reduction analysis

1. Introduction

Face-stability analysis of tunnels has developed rapidly in recent years. At the construction stage, encountering face collapse is very likely for the tunnels driven in weak ground, such as clay [1], silt, and sand [2,3], and for tunnels with large cross-sectional area [4]. The collapse of the tunnel face threatens the safety of workers, equipment, and adjacent structures, including buildings, bridges, piles [5], underground pipelines, and existing tunnels [6,7]. Design work on the tunnel face involves the evaluation of its stability, the choice of reinforcement measures and the determination of related parameters [8–10].

The evaluation process should be conducted primarily to provide suggestions for subsequent design work. If the evaluation result indicates that the tunnel face cannot keep stable itself, it is necessary to take stabilization measures to prevent the collapse. Publications have presented various stabilization measures. For the close face tunneling method, support pressure can be applied via an earth pressure balance machine [11]. For the open face tunneling method, support pressure can
be applied by longitudinally installed face bolts [10]. Advanced reinforcement measures, such as forepoling [12] can be used to serve as a beam to reduce the vertical stress acting above the tunnel face. Ground improvement measures are also frequently used to improve the stiffness or strength of soil, aimed at improving the stability of the soil itself [13]. Beyond that, the cross-sectional area is regarded as a crucial factor that influences the stability of a tunnel face. Partial face excavation methods, such as center diaphragm (CD) method, center cross diaphragm (CRD) method, and pile-beam-arch (PBA) method [14], are more favorable than the full-face excavation method regarding the stability of a tunnel face.

The existing methods that have been used for evaluations of tunnel face stability include limit equilibrium [15], limit analysis [16,17], the displacement finite-element method [18], the discrete numerical method [19], scale model test [20–22], and centrifuge model test [23–25]. These methods have been proven to be useful in determining the limit support pressure and evaluating the effects of reinforcement measures.

However, if the main concern is to figure out whether a tunnel face is stable or not, these methods are either too complicated, or too time-consuming, or both. In fact, there exists an easy-to-use indicator called the stable number, \( N = \left( \sigma_s + \gamma H - \sigma_T \right) / c_u \), which can be used to estimate the stability of a tunnel face. In this equation, \( \sigma_s \) denotes the surcharge acting on the ground surface, \( \gamma \) is the unit weight of the soil, \( H \) is the depth to tunnel axis, \( \sigma_T \) is the support pressure applied at the tunnel face, \( c_u \) is the undrained cohesive strength of the ground prior to excavation [26–28]. Observations suggested that the tunnel face is deemed to be stable if the stable number \( N \) is less than or equal to 3 and deemed unstable if the stable number \( N \) is larger than 6. For cases where the stable number is within the range of 3 to 6, the tunnel faces can be regarded to be in a short-term stable state. Nevertheless, this method is only applicable for purely cohesive soil.

As a result, an easy-to-use and more applicable method is expected to meet the demands of practical engineering, which usually requires a number of evaluations of tunnel face stability with great efficiency due to the varying values of the factors that influence tunnel face stability. Essentially, the task that aims to find out whether a tunnel face is stable or not can be treated as a classification problem, which can be solved by various machine learning algorithms like naive Bayes classifier. This algorithm greatly simplifies learning by assuming that features are independent of each other. Although this assumption may be unrealistic, naive Bayes has found to be effective in practice due to the fact that the classification accuracy may often be correct even if its probability estimates are incorrect [29]. Previous studies proved that the performance of naive Bayes is not directly correlated with the degree of feature dependence [29,30]. This is mainly because the dependencies between features can be ignored when they do not provide information about class [29]. Thus, naive Bayes has been successfully applied to solve various classification problems such as text categorization and automatic medical diagnosis [30–32]. It is competitive with other advanced methods including support vector machines because of its convenience and lower computational cost.

Consequently, this paper employed Bayes’ theorem to construct a probabilistic classifier with strong independence assumptions between features to facilitate the predictions of tunnel face stability.

2. Description of the Proposed Method

Figure 1 illustrates the framework of the proposed method. First, four main features that influence tunnel face stability including the cover depth \( \text{C} \), the diameter of the tunnel \( \text{D} \), the cohesive strength \( \text{c} \) and the friction angle \( \phi \) of soil are used to constitute a parameter set, \{\text{C}, \text{D}, \text{c}, \phi\}. Secondly, different values of parameter sets are chosen using full factorial design within the specified ranges of the features and labeled as stable samples (denoted by +1) or unstable samples (denoted by −1) according to strength reduction analyses. The parameter sets and the corresponding labels will then be combined to create a training dataset, with which a naive Bayes classifier will be constructed with strong independence (naive) assumptions between the four features. Finally, the constructed
classifier can be used to classify an unknown sample, \( \{C^*, D^*, c^*, \varphi^*\} \), into the stable category if the stable probability is larger than the unstable probability, or into the unstable category if it is not.

Equation (1) gives the safety factor \([33–36]\) that can be obtained according to the built-in strength reduction analysis embedded in OptumG2.

\[
F_s = \frac{c}{c_{cr}} = \frac{\tan \varphi}{\tan \varphi_{cr}},
\]

(1)

where \( c \) and \( \varphi \) denote the inputted strength parameters; \( c_{cr} \) and \( \varphi_{cr} \) denote the critical strength parameters. A factor greater than 1 implies a stable state while a factor less than 1 implies an unstable state that requires ground improvement or additional support pressure to prevent the collapse. With the simulated safety factor, the face-stability of tunnels can be mainly classified into two categories, i.e., \( F_s \geq 1 \) (stable) and \( F_s < 1 \) (unstable).

Bayes’ theorem is a useful tool in the area of statistical analysis \([37–39]\). Researchers have developed many Bayesian methods to solve various geotechnical problems \([40,41]\). The general expression of the Bayes’ theorem is given as follows:

\[
P(A|B) = \frac{P(B|A)P(A)}{P(B)},
\]

(2)

where \( A \) and \( B \) denote two events, \( P(A|B) \) denotes the conditional probability of event \( A \) in the presence of the occurrence of event \( B \). Generally, \( P(A) \) and \( P(A|B) \) are referred to as prior and posterior probabilities, respectively. \( P(B|A) \) is the likelihood function that characterizes the probability of the
unknown model parameters to be identified with given observed data. The event \( A \) can be partitioned into \( N \) mutually exclusive events, \( A_1, A_2, \ldots A_N \), and the posterior can be rewritten as:

\[
P(A_n|B) = \frac{P(B|A_n)P(A_n)}{\sum_{n=1}^{N} P(A_n)P(B|A_n)}. \tag{3}
\]

Relating the event \( A \) to the stability of a tunnel face, it can be simply partitioned into two mutually exclusive events, i.e., the stable and the unstable state. The event \( B \) accordingly contains the features influencing the face-stability of tunnels, including the cover depth, the diameter of the tunnel, the cohesive strength, and the frictional angle of soil.

Naive Bayesian is a conditional probability model that can be used to formulate classifiers. It is based on the assumption that the value of a feature is independent of the value of the others. Accordingly, the posterior probability of an event \( A_n \) can be expressed as follows:

\[
P(A_n|B_1, B_2, \ldots B_n), \tag{4}
\]

where the vector \( B = (B_1, B_2, \ldots B_n) \) represents some \( n \) features that are assumed to be independent with each other, \( A_n \) represents the \( n \)th possible outcome of class. Using Bayes’ theorem, the conditional probability can be decomposed as follows:

\[
P(A_n|B) = \frac{P(A_n)P(B|A_n)}{P(B)}. \tag{5}
\]

Using Bayesian probability terminology, Equation (5) can be rewritten as:

\[
\text{Posterior} = \frac{\text{Prior} \times \text{Likelihood}}{\text{Evidence}}. \tag{6}
\]

If we choose \( B = (C, D, c, \varphi) \) as the associated features influencing the face-stability of tunnels, the posterior probabilities concerning the stable and unstable states can be expressed as:

\[
P(\text{Stable}|C, D, c, \varphi) = \frac{P(\text{Stable})P(C|\text{Stable})P(D|\text{Stable})P(c|\text{Stable})P(\varphi|\text{Stable})}{\text{Evidence}}, \tag{7}
\]

\[
P(\text{Unstable}|C, D, c, \varphi) = \frac{P(\text{Unstable})P(C|\text{Unstable})P(D|\text{Unstable})P(c|\text{Unstable})P(\varphi|\text{Unstable})}{\text{Evidence}}, \tag{8}
\]

where \text{Evidence} is a normalization constant that can be calculated as:

\[
\text{Evidence} = P(\text{Stable})P(C|\text{Stable})P(D|\text{Stable})P(c|\text{Stable})P(\varphi|\text{Stable}) + P(\text{Unstable})P(C|\text{Unstable})P(D|\text{Unstable})P(c|\text{Unstable})P(\varphi|\text{Unstable}). \tag{9}
\]

A naive Bayes classifier can be constructed by synthesizing the naive Bayes probability model and a decision rule. One common rule is the well-known maximum a posteriori (MAP) decision rule. Under this circumstance, the prediction of a tunnel face stability can be accordingly performed such that \( P(\text{Stable}|C, D, c, \varphi) > P(\text{Unstable}|C, D, c, \varphi) \) indicates a stable state while \( P(\text{Stable}|C, D, c, \varphi) < P(\text{Unstable}|C, D, c, \varphi) \) indicates an unstable state.

Using the evidence, the posterior probabilities of the events are normalized and their sum becomes 1, as shown in Equation (10). In conjunction with MAP decision rule, the posterior probabilities of the events can be employed to classify the stable and unstable states such that \( P(\text{Stable}|C, D, c, \varphi) > 0.5 \) and \( P(\text{Unstable}|C, D, c, \varphi) < 0.5 \) represent a stable state, \( P(\text{Stable}|C, D, c, \varphi) < 0.5 \) and \( P(\text{Unstable}|C, D, c, \varphi) > 0.5 \) represent an unstable state.

\[
P(\text{Stable}|C, D, c, \varphi) + P(\text{Unstable}|C, D, c, \varphi) = 1 \tag{10}
\]
With the number of the stable samples (denoted by \(n_2\)) and unstable samples (denoted by \(n_1\)), the prior probabilities of the stable and unstable states can be determined as follows:

\[
P(\text{Stable}) = \frac{n_2}{n_1 + n_2}, \quad P(\text{Unstable}) = \frac{n_1}{n_1 + n_2}.
\] (11)

Beyond that, the model parameters, i.e., expectations and standard deviations, were estimated and calibrated by the well-known maximum likelihood functions before the identification of the probability density functions of the related features. After that, it is possible to calculate the likelihood (i.e., \(P(x_n|\text{Stable})\) and \(P(x_n|\text{Unstable})\)) of each feature. A naive Bayes classifier was subsequently constructed based on the identified prior probabilities, as well as the calculated likelihood of each feature. The posterior probabilities of the stable and unstable states can be calculated with a given set of values of the features. It enables the prediction of the face-stability of tunnels by comparing the values of the two posterior probabilities.

3. Application Example

This section presents an application example to illustrate the framework of the proposed method. In addition to the four features mentioned above, there are several other features that can affect tunnel face stability, such as the unit weight of soil, the surcharge load located on the ground surface, and the underground water. However, it is difficult to take all the influences into account simultaneously. Consequently, several simplifications have been made.

The surcharge load was not included because existing literature found that this type of load has neglect effects on tunnel face stability when the ratio of the cover depth to the diameter of the tunnel \(C/D\) is larger than 0.6. The underground water was not considered due to the fact that in most cases the tunnel face is unstable in the presence of underground water. As a result, the method aims to predict the stability of a tunnel face for cases where the underground water table is lower than the bottom of the tunnel, or for cases where dewatering measures have been taken to lower the underground water table before the excavation stage. The unit weight of the soil was considered to be a relatively large constant, 19 kN/m³. Under this circumstance, the prediction results are conservative for cases where the unit weights of the soil are less than 19 kN/m³.

With these simplifications, a number of tunnels with cover depth \(C = \{5 \text{ m}, 10 \text{ m}, 15 \text{ m}, 20 \text{ m}, 25 \text{ m}, 30 \text{ m}\}\), and diameter \(D = \{5 \text{ m}, 7.5 \text{ m}, 10 \text{ m}, 12.5 \text{ m}, 15 \text{ m}\}\) were considered to be driven in a soil molded as an isotropic Mohr–Coulomb material with cohesive strength \(c = \{5 \text{ kPa}, 10 \text{ kPa}, 15 \text{ kPa}, 20 \text{ kPa}, 25 \text{ kPa}\}\), and friction angle \(\phi = \{5^\circ, 10^\circ, 15^\circ, 20^\circ, 25^\circ\}\). General cases of tunnels are within the ranges bounded by the specified values, beyond which are cases which usually require special analyses. For example, if the diameter of a tunnel exceeds 15 m, it can be taken as a large cross-section tunnel.

Among these factors, it is well known that cohesion and friction angle are correlated. Herein, we assumed that these two parameters are independent of each other to be in accordance with the assumption of the naive Bayes classifier. In fact, the naive Bayes Classifier has been used to solve many classification problems that involve correlated factors. Despite the assumption, naive Bayes Classifier is still competitive when compared to other algorithms because of its convenience, lower computational cost, and comparable performance [29,32,42].

Figure 2 gives the diagram of the numerical models, including the geometry parameters and the boundary conditions. Normal fixities were applied on the left and right boundaries to constrain the horizontal displacements while full fixities were applied on the bottom boundary to constrain both the vertical and horizontal displacements.
In terms of full factorial design, the number of the features and the corresponding levels presented in Figure 2 involves \(6 \times 5 = 30\) combinations regarding the cover depths and the diameters. This means that 30 numerical models are needed. In conjunction with the number of the values associated with the cohesive strength \(c\) and the friction angle \(\varphi\), the total number of strength reduction analyses can be identified as follows:

\[
n = 30 \times 5 \times 5 = 750.
\]

It should be emphasized that tunnel face stability is more appropriate to be analyzed in 3D simulations, which may be performed using OptumG3. However, the reality is that OptumG3 has not yet provided a built-in strength reduction analysis function. As a result, the strength reduction process needs to be conducted manually rather than automatically. This requires huge computational cost, particularly when there are 750 3D numerical models to be constructed and simulated. The total number of 3D simulations may reach up to several thousand because each case involves several or even many tries to determine the safety factor. This means that it is extremely difficult to obtain 3D safety factors for constructing a naive Bayes classifier. Thus, this paper utilizes 2D upper bound analysis with associated flow rule to complete the task of collecting training samples.

In fact, the 2D failure mechanism of tunnel face stability has been developed and used in the existing literature to obtain approximate solutions [27, 43]. Moreover, twenty cases with different values of features are used to perform both 2D (automatically) and 3D (manually) strength reduction analyses. The comparison results shown in Figure 3 imply that 2D simulations may give relatively good and conservative approximations of 3D safety factors.

![Figure 2. Numerical model and boundary conditions.](image)

![Figure 3. Cont.](image)
As mentioned above, the 25 samples can be classified into 7 stable samples and 18 unstable samples. Thus, the prior probabilities of the stable and unstable states are available:

\[ P(\text{Stable}) = \frac{45}{750} = 0.06; \quad (13) \]

\[ P(\text{Unstable}) = \frac{750 - 45}{750} = 0.94. \quad (14) \]

Note that the main purpose of strength reduction analysis is to figure out whether or not a tunnel face is stable, rather than to assess the degree of safety (or stability). This means that only a few samples with 2D safety factors varying between 0.8 to 1.0 (based on Figure 3) may cause adverse effects on subsequent prediction accuracy of the classifier since these samples may be stable in 3D simulations but will be misclassified into the unstable category according to the simulated 2D safety factors. In most cases, this type of approximation error will not cause any prediction error as long as the 2D and 3D safety factors represent the same state of stability (i.e., both stable or both unstable).

However, 3D simulations are still expected in the near future to obtain a large number of high-accuracy safety factors, if strength reduction analyses of various cases can be run programmatically in OptumG3.

For the cases with \( C = 5 \text{ m} \) and \( D = 5 \text{ m} \), the simulated safety factors were collected and listed in Table 1, in which the safety factors greater than 1.0 were indicated with red dashed rectangles. As mentioned above, the 25 samples can be classified into 7 stable samples and 18 unstable samples according to the simulated safety factors.

<table>
<thead>
<tr>
<th>( c = 5 \text{ kPa} )</th>
<th>( \varphi = 5^\circ )</th>
<th>( \varphi = 10^\circ )</th>
<th>( \varphi = 15^\circ )</th>
<th>( \varphi = 20^\circ )</th>
<th>( \varphi = 25^\circ )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_s = 0.283 )</td>
<td>( F_s = 0.376 )</td>
<td>( F_s = 0.448 )</td>
<td>( F_s = 0.508 )</td>
<td>( F_s = 0.565 )</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( c = 10 \text{ kPa} )</th>
<th>( \varphi = 5^\circ )</th>
<th>( \varphi = 10^\circ )</th>
<th>( \varphi = 15^\circ )</th>
<th>( \varphi = 20^\circ )</th>
<th>( \varphi = 25^\circ )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_s = 0.446 )</td>
<td>( F_s = 0.569 )</td>
<td>( F_s = 0.674 )</td>
<td>( F_s = 0.757 )</td>
<td>( F_s = 0.844 )</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( c = 15 \text{ kPa} )</th>
<th>( \varphi = 5^\circ )</th>
<th>( \varphi = 10^\circ )</th>
<th>( \varphi = 15^\circ )</th>
<th>( \varphi = 20^\circ )</th>
<th>( \varphi = 25^\circ )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_s = 0.602 )</td>
<td>( F_s = 0.739 )</td>
<td>( F_s = 0.857 )</td>
<td>( F_s = 0.965 )</td>
<td>( F_s = 1.077 )</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( c = 20 \text{ kPa} )</th>
<th>( \varphi = 5^\circ )</th>
<th>( \varphi = 10^\circ )</th>
<th>( \varphi = 15^\circ )</th>
<th>( \varphi = 20^\circ )</th>
<th>( \varphi = 25^\circ )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_s = 0.754 )</td>
<td>( F_s = 0.900 )</td>
<td>( F_s = 1.027 )</td>
<td>( F_s = 1.153 )</td>
<td>( F_s = 1.263 )</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( c = 25 \text{ kPa} )</th>
<th>( \varphi = 5^\circ )</th>
<th>( \varphi = 10^\circ )</th>
<th>( \varphi = 15^\circ )</th>
<th>( \varphi = 20^\circ )</th>
<th>( \varphi = 25^\circ )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_s = 0.906 )</td>
<td>( F_s = 1.055 )</td>
<td>( F_s = 1.190 )</td>
<td>( F_s = 1.322 )</td>
<td>( F_s = 1.447 )</td>
<td></td>
</tr>
</tbody>
</table>

Similarly, the other 725 strength reduction analyses were performed, and the collected safety factors are plotted versus the reference numbers and shown in Figure 4, in which a red dashed line with \( F_s = 1 \) was added to classified the collected samples into two categories, i.e., 45 stable samples and 705 unstable samples. Thus, the prior probabilities of the stable and unstable states are available:
4. Estimation of Model Parameters

With the given values of the features, as well as the classifications determined by the simulated safety factors, model parameters associated with the probability density functions of the features can be identified using the so-called maximum likelihood principles. To achieve this, let $D$ denote the observed data, and let $\theta$ denote the parameters of an unknown model to be estimated and calibrated. The well-known likelihood function is generally expressed as $l(\theta | D)$, which is always converted to the log-likelihood function $L(\theta | D) = \ln(l(\theta | D))$ for facilitating the evaluation of its maximization, based on which the equation can be easily solved to yield the optimal value of $\theta$. Suppose the values of the four features influencing the stability of a tunnel face follow the normal distribution. The means and standard deviations of these values (denoted as $\mu$ and $\sigma$) need to be estimated to identify the probability density function.

Let $C_1, C_2, \ldots, C_n$ denote the $n$ inputted values of the buried depth; its likelihood function can be expressed as:

$$l(\theta | D) = \prod_{i=1}^{n} f(C_i | \theta) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{(C_i - \mu)^2}{2\sigma^2}\right).$$

(15)

The log-likelihood of which can be rewritten as:

$$L(\theta | D) = \sum_{i=1}^{n} \left(\ln\left(\frac{1}{\sqrt{2\pi\sigma}}\right) - \frac{(C_i - \mu)^2}{2\sigma^2}\right).$$

(16)

The optimal values of $\mu$ and $\sigma$ can be determined by equating the gradients of the above equation with respect to $\mu$ and $\sigma$, respectively, to zero, as shown in Equations (17) and (18).

$$\mu^* = \frac{1}{n} \sum_{i=1}^{n} C_i,$$

(17)

$$\sigma^* = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (C_i - \mu^*)^2},$$

(18)

where $\mu^*$ and $\sigma^*$ denote the maximum likelihood estimations of $\mu$ and $\sigma$, respectively. According to the above equations, the optimal values of the model parameters relating to inputted values of the cover depth are $\mu^* = 15.78$ m, and $\sigma^* = 8.69$ m, respectively, as listed in Table 2, in which the maximum likelihood estimations of the model parameters of the other three features were similarly identified.
Table 2. Parameters associated with probability density function (PDF, the first classifier).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Stable Samples</th>
<th>Unstable Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>C/m</td>
<td>D/m</td>
</tr>
<tr>
<td>μ</td>
<td>15.78</td>
<td>10.29</td>
</tr>
<tr>
<td>σ</td>
<td>8.69</td>
<td>3.44</td>
</tr>
</tbody>
</table>

The PDFs of the buried depth associated with the stable state and the unstable state are of the type:

\[ P(C|\text{Stable}) = \frac{1}{\sqrt{2\pi}8.689^2} e^{-\frac{(C-15.78)^2}{2\times8.689^2}} \]  

\[ P(C|\text{Unstable}) = \frac{1}{\sqrt{2\pi}8.52^2} e^{-\frac{(C-17.61)^2}{2\times8.52^2}} \]

The other PDFs that characterize the distribution of the features can be identified in the same way, as plotted and shown in Figure 5.

![Figure 5](image-url)

Figure 5. PDF of parameters for stable and unstable samples: (a) the cover depth; (b) the diameter; (c) the cohesive strength; (d) the friction angle.

Results in Figure 5 show that the PDF of the cover depth of the stable samples is very close to that of the unstable samples. This is mainly because of the so-called arch effect, which can serve to support most of the vertical stress acting above the tunnel face, resulting in a decrease in the horizontal stress that induces the collapse of the tunnel face. Conversely, the PDF of the diameter of the stable samples differs substantially with that of the unstable samples, which indicates that the tunnel diameter is the most crucial influencing factor. The difference between the PDFs of the cohesive strength for the stable and the unstable samples is similar to that of the friction angle because the values of these two features are always divided by the same reduction in strength reduction analyses.
5. Prediction of Stability and Estimation of Errors

Together with the identified PDFs, a naive Bayes classifier (referred to as the first classifier subsequently) can be constructed with the calculated prior probabilities. If we consider a tunnel with \( C = 12 \text{ m}, D = 6 \text{ m}, c = 24 \text{ kPa}, \varphi = 18^\circ \), the stable and unstable probability of the given value of the cover depth, \( C = 12 \text{ m} \), can be calculated based on its PDFs:

\[
P(C|\text{Stable}) = \frac{1}{\sqrt{2\pi} \cdot 8.689^2} e^{-\frac{(12 - 15.78)^2}{2 \cdot 8.689^2}} = 0.0403, \quad (21)
\]

\[
P(C|\text{Unstable}) = \frac{1}{\sqrt{2\pi} \cdot 8.52^2} e^{-\frac{(12 - 17.61)^2}{2 \cdot 8.52^2}} = 0.0377. \quad (22)
\]

Similarly, the values of the other probabilities can be calculated according to the PDFs of the features as:

\[
P(D|\text{Stable}) = 0.3487, P(D|\text{Unstable}) = 0.0533, \quad (23)
\]

\[
P(c|\text{Stable}) = 0.0795, P(c|\text{Unstable}) = 0.0229, \quad (24)
\]

\[
P(\varphi|\text{Stable}) = 0.0364, P(\varphi|\text{Unstable}) = 0.0505. \quad (25)
\]

The normalized constant can be identified as:

\[
evidence = 2.44 \times 10^{-6} + 2.18 \times 10^{-6} = 4.62 \times 10^{-6}. \quad (26)
\]

The posterior probability of the stable state is calculated as:

\[
P(\text{Stable}|12 \text{ m}, 6 \text{ m}, 24 \text{ kPa}, 18^\circ) = \frac{2.44 \times 10^{-6}}{4.62 \times 10^{-6}} = 0.528. \quad (27)
\]

And the posterior probability of the unstable state is:

\[
P(\text{Unstable}|12 \text{ m}, 6 \text{ m}, 24 \text{ kPa}, 18^\circ) = \frac{2.18 \times 10^{-6}}{4.62 \times 10^{-6}} = 0.472. \quad (28)
\]

As mentioned above, the face-stability of the tunnel with the calculated \( P(\text{Stable}|C, D, c, \varphi) > P(\text{Unstable}|C, D, c, \varphi) \) can be concluded to be stable. For verification, a 2D numerical model was built with OptumG2 to perform a Strength Reduction analysis with the same values of the features. Figure 6 shows the adaptive mesh of the model, including the geometry parameters, strength parameters, and the boundary conditions. Normal fixities were applied on the boundary of the excavated element to serve as the temporary lining.

![Figure 6. Strength reduction analysis for verification.](image-url)

The simulated safety factor is \( F_s = 1.047 \), which means that a limit state can be achieved if the strength parameters \( c_{cr} = 24/1.047 = 22.92 \text{ kPa} \) and \( tan \varphi_{cr} = tan 18^\circ / 1.047 = 0.31 (\varphi_{cr} = 17.24^\circ) \).
are adopted in an analysis while the other conditions remain constant. In other words, it indicates a stable state with $F_s = 1.047 > 1$, verifying the above prediction.

In the same way, the error rate of the constructed naive Bayes classifier can be estimated with the entire training data. The estimation results are indicated in Figure 7, where two red dashed lines with the posterior probability equal to 0.5 are added as baselines to distinguish the error estimations, as located below the baseline.

Results in Figure 7 show that 18 of the 45 stable samples were predicted to be unstable. The error rate estimated for the stable samples (40%) is the well-known indicator of type I error, which is an underestimation of the face-stability. The safety factors of the error estimations range from 1.01 to 1.15, which indicates that type I error is more likely to happen when the face-stability of a tunnel is close to the limit state, i.e., $F_s \approx 1.0$. On the contrary, type II error is an overestimation of the face-stability. Fortunately, the posterior probabilities of the unstable samples show no points located below the baseline, indicating that the rate of type II error is zero. This is mainly because the number of the stable samples is much less than that of the unstable samples. As a result, we extended the ranges of the strength parameters with two higher values, i.e., $c = 30$ kPa and $\varphi = 30^\circ$, intended to obtain additional stable samples to reduce the rate of type I error.

For samples with safety factors greater than 1.0, the material parameters were increased to high levels to obtain new stable samples. For example, if a sample with $c = 15$ kPa and $\varphi = 25^\circ$ is stable, samples with $c = 15$ kPa, $\varphi = 30^\circ$, or $c = 20$ kPa, $\varphi = 30^\circ$, or $c = 25$ kPa, $\varphi = 30^\circ$, or $c = 30$ kPa, $\varphi = 30^\circ$ are also stable (geometry parameters remains constant). In such a manner, 52 additional samples were obtained and labeled according to strength reduction analyses, as shown in Figure 8.
With these extra 52 stable samples, the number of stable samples becomes \( 45 + 52 = 97 \), the number of unstable samples remains \( 750 - 45 = 705 \), while the total number of samples increases to \( 750 + 52 = 802 \). As a result, the prior probability of the stable and unstable states can be altered:

\[
P(\text{Stable}) = \frac{45 + 52}{750 + 52} = 0.12, \quad (29)
\]

\[
P(\text{Unstable}) = \frac{750 - 45}{750 + 52} = 0.88. \quad (30)
\]

Table 3 summarizes the calibrated model parameters associated with the PDFs of the features. Another naive Bayes classifier (referred to as the second classifier subsequently) was constructed with the PDFs (Figure 9) of the features, as well as the recalculated prior probabilities. Note that the model parameters relating to the unstable samples remain constant while those relating to the stable samples changed slightly due to the additional stable samples.

Table 3. Parameters associated with PDF (the second classifier).

<table>
<thead>
<tr>
<th>Stable Samples</th>
<th>Unstable Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x )</td>
<td>( C/m )</td>
</tr>
<tr>
<td>( \mu )</td>
<td>16.13</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>8.90</td>
</tr>
</tbody>
</table>

![Figure 9](image-url)

**Figure 9.** Updated PDFs of features with extra stable samples: (a) the cover depth; (b) the diameter; (c) the cohesive strength; (d) the friction angle.

Error estimation of the second classifier was performed in the same way. The results in Figure 10 demonstrate that the rate of type I error decreases substantially from 40% to 6%, and the rate of type II error increases from 0% to 0.28%. If necessary, adding other samples can further improve the accuracy of the classifier.
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Figure 10. Error estimation for the second classifier. (a) Stable probability of the samples with 
\( F_s \geq 1 \); (b) unstable probability of the samples with \( F_s < 1 \).

To check the validation of the constructed classifiers, 50 new samples were randomly chosen and labeled according to strength reduction analyses. The calculated stable or unstable probabilities of the samples are plotted vs. the simulated safety factors and shown in Figures 11 and 12. As can be seen, most of the test samples can be correctly classified, and the 2nd classifier performs much better than the first one regarding both stable and unstable samples. This is consistent with the conclusion obtained from the error estimations of the two classifiers using the training dataset.

(a) (b) 

Figure 11. Prediction of the test data using the first classifier. (a) Stable probability of the samples with 
\( F_s \geq 1 \); (b) unstable probability of the samples with \( F_s < 1 \).

(a) (b) 

Figure 12. Prediction of the test data using the second classifier. (a) Stable probability of the samples with 
\( F_s \geq 1 \); (b) unstable probability of the samples with \( F_s < 1 \).

Consequently, the 2nd naive Bayesian classifier is recommended for initial predictions of tunnel face stability. A number of predictions can be readily conducted using Equations (7) and (8) based on
the determined statistical parameters of the four influencing factors. The constructed classifier serves like an empirical formula, allowing geotechnical engineers to evaluate tunnel face stability with great efficiency during the construction stage.

6. Conclusions

This paper developed a convenient method for the prediction of tunnel face stability using the naive Bayes classifier. A number of samples were chosen to be labeled according to strength reduction analyses and were then used to construct a naive Bayes classifier for predictions of tunnel face stability from the perspective of probability. The method makes it possible to conduct a number of predictions with great efficiency. Based on the above study, several conclusions can be drawn:

1. The constructed classifiers have acceptable prediction accuracies on both the training and test datasets even though the factors were assumed to be independent. The validation results prove the feasibility of the proposed method that predicts the stability of a tunnel face from the perspective of probability.

2. The constructed naive Bayes classifier is time-efficient in the initial evaluations of the face-stability of tunnels. The collapse of a tunnel face will occur if \( P(\text{Unstable} \mid C, D, c, \phi) > 0.5 \) and will not occur if \( P(\text{Stable} \mid C, D, c, \phi) \geq 0.5 \). For the case of unstable faces, reinforcement or support measures are required to prevent the collapse.

3. The error estimation indicates that the error rate highly relies on the number of samples adopted for the determination of the prior probabilities and the PDFs of the features. The second classifier is recommended for initial predictions of tunnel face stability because it performs much better than the first one. If it is necessary, the classifiers can be further calibrated to be more sophisticated by adding more stable samples to reduce the imbalance between the number of stable and unstable samples. Type I error is relatively high but conservative, while Type II error is extremely low but is more serious since it induces an overestimation of the face-stability.

4. It is more likely to encounter an error when a safety factor approximates to 1.0 or a posterior probability approximates to 0.5 (i.e., the limit state). As a result, \( P(\text{Stable} \mid C, D, c, \phi) = 0.45–0.55 \) is strongly recommended for further verifications by other means to avoid both type I error and type II error.

5. The naive Bayes classifier is constructed based on 2D simulation results because the task of collecting a large number of 3D safety factors is very difficult presently, particularly when the function of strength reduction analysis is not yet included in OptumG3. It appears that 2D strength reduction analyses can yield close and conservative approximations of 3D safety factors. Indeed, 2D results also have good reliability if the main purpose is only to figure out whether or not a tunnel face is stable. However, since tunnel face stability is an intrinsic 3D problem, the prediction reliability of the classifier is expected to be improved by replacing the training samples with 3D simulation results as long as numerous 3D strength reduction analyses can be run programmatically.
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