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Abstract: End-user programming may utilize Domain-Specific Modeling Languages (DSMLs) to develop applications in the form of models, using only abstractions found in a specific problem domain. Indeed, the productivity benefits reported from Model-Driven Development (MDD) are hard to ignore, and a number of MDD solutions are flourishing. However, not all stories from industry on MDD are successful. End-users, without having software development skills, are more likely to introduce software errors than professional programmers. In this study, we propose and encourage other DSML developers to extend the development of DSML with tool support. We believe the programming tools (e.g., debugger, testing tool, refactoring tool) are also needed for end-users to ensure the proper functioning of the products they develop. It is imperative that domain experts are provided with tools that work on the abstraction level that is familiar to them. In this paper, an industrial experience is presented for building various tools for usage in MDD. Debugger, automated testing infrastructure, refactoring, and other tools were implemented for Sequencer, a DSML. Our experience with the implementation of tool support for MDD confirms that these tools are indispensable for end-user programming in practice, and that implementing those tools might not be as costly as expected.
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1. Introduction

We live in a time when demand for the development of software and extending of the existing ones are increasing enormously. Computer Science is, therefore, seeking for solutions on how to increase programmers’ productivity in many different perspectives. One of the promising solutions are high-level abstraction languages, often referred to as Domain-Specific Languages (DSLs) [1]. DSL captures the essential characteristics of a problem space in a manner that is decoupled from the details of a specific solution space [2,3]. In other words, programming in DSLs concentrates on what the software should do instead of how the software should do it.

A twin brother of DSL is Domain-Specific Modeling Language (DSML) [4] where, instead of using textual concepts, we use visual concepts. Hence, the textual program is substituted by a model which becomes a first-class concept in the development process. Domain experts, the end-users of DSMLs, are primarily developing models, and such a development process driven by the model is known as Model-Driven Development (MDD). The broader term is Model-Driven Engineering (MDE), a software development methodology that goes beyond the development of models supporting other
activities and tasks to a complete software engineering process. The purpose of models is different according to the problem domain. It is essential that abstractions in models are coined from the domain knowledge and perfectly understandable to domain experts. The benefits reported from MDD are flexibility, productivity, reliability, and usability [5–7], which have been shown through empirical evaluations [8,9], and a number of MDD solutions are flourishing [10–14]. Another benefit of MDD is that it enables end-users and domain experts to program without having professional software knowledge, but they can express themselves in DSMLs. Scaffidi et al. showed that the number of end-users in the last years has been increasing [15].

MDD in industrial environments does not only feature in success stories, but also in failure stories [16]. Indeed, good results are not always achieved with end-user programming, despite the predictions [17]. Domain experts, without having software development skills, are more likely to introduce algorithmic errors than professional programmers, because they lack software development training and proper tool support [18]. We believe that the proper programming tools (e.g., debugger, testing tool, refactoring tool) are needed for domain experts to ensure the integrity of the products they develop [19]. With a large pool of domain experts and the rising cost of software failures, it is imperative that DSML domain experts are provided with tools that allow them to detect and find software errors at an abstraction level that is familiar to them. The utility of a new DSML is seriously diminished if supporting tools needed by the domain experts are not available.

The design and implementation of a DSML can be challenging and expensive [2], even if we use tools for MDE (EMF [20], MetaEdit+ [21], Acceleo (http://acceleo.org/), GEMOC [22], etc). It requires knowledge of modeling a language, implementation of a code generation, as well as domain knowledge. Currently, there are only a few tools for MDE that support generation of tools like a debugger [23,24]. Implementing a DSML tool from scratch can be more time consuming, error-prone, and costly. This is why, in most cases, a Model-Driven Development Environment (MDDE) is provided without tools like a model debugger, but, as can be observed in the case of many programming languages, like Haskell [25], the lack of debuggers and profilers, inadequate support by Integrated Development Environments, and poor interoperability with mainstream languages, can be contributing factors for the resistances of DSML within the software industry [26].

As stated before, MDDE does not have tool support by default. We believe that this prevents domain experts from being productive and decreases the general public’s interest in MDE and MDD. In our case, we firstly implemented a DSML called Sequencer [27] without tool support, but, from the experience working with customers, it was evident that Sequencer itself was not sufficient, and that domain experts need additional help during their development. Implementing several tools (debugger [28], automated tests [29], refactoring, generation of (template) models, etc.) helped domain experts to be more efficient and satisfied with the development of measurement procedures.

Until now, there has been little evidence on providing DSML tool support [30–32]. In this paper, we address that gap by reporting on a successful industrial study on implementing a Ladybird (a DSML debugger), SeTT (automated testing for DSML programs), and RTool (a DSML refactoring tool) for the measurement domain. Our experience with the development of these tools confirms that MDD tool support is indispensable for acceptance of MDD by domain experts. Besides this lesson learned in the industrial environment, we report our experience with end-users, maintaining and evolving the DSML, which other practitioners may also apply after introducing DSML in a real-world environment. We also report on the implementation and maintenance effort for the development of DSML with the mentioned tools.

The remainder of this paper is organized as follows. Section 2 discusses the motivation for the work. Section 3 presents the measurement domain with a description of DSML Sequencer. The generalized ideas for implementation of the debugger, testing, and refactoring tool are described in Section 4. Tool support for MDD is illustrated in a real case scenario in Section 5. A discussion with our experience implementing tool support for MDD follows in Section 6. The related work on the
debuggers, testing, and other MDD support aspects are discussed in Section 7. Finally, the concluding remarks are summarized in Section 8.

2. The Motivation for an Experience Report

In the systematic mapping study in the field of DSLs [33] which included 476 studies from 2006 to 2012 from 4 different digital libraries (ISI Web of Science, ACM Digital Library, IEEE Xplore, and Science Direct), it has been shown that researchers are mostly interested in the development of novelty techniques (82%). Only 5.7% of the studies were connected with the evaluation of their approach, whilst 10.1% of the studies were experience reports. We believe the acceptance of DSMLs by the industry will not increase with the development of the DSML novelty techniques. Strong support from empirical evidence can do that.

In a study by Czech at al. [34], the authors searched for best practices from MDD. Although searching in four digital libraries (ACM Digital Library, IEEE Xplore, Science Direct, and Springer Link), meta-search engines (Google Scholar), snowballing the papers, the authors found only 21 studies that shared experiences, patterns, lessons learned, or good practices. We believe this is not enough for practitioners from different fields and problem domains. We can also not expect that the industry mainstream will adopt our ideas and use MDD without clear and good examples reported in the research literature.

The same study [34] also reported 321 best practices in 21 studies. The large majority of practices (75%) were reported only once, clearly, showing that there is no consensus on what are the best practices in the research field of DSMLs. DSML researchers will have to concentrate on this aspect of research in the future.

There are three different motivations for this paper that are connected with the above observations. Firstly, as stated in the title of this Section, this is an experience report. It is a result of our long-lasting interest in the field of DSLs and DSMLs. Working with Sequencer’s customers for over 10 years, in this study, we report our experience from the real-world environment. Secondly, we want to add our advice to the list of best practices. We do not want to bring more confusion with a dozen new best practices. Our simple message is that DSMLs need tool support for being useful in the industrial environment. The third motivation for this paper is to convince others that the shortcomings (investment in the development of DSML, etc.) do pay off when the end-user can develop their applications in new defined DSML very quickly.

3. The Measurement Domain and Sequencer

A domain-specific language is written for a specific purpose or domain. In this Section, we will try to illustrate what is the domain of the language, who are the users, and in which industry Sequencer is used.

Sequencer was developed in the DEWESoft company, which is developing software for Data Acquisition, Data Processing, Data Analyzing, and Data Storage (http://www.dewesoft.com/). DEWESoft generates 30% of the income in the Automotive market. Other key customers come from Aerospace and the Railway industry, with 20% income each. DEWESoft products are even used in the Space industry. NASA awarded the DEWESoft product Krypton as “Product of the month” in 2019 [35].

DEWESoft software represents an intermediate stage between general measurement devices (which are usually very difficult for the user to use, e.g., oscilloscope, spectrum analyzer), and measurement systems specially adapted for specific devices. The DEWESoft software package can capture different data, like analog and digital signals, CAN data, GPS data, and many more. Despite features that allow easier usage, the measurements are very demanding, and require precise definitions of the data acquisition procedure. In order to enable end-user programming, a DSML called Sequencer [27] and its MDDE have been developed (Figure 1).
In Sequencer, domain experts create a measurement procedure using predefined modeling blocks (see the left side of MDDE in Figure 1) which represent actions in the measurement system. Modeling blocks also contain local and global variables (that represent channels on measurement devices, sensors, etc.). Their purpose is to store values within the measurements (see the right side of MDDE in Figure 1). An example of a measurement procedure is shown in Figure 1 (in the centre of MDDE). This is a measurement procedure for tires’ quality cross-checks from the automotive industry. The procedure controls the data acquisition during the measurement, and shows current values on a professional driver display (see Figure 2). The professional driver observes (see Figure 2) the current measured values, like different velocities, direction, acceleration, GPS coordinates, etc. After manoeuvring, the metrics for quality cross-check are calculated, displayed on the screen, and stored.

Note, that the MDDE in Figure 1 shows the “Main model”. Besides, we can define “Event” and “Custom” models (see the top of Figure 1). The latter is similar to “functions” in programming languages, and was incorporated to have better control over other models’ extent and re-usability purposes.
Although with Sequencer the programming measurement procedures have been simplified and shifted to the higher abstraction layer enabling end-user programming, the domain experts reported several shortcomings, like:

- It is difficult to find bugs during very complex measuring procedures, because bugs can occur in the model or the measuring equipment. *Step-by-step* execution would be helpful, since it would improve control over the execution.
- It is often needed to *stop execution* before or after a specific building block during the measuring procedure. In some cases, stopping the measuring procedure at a specific trigger is desirable. Especially for those applications that are time-critical (e.g., the temperature rises to a certain level when testing the water heater).
- The ability to monitor and alter the *values* of a running measurement procedure would be beneficial for testing.
- An *animation* of the measuring procedure would improve the domain expert’s understanding.
- It is harder to monitor the measurement procedures simply by displaying channels on the visual instruments/graphs or looking at the models.
- The measurement procedures are usually executed very fast. Consequently, tracking measurement results (*printing*) and understanding heavy calculations during the measurement is difficult.
- Some advanced domain experts wanted to test measurement procedures by the white-box method (*stack traces*).
- *Testing* the same measurement procedures and comparison with expected results is often repeated.

From the above description, it is obvious that domain experts are asking for additional support during the development of measurement procedures. The following subsection presents the tools which were combined to enable tool support for end-user programming.

### 4.1 Debugging Models in Sequencer

To enable debugging features, the architecture of the Sequencer has been extended as denoted by the darker shapes in Figure 3. The front-end contains three levels. At the modeling level, we...
can find Sequencer with different models. A Sequencer is connected with the execution model in the back-end [27]. The execution model is an internal representation of all Sequencer models, and is responsible for communication with the measurement framework (domain framework) that further communicates with the acquisition equipment. To support debugging front-end features, the execution model has been extended using different components [28]: Source Model Mapping, Debugging Actions, Execution Responses, and Memory Mapping.

The above components are building the internal structures and representations needed by different Ladybird (a debugger for Sequencer) features:

- Execution modes,
- Steps,
- Breakpoints,
- Print statements,
- Model animations,
- Variable views, and
- Stack traces.

The main purpose of Source Model Mapping is to connect the execution model code with the modeling block from a DSML model. Debugging Actions is a communication interface between debugging features and the execution model. Besides, Debugging Actions controls the execution of model slices (small units of the execution model). Execution Responses is a message system between the debugging environment and the execution model. The measurement memory is accessible through Memory Mapping, where the user can trace the measurement values during debugging. At the last application level, the front-end runs the measurement procedure in normal or debugging mode.

A detailed implementation description of LadyBird can be found in [28].
4.2. Model-Based Testing of Measurement Procedures

Testing of the acquired data is extremely demanding in any measurement system. There are several reasons for that. One of them is that data acquisition is a complex combination of software, electrical and mechanical components. These parts need to be synchronized throughout the whole measurement process. A lot of testing with repetitions is needed to be confident in a whole measurement package. A logical next step for DEWESoft was to automate the testing of measurement procedures [29].

In textual programming, we use unit testing to automate the process of testing and gain the possibility of running the tests over and over again. This technique is based on the idea of testing parts of a program and comparing the obtained results with those expected. The same idea was applied to the SeTT (Sequencer Test Tool) [29]. The main difference between traditional unit testing and SeTT are testing artefacts. Since measurement procedures in the Sequencer are models, SeTT tests models. For tests we could use textual notation similar to [36], however, DEWESoft customers are used to developing their measurement procedures with models, therefore, we decided to support the development of measurement tests using Model-Based Testing (MBT) [37].

From the DEWESoft user’s point of view, we wanted to separate the development of tests completely from measurement procedures. Therefore, DEWESoft users do not have the testing support by default in their MDDE. They have to switch to the testing environment to define tests. However, we kept the same notation for models in MBT as used in the measurement procedures. All building block and connections from the MDDE can also appear in the MBT environment. The difference between the MDDE and MBT environment is that, later, we included support for testing in the form of a new build block, “Assert”, that tests the values from measurements. There are several options to define the structure of a DSML (grammar, metamodel, etc). The Sequencer notation was defined by a metamodel [38–40]. SeTT’s notation is derived from the Sequencer’s metamodel, with the extension—the Assert building block (Figure 4). Our implementation of SeTT is a non-invasive extension of a DSL [41,42]. In this case, Sequencer kept the original notation. Note that non-invasive DSL extension is possible for those DSLs where new concepts are orthogonal to base DSL concepts. In our case, the Assert concept did not require any changes in other concepts from the base metamodel.

4.3. Refactoring Measurement Models

In refactoring, we perform actions which restructure the programming code with a desire to make the code more efficient and effective [43]. By improving the design, the code’s behavior should remain unchanged. Transformation can be done manually, however, modern Integrated Development
Environments enable tool-driven solutions. Since refactoring tools help automate tedious design changes, they are highly desired by programmers.

In modeling, the meaning of refactoring is similar to programming code, except for the transformation target—instead of the code, the model is the object of transformation [44]. Within the Sequencer, domain experts are enabled with the possibility of improving models automatically. We agreed to support those refactoring methods where we can guarantee to preserve the model’s behavior. In some refactoring methods, predictions of the model changes are clear [45]. We must understand that our domain experts are not programmers, but domain experts. Incomplete code after transformations where further manual actions are needed could cause problems to our domain experts when preserving the models’ behavior. Currently, the following refactoring methods are supported in Sequencer: Extract custom block, inline extract custom block, rename custom block, add a parameter, delete parameter, rename parameter, rename local variables and rename device name. The meanings of those methods are similar to those defined by the programming code [46].

From the point of view of implementation, our refactoring algorithm works in several steps (see Figure 5). First of all, the user has to select artefact (modeling block, custom block, group of modeling blocks, etc). “Input artefact” which is still in visual notation is given to RTool, where we transform the visual notation into an internal artefact representation. Further, RTool transforms the artefact based on the chosen refactoring. Each type of refactoring uses its transformation and each transformation is implemented separately. The result of the transformation is an “output artefact”. The next step is to weave the artefact back to the model. Then, we check if the new model corresponds to the visual notation of Sequencer (if the new model corresponds to the metamodel). The last step (to check the behavior of the new model after refactoring) is optional but recommended. Using MBT ensures unchanged behavior of the measurement procedure. The testing tool SeTT (described in Section 4.2) is used to test the new model’s behavior.

Figure 5. Model transformation for refactoring in Sequencer.

5. A Demonstration of Tool Support: Refactoring a Model

As an example, we will take the measurement procedure that checks balloon elasticity during several consecutive inflations and deflations (https://youtu.be/ofCSJZu9NxE), and demonstrate refactoring inside Sequencer. We intentionally took refactoring as an example, since someone could argue that such small domain-specific models do not need refactoring support, nor MBT as a supplemental feature.

In a balloon elasticity test, in each repetition, we inflate the balloon until at a certain pressure ($P_{max}$), hold the pressure for a certain time, deflate the balloon until a certain pressure ($P_{min}$), and hold the pressure again. This procedure is repeated 1000 times. The measurement procedure for the balloon durability test described above was written by one of the DEWESoft’s customers domain experts. First, he/she decided to divide operations into three custom blocks: Inflation (inflating the
balloon), locked (idle mode of the balloon), and deflation (deflating the balloon). Then, the main procedure presented in Figure 6a was written, where the first calculation block sets the counter of the inflation/deflation procedure to zero (field “int_cycles”). The first “if” block checks if we have reached 1000 cycles of inflation and deflation. The next “if” block checks whether the pressure is below that desired (Pmax). If this is true, we call custom block “inflate” and, after inflation, check again if we have reached Pmax. When the pressure is reached, we call custom block “locked” to hold the pressure, and the following action, block Delay, does that for 3 s. After that, we start with deflation (custom block “deflate”) and check if the pressure reaches Pmin with the next “if” block. After deflation, we hold the pressure (we call the custom block “locked”) and delay for 3 s. The last block increases the counter of the inflation/deflation procedure and returns it back to the first “if” modeling block to check if we reached the desired number of test repetitions.

![Diagram](image)

**Figure 6.** Balloon durability test—(a) Before refactoring (b) After refactoring.

At first glance, this measurement procedure in Sequencer was completely unclear to us. The problem with this procedure is that it has a lot of “if” blocks, which complicate the understanding of the flow in this sequence. We agreed that those “if” blocks that check the pressure (Pmax and Pmin) actually belong to the custom blocks “inflate” and “deflate”. To perform these changes we first used “Inline custom block”, which moved all the blocks from custom block “inflate” into the main model and deleted this custom block. We did the same for custom block “deflate”. Then, we selected those blocks
previously moved back to the main procedure, together with the corresponding “if” block, and used the refactoring method “extract custom block” and created new custom blocks “inflate” and “deflate”. Sequencer also supports the very basic refactoring method “rename custom block”. This method was used for renaming the custom block “locked” to “holdPressure”.

Next, we wanted to replace the “if” block that checks the counter (int_cycles) of repetition with the “repetition” block. To replace the repetition functionality we had to remove both calculation blocks from Figure 6a (that maintain the counter of cycles), remove the “if” block at the top of the measurement procedure, and place repeat “block” at the bottom of the measurement procedure. For all these operations there is no such refactoring support in Sequencer. Therefore, this refactoring has to be done manually. For the purpose of manual refactoring it is necessary to use an MBT tool SeTT. After manual refactoring execution, we performed the manual refactoring explained, above and copy-pasted the sequence into the MBT environment. We added several Assert building blocks at the end of the measurement procedure to check the behavior on a new sequence. Fortunately, SeTT returned no errors/failures, so our manual refactoring was done correctly.

Figure 6b presents the final version of the measurement procedure for the balloon elasticity test after automatic and manual refactoring. Observe that the flow of this measurement procedure is quite simple and easy to understand if we compare it to the initial one from Figure 6a.

6. Our Experiences

Ten years of industrial experience in using Sequencer confirm that domain experts have been able to program their own measurement procedures and change them during measurements with little support from DEWESoft software engineers. In the next subsections, we are highlighting several factors that enabled better acceptance of Sequencer. We also report experience with the development of Sequencer and implementation effort.

6.1. Growing the Community

The end-user community using Sequencer has been growing each year. The need for building a strong community system (https://training.dewesoft.com/) was one of the first logical steps. Support was added for online, in-house and on-site training, as well as webinars and other features.

Up to now, more than 400 new domain experts have attended workshops, and an additional 150 have completed the online training. Two-thirds of them had never programmed in general-purpose languages, and they are using Sequencer in their daily work. Over recent years, domain experts have reported increased productivity in terms of time spent developing a measurement procedure. Moreover, the number of measurement procedures has increased. Just within the company DEWESoft, over 5000 measurement procedures have been created, which are used daily with automated tests in continuous integration. For such a scope of work, we would need several years of work. Without domain experts being able to program in Sequencer, small DEWESoft development team would not be able to assist such a fast-growing community.

6.2. Close Collaboration with End-Users

New Sequencer features (breakpoints, animations, etc.) enabled domain experts to eliminate errors without interference from the DEWESoft software engineers. From the example of the balloon durability test, we could see the obvious need in Sequencer for a refactoring tool. Even within a relatively small domain, the domain experts have the freedom to model their measurement procedures in various ways. The refactoring tool is indispensable if we want to improve the structure of the DSML models.

One of the most experienced end-users who has written 900 sequences so far, outlined in an interview that, out of the three tools mentioned in Section 4, he is using SeTT and RTool regularly. The debugger is used only with severe errors with more complex sequences. He adds that many times the problem is not in the tool, but in the understanding of the Sequencer, and sometimes he has an
incorrect design of a measurement procedure. In those cases, a deeper discussion was needed with the DEWESoft software engineers to understand the underlying framework and solve the issue.

6.3. Raising the Level of Domain Abstraction

The Sequencer domain is pretty small, having only around 20 different modeling blocks, on average eight properties per block, three types of models (main, events, and custom blocks), etc. One would think the language is pretty simple, since the largest measurement procedure consists of 451 building blocks.

However, the underlying framework used in Sequencer is pretty huge, containing more than 1700 kLOC, many possibilities are given, and the modeling language can be used in different domains, besides automotive, also in aerospace, acoustic, power & energy, and noise & vibration, as shown in Table 1. Even one domain can be very complicated. For instance, some typical examples of measuring procedures in the automotive domain are pass-by noise test, double lane-change test, functional safety test, lane departure test, car brake test, harmonic monitoring, component testing, wind tunnel testing, modal analysis, balancing etc. All these tests can have numerous different variations. For all these domains we currently have 1712 model-based in-house tests.

Therefore, it was very useful to fine-grade automated tests to specific domains. Whenever we have on-site testing at a customer’s workplace and want to check the measurement equipment, we run automated tests from a specific domain. The current number of specific domain test cases is shown in Table 1.

Table 1. Domains and number of in-house automated tests.

<table>
<thead>
<tr>
<th>Test Cases</th>
<th>Test Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automotive</td>
<td>61</td>
</tr>
<tr>
<td>Aerospace</td>
<td>39</td>
</tr>
<tr>
<td>Acoustics</td>
<td>51</td>
</tr>
<tr>
<td>Power &amp; energy</td>
<td>385</td>
</tr>
<tr>
<td>Noise &amp; vibration</td>
<td>1176</td>
</tr>
<tr>
<td>Sum</td>
<td>1712</td>
</tr>
</tbody>
</table>

6.4. Relying on Model-Based Tests in Continuous Integration

DEWESoft’s customers are relying on accurate data from measurement equipment, and sometimes there is no chance for repetition of tests. Incorrect data, or even latency in measurements, can cost millions of dollars. Therefore, it is very important to eliminate as many system errors as possible during the development phase.

As shown in Table 2, over 5000 measurement procedures have been created, which are used daily in continuous integration. Besides 1712 domain tests, as shown in Table 1, we are also testing hardware (analog cards, amplifiers, GPS receivers, etc.), drivers, front-end, and back-end on 24 different measurement devices. Same test cases are executed multiple times (column Executions in Table 2) for different systems (Win32, Win64, etc.), DEWESoft versions (beta, release candidate, release), etc. The last execution we checked on 3 October 2019 contained 18,371 executions of model-based tests, which, on average, contain 2.6 assert blocks per test case. The average time for the whole suite for all domains is around 4453.5 min (approximately 3 h per each measurement device).
Table 2. Running test cases in DEWESoft continuous integration system.

<table>
<thead>
<tr>
<th></th>
<th>Test Cases</th>
<th>Executions</th>
<th>Execution Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domains</td>
<td>1712</td>
<td>6895</td>
<td>1528.5</td>
</tr>
<tr>
<td>Hardware and drivers</td>
<td>2496</td>
<td>8166</td>
<td>1615.5</td>
</tr>
<tr>
<td>Front-end</td>
<td>99</td>
<td>396</td>
<td>360</td>
</tr>
<tr>
<td>Back-end</td>
<td>777</td>
<td>2914</td>
<td>949.5</td>
</tr>
<tr>
<td>Sum</td>
<td>5084</td>
<td>18,371</td>
<td>4453.5</td>
</tr>
</tbody>
</table>

6.5. Development of MDDE from Scratch

We developed the first metamodel in GME [4]. After providing a first modeling notation, we checked the generation of the code by a tool, and there was no support for Delphi in which DEWESoft is written. We searched for other workbenches that support generation of code in that language (we eliminated source-to-source transformation and similar solutions, which would complicate further development of our tool). Secondly, the integration of DSML with DEWESoft (a massive product containing over 900 kLOC back in 2009) was challenging. One of the requirements was that DEWESoft remains in one form. Running an external modeling application was not an option, due to the possible effect on the speed of measurement (note that data acquisition is running in a loop, which must collect data without any latency, specific frequency, without data loss).

Tools for MDE (e.g., MetaEdit+, GME, EMF) are useful and powerful tools when you start with a new product. Having a software, it takes a lot of adjustments and sacrifice if one would like to connect modeling with existent MDE workbenches. In our case, facing many obstacles, we decided to start developing MDDE from scratch.

6.6. Removing Features from MDDE

We strongly believe that not every tool is equally important for different DSMLs. Domains and end-users are different, and can results that specific tool is important for one DSML but not useful for the end-users of the second DSML. As stated in the related work section, there are studies where support for multi-view development was shown to be useful for different domains (e.g., mobile application development [47]). As stated in the related work section, we experienced having model-based as well as code-based notation in Sequencer at the same time [48]. Although, the text-based notation had our full support in terms of documentation, DEWESoft’s help desk, etc. it was not the first choice of our end-users. Many of them never even switched to the textual environment, which at the end, due to expensive maintenance, resulted in the withdrawal of text-based notation from Sequencer.

From our experience, we can conclude that not every tool for MDDE will be accepted by end-users. However, developers should not stop on seeking new solutions to support end-user development.

6.7. DSML Development Effort

The development effort for Sequencer with tool support is presented in Table 3. Due to customer support and maintenance, these tools are still being developed today. Currently, the entire MDDE comprises about 35k LOC (see Table 3), and has been developed and maintained over the last 10 years.

Table 3. Development effort for Sequencer with tool support.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Debugger</th>
<th>SeTT</th>
<th>RTool</th>
<th>Sequencer</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>kLOC</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>27</td>
<td>35</td>
</tr>
<tr>
<td>person months</td>
<td>3</td>
<td>6</td>
<td>1</td>
<td>12</td>
<td>22</td>
</tr>
</tbody>
</table>

Looking from this perspective, we can say that the development of such tools has taken a lot of effort. However, DSMLs are usually part of a larger system. It is the same with the Sequencer.
A DEWESoft product comprises 1.712 kLOC, which means that the Sequencer represents only 2% of the total product. From this perspective, the development of DSMLs with associated tools represents a relatively small investment with high added value to the whole product.

6.8. Maintenance Effort for Sequencer with Tool Support

One of the arguments often heard about DSML is that there is more effort needed to maintain and evolve DSMLs. We looked in our ticketing system, and provide development statistics for the entire product, as well as for Sequencer, in Table 4. The number of all ticket, questions, bugs, wishes, resolved issues is approximately the same as the ratio that Sequencer represents in the whole system (column kLOC in Table 4). This experience shows clearly there is no difference between maintenance effort for DSML and the rest of the system.

<table>
<thead>
<tr>
<th>DEWESoft with tool support</th>
<th>Tickets</th>
<th>Questions</th>
<th>Bugs</th>
<th>Wishes</th>
<th>Resolved Issues</th>
<th>kLOC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15,729</td>
<td>6299</td>
<td>4173</td>
<td>5257</td>
<td>7718</td>
<td>1712</td>
</tr>
<tr>
<td>Sequencer</td>
<td>226</td>
<td>106</td>
<td>48</td>
<td>72</td>
<td>100</td>
<td>35</td>
</tr>
<tr>
<td>Ratio</td>
<td>1.4%</td>
<td>1.7%</td>
<td>1.2%</td>
<td>1.4%</td>
<td>1.3%</td>
<td>2.0%</td>
</tr>
</tbody>
</table>

7. Related Work

End-user programming [49] refers to individuals who are not professional software developers, but are conducting some kind of programming during every day professional activities. Even for end-users, numerous studies were done, where it was argued that the end-user programming should be provided with tool support. Spreadsheet languages are a nice example of end-user programming, and Jannach and Schmitz [50] have shown how important debugging support is [50].

Another group of programming language researchers is concentrated around block-based programming, where programming commands are represented mainly as visual blocks [51]. Block-based programming languages have been applied successfully as an introduction to novice programmers. These block-based programming languages are fun and motivating to start programming computer games (Scratch [52]), interactive multimedia (Pixly), robotic control (RoboScratch), mobile phone application development (MIT AppInventor), etc. Recently, researchers have also highlighted the need for debugging in block-based programming [53].

End-users, novice programmers, and domain experts share limited knowledge of programming. However, these groups of programmers should have appropriate comprehension tools in their programming environments.

In the remainder of this Section, we present a recent effort done in the field of Tool Support for MDD, and compare it with features in Sequencer.

7.1. Summary of Related Work in Debugging of Models

First, we have to distinguish between Model-Based Debugging and debugging a model. In Model-Based Debugging, a model is built that reflects the behavior of the (potentially incorrect) program. On the other hand, debugging a model observes and controls the execution of a model and provides a behavioral representation. A programmer, while debugging the programming code, constructs a mental representation of the code. Many different aspects [54] have to be taken into account when debugging programming code. Many models for Model-Based Debugging of textual programming code have been proposed to facilitate programmers cognitive load [55]. Debugging techniques have been researched and developed extensively for programming languages. Model-Based Debugging is a well-established research field, but when it comes to debugging a model, very few debugging tools and techniques are available [32]. More generally, debugging a model in the context of MDD is not as mature as Model-Based Debugging of programming code.
Some of the earlier studies tried to understand if a relationship exists between debugging of programming code with models in MDD [30]. In this context, Mannadiar and Vangheluwe proposed a mapping of the most common debugging concepts, from programming languages to DSMMLs. Programming “debugging” language primitives (e.g., print statements, assertions, and exceptions) and debugger primitives (e.g., execution modes, steps, runtime variable I/O, breakpoints, jumps, and stack traces) were mapped to concepts in a DSMML debugger. Mapping distinguishes between two different facets: The debugging of model transformations and the debugging of domain-specific models. Mannadiar and Vangheluwe presented a prototype of debugging concepts with a tool, ATOM3 [30]. Debugging in LadyBird supports an almost identical set of primitives as in Mannadiar and Vangheluwe’s work.

Sun and Gray [31] presented an MTBD Debugger, which is a model transformation debugger based on the MTBD execution engine. MTBD Debugger enables users to step through the transformation execution process and track the model’s state during a transformation. Similarly, SeTT enables a very basic transformation during execution. Both tools offer debugging on a higher level of abstraction, hiding low-level execution details during the debugging process.

Van Mierlo in his PhD [32] exposed current research problems in the field of Debugging a model in MDD, where he suggests that dedicated debugging support is required for DSMMLs and workbenches. His work concentrated on providing a structured approach for turning modeling and simulation environments into interactive debugging environments [32]. He applied his approach to build debugging environments for different general-purpose modeling languages (statecharts, Petri nets, etc.) as well as DSMMLs. By building such a set of debugging environments, he demonstrated that his approach is generally applicable for any DSMML.

### 7.2. Summary of Related Work in Model-Based Testing

MDD has not only changed the way software is built, it also brings the new way this software must be tested [56] – MBT is recommended for model-driven development. Mussa et al. [56] have surveyed model-driven testing techniques. They concentrated in the following aspects of a model-driven testing: (1) Modeling language: What kind of modeling language researchers and practitioners are using for MBT, (2) Automatic test generation: If the MBT systems provide functionality of automated generation of tests, (3) Testing target: The artefacts of testing (models, implementation, etc.), (4) Tool support: MBT tools that can be used to reduce time to market to generate the test cases. Another survey on MBT was done by Uting et al. [37].

Most commonly, researchers use UML notation as a modeling language for MBT [57–59]. It is similar with the tool Tedeso [60], which is a testing platform integrated within Eclipse and used by Siemens. It uses UML-based notation to specify a test which, during the generation phase, is connected with a specific unit testing API (JUnit, NUnit), depending on the selected target language. Similarly, Sequencer has its domain-specific notation, which uses DUnit API for code generation. A Tedeso supports automatic test generation, while SeTT does not have such a feature. The Tedeso testing target is the more extensible and interoperable solution, available also for general-purpose languages, whilst SeTT is dedicated to Sequencer, and hardly-coupled within the MDDE.

An example of a tool with automatic test generation in the form of a test model, U2TP (UML 2.0 Testing Profile) was introduced by Elallaoui et al. [61]. They automated the transformation of design models into test models and generating test cases. As stated earlier, Sequencer does not support the automated generation of SeTT models from Sequencer models. However, automated generation is possible, since SeTT’s metamodel is an extension of Sequencer’s metamodel. Consequently, all Sequencer models are valid SeTT models. The missing part which should be added is the testing code in models. Our interest in an automated generation is in mutation MBT [62]. Here, part of the model is mutated (changed), and new test cases are executed to check if we can find any error in the measurements. Note, that the measurement domain is a complex system that integrates mechanical,
electrical, and software subsystems. It takes a lot of repetitions with different settings to be sure that the solution is working properly. With mutation MBT we could generate missing manual model tests.

Model-Based Testing solutions target different software artefacts, ranging from abstract [57] to executable models [58], from specific [63] to composite parts of implementation [59], or even target the whole system [64]. In the case of SeTT, we can test executable models as well as the whole system. At the customer location, we are opting for testing the whole measurement system. As such, we can validate if the measurement system (equipment together with measurement models) is installed properly, and that the real-world data acquisitions can be started. For in-house testing, we also support testing of “virtual” models. In this case, measurement equipment is replaced by virtual (demo) devices, which enables detection of potential design model errors.

As the last aspect of Mussa et al.’s survey [56], they outlined tool support. Developing a debugger or testing support is effort and time consuming. We can reduce these expenses using publicly available platforms. Pajunen et al. [65] shared their experience of integrating the TEMA model-based development platform with a test generator with a keyword-driven test automation open-source solution Robot framework (http://robotframework.org/). The authors claim that the amount of implementation work was rather small when compared to the benefits of the integration. The downside is the generic textual notion of the keyword, while our solution contains high-level elements defined in the model.

7.3. Summary of Related Work in Other End-User Features of MDD

During the last decades, many development aspects have been addressed thoroughly in the field of MDD. Some of the research directions are still in their infancy [66–68]. Da Silva tried to present most of the good practices in his survey [3]. Beside other findings, he found that modeling languages usually provide one or more “viewpoints”. He classified viewpoints into the abstraction and perspective dimensions [3]. On the abstraction dimension, viewpoints are usually split into Computational Independent Model, Platform-Independent Model, and Platform-Specific Model. Recently, we started to investigate in this direction, since Sequencer should have a platform-independent generation of code in the future.

Challenger et al. [13] also used viewpoints, but those are connected with the perspective dimension [3]. They used MDD to develop a Multi-Agent System (MAS) to obtain autonomous and proactive properties of agents in agent-oriented software engineering. They proposed an MDD methodology, SEA_ML, that covers the whole process of analysis, modeling, code generation and implementation in the domain of MAS. The results were shown on an electronic bartering case study. Sequencer shares similarities with SEA_ML, since the whole development methodology is based on a DSML, but, as shown in this paper, we extended our MDDE with tool support (debugging, automated testing, refactoring, etc). Also, Sequencer is used in real-world problems and applied to industrial environments.

Multi-view development [13,47] is one of the features recently argued by MDD researchers. Barnett et al. [47] proposed a framework called Rapid APPlication Tool (RAPPT) for multi-view development of mobile apps, which uses a DSL for a detailed view on code and a DSML for the abstract view (e.g., page navigation). Similarly, Sequencer, from the beginning, has supported both textual [48] and modeling notation, but, the main difference is that, in the RAPPT metamodel, the individual modeling block is specified as visual, textual, or both. Sequencer is more similar to SEA_ML [13], where the model is split into several perspectives (viewpoints). Sequencer separates the main model from several “measurement” event models (OnGetData, OnTrigger, etc.). Another Sequencer viewpoint is obtained with “Custom block” [27], which splits large-scale models into smaller, more manageable models (a division of concerns), as described in Section 3.
8. Conclusions

Tool support is indispensable in any software development paradigm; the MDD should not be an exception. With this work, we would like to motivate language researchers by developing tool support for DSMLs. The construction of a DSML is only the first piece of the tool-chain needed to assist domain experts. With tools, like a debugger, we add to the domain experts’ comprehension of the models. As professional programmers, domain experts also need tool support to discover the existences of software errors and locate them within a DSML model easily. The paucity of such tools can be one of the major factors that may prevent wider acceptance of MDD in the software industry.

In this paper, a debugging tool, LadyBird, is presented for the efficient detection of modeling errors. Different techniques (known to professional developers, such as execution modes, steps, breakpoints, animations, variable views, and stack traces) were applied successfully to the domain of End-User Programming. Another useful tool during MDD is automated testing. For this purpose, we extended DSML and developed SeTT, which allow the creation of test cases which can test models in combination with hardware. Another tool for End-User Programming presented in this paper is RTool, which enables restructuring of measurement procedures. All the above-mentioned tools with an underlying Sequencer are included in the DEWESoft package, which is one of the most efficient Data Acquisition systems available, used in power analysis, automotive testing, aerospace applications and many other industries.

In this paper, we also provided our experiences through 10 years of collaborating with end-users of the Sequencer. With the growing community, support was needed in the form of on-line training and webinars. Regarding support for maintenance and further extensions, continuous integration applying model-based tests to verify changes in code by an automated build allows developers to detect problems early. Additionally, we showed that building MDDE with all tool support from scratch might not be as costly as expected. Besides, our issue tracking system shows that the DSML part is at least as stable as the rest of the underlying system. To prevent further resistance of MDE within the software industry we must equip end-users with tools that work on the abstraction level of a domain. Hence, DSML compiler/interpreter must be accompanying other tools that are indispensable for end-user programming in practice, such as a debugger, testing tool and refactoring tool.

There are many development directions in such sophisticated software as Sequencer. The future work is connected mainly with the practical aspects of how to make modeling easier and more efficient for domain experts, but, even this has to be taken with a grain of salt. End-User Programming has many limitations, and new functionality needs to be introduced with caution. One possible research direction could be an investigation of the automated test generation with mutation MBT. In this perspective, we have already tested the generation of models. We used Genetic Algorithms and have some promising outcomes, but current results are not applicable for industrial settings, due to the small complexity of models and time of the new model generation.
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