1. Introduction

Mobile robots and their applications are involved with many research fields including electrical engineering, mechanical engineering, computer science, artificial intelligence and cognitive science. Mobile robots are widely used for transportation, surveillance, inspection, interaction with human, medical system and entertainment. This Special Issue handles recent development of mobile robots and their research, and it will help find or enhance the principle of robotics and practical applications in real world.

The Special Issue is intended to be a collection of multidisciplinary work in the field of mobile robotics. Various approaches and integrative contributions are introduced through this Special Issue. Motion control of mobile robots, aerial robots/vehicles, robot navigation, localization and mapping, robot vision and 3D sensing, networked robots, swarm robotics, biologically-inspired robotics, learning and adaptation in robotics, human-robot interaction and control systems for industrial robots are covered.

2. Advanced Mobile Robotics

This Special Issue includes a variety of research fields related to mobile robotics. Initially, multi-agent robots or multi-robots are introduced. It covers cooperation of multi-agent robots or formation control. Trajectory planning methods and applications are listed. Robot navigations have been studied as classical robot application. Autonomous navigation examples are demonstrated. Then services robots are introduced as human-robot interaction. Furthermore, unmanned aerial vehicles (UAVs) or autonomous underwater vehicles (AUVs) are shown for autonomous navigation or map building. Path planning problem has been a well-established field but new intelligent approaches are introduced. Quadruped robots and biped robots are presented. Also, robot manipulators are handled with their accuracy control. Control methods with snake robots or exoskeleton are shown. Further, various experiments and tests of wheeled robots are demonstrated. Learning and adaptation is a key issue in robotics. Many researchers have developed new algorithms or applications based on learning and adaptation. Finally, a variety of applications with a new style of actuators are introduced.

A transportation problem with multi-robots is a demanding work, where a team of robots is supposed to collect a set of samples scattered in an environment and transport them to a storage facility. Burlacu at al. [1] showed that the task can be transformed to an optimal assignment problem with mathematical modeling and suboptimal relaxations are available for the solution. Multiple mobile robots often experience path planning problems and a real-time navigation algorithm with obstacle avoidance has been suggested by Huang et al. [2] based on a fish swarm algorithm to guide two phases of global and local path planning. In some environments, multiple mobile robots together manipulate an object in a cooperative way. Fan et al. [3] considered possible modes and mode transitions for cooperative planning. Mobile robots also handle autonomous transportation of pallets in smart factory logistics. Li et al. [4] used an intelligent mobile robot platform consisting of master–slave parallel robots.
Multi-agent robots have been applied to formation control by Kowalczyk [5] and its control is integrated with distributed goal assignment. Biologically-inspired learning and adaptation can even be applied to control of networked mobile robots. Self-evolving formation control with mobile robots was demonstrated by Xu et al. [6]. Cooperation among multi-agent robots is needed in search and rescue tasks. The navigation of the robot swarm and the consensus of the robots have been tested for a victim detection task by Cardona and Calderon [7]. Another application of multi-robot systems can be found in the welding process. Trajectory planning for the position/force cooperative control in the multi-robot manipulators has been addressed by Gan et al. [8].

Trajectory planning has been a challenging issue in industrial robots. Robotic operations in logistics are involved with pick and place operations of a manipulator. Planning a trajectory has been handled with deep reinforcement learning by Iriondo et al. [9]. Chen and Li [10] suggested geodesic trajectory planning with constraints on the end-effector and joint which is involved with the trajectory properties of the end-effector. Optical polishing also needs trajectory planning, and the accuracy of trajectory and runtime of trajectory can influence the polishing quality. Thus, Zhao and Guo [11] proposed that applying a B-spline curve method improves the performance.

In robot navigation, loop closure detection is important to reduce the cumulative errors of pose estimation for a mobile robot. A new loop closure detection algorithm with multi-scale deep feature fusion, that is, CNN (convolutional neural network) has been introduced by Chen at al. [12]. In low-texture environments, data association and closed-loop detection are challenging problems in the SLAM (simultaneous localization and mapping) method. Wang et al. [13] showed that the data association process and the back-end optimization stage with sensors, the IMU (Inertial Measurement Unit) sensor and a 2D LiDAR (Light Detection and Ranging), can be improved to enhance navigation performance. The SLAM algorithm is applied to a non-flat road with a 3D LiDAR sensor by Wang et al. [14]. The data association problem for map consistency is solved with iterative matching algorithm, reducing the computation cost. Alonso-Ramirez et al. [15] showed that mobile robots can detect and recognize household furniture, using the analysis and integration of geometric features over 3D points with a color-depth camera. A spatial model of the environment is demanding work for the navigation map. Villaseñor et al. [16] introduced a new object-mapping algorithm, approximating point clouds with multiple ellipsoids.

Mobile service robot needs to handle the human–machine interactive scene, and Wang et al. [17] proposed a topological map construction pipeline with regional dynamic growth algorithm; the map has a representation of topological information as well as occupied information. Autonomous service robots in an indoor complex environment need to find paths with obstacles and also interact with patients. Chien et al. [18] showed an adaptive neuro-fuzzy system with 3D depth camera, infrared sensors and sonar sensors for path planning of a service robot. The service robot also used facial features for personal recognition.

Recently, control of UAVs (unmanned aerial vehicles) has been a challenging problem and an example of a task is that a robot needs to avoid collision with an enemy UAV in its flying path to the goal. Cheng et al. [19] formulated this as a Markov decision process and applied temporal-difference reinforcement learning to the robot control. The learned policy can achieve a good performance to reach the goal without colliding with the enemy. For a UAV controller, fast and iterative real-time auto-tuning of parameters has been tested for altitude control by Giernacki [20]. It considered environmental disturbances as well as change of environmental conditions. UAV (Unmanned Aerial Vehicle) application can be available for wheat crops. Wang et al. [21] investigated the working efficiency of a UAV with sprayers in the field. Spraying technology using UAVs (Unmanned Aerial Vehicles) can be applied to agricultural production for protecting plants against pesticides. Wen et al. [22] showed a PWM (Pulse Width Modulation) spray system with UAVs, based on the plant diseases and insect pests map in the target area. It also considers actual droplet deposition and deposition density in the operation unit, using PID (Proportional Integrative Derivative) control. Nguyen et al. [23] proposed a robust fault diagnosis method for quadcopter UAVs (Unmanned Aerial Vehicles). It uses a sliding
mode observer to estimate the fault magnitude and location. Inspired by the flight mechanism of the insect dragonfly, a wing root control mechanism was introduced to the MAV (micro air vehicle) stabilizing hovering, by Jang and Yang [24]. It was shown that the mechanism can control the flight mode easily.

A nonlinear robust adaptive control scheme was proposed by Fan et al. [25] to handle the path following control problem, for example, steering a USV (unmanned surface vessel) to follow the desired path with disturbances. They used radial basis function neural networks for the controller. An attitude-tracking control was applied to an AUV (autonomous underwater vehicle) by Wang et al. [26]. It was involved with a disturbance-rejection control for hover and transition mode of the vehicle. AUVs (autonomous underwater vehicles) need spot hover and high-speed capabilities to explore an ocean. For this application, Wang et al. [27] presented an adaptive nonlinear control to an AUV with tri-tiltrotor. Li et al. [28] investigated a particular model of remotely operated vehicles (ROVs) as autonomous underwater vehicles (AUVs), involved with an ocean current model and a cable disturbing force.

Many robotic tasks are involved with pathplanning. Path planning is a challenging issue in robotic tasks. Jung et al. [29] proposed a new path planning method to handle curvilinear obstacles. Zeng et al. [30] presented reinforcement learning with subgoal graphs, leading to near-optimal subgoal sequences as motion-planning policies. A Tetris-inspired reconfigurable cleaning robot was demonstrated with efficient tiling path planning by Kouzehgar et al. [31]. Multi-criteria decision making was used to handle two objectives, energy and area coverage. An interesting problem of mobile robots is path planning to a specific target position in a cluttered environment. Xue [32] presented a multi-objective evolutionary algorithm for the path planning problem. Another approach, authored by Gawron and Michalek [33], is available for the path planning problem of mobile robots. They showed that their path planning, which is collision-free, satisfies curvature constraints, and preserves continuity of the curvature arc-length derivative.

The structure design and recovery for a damaged quadruped robot has been tackled by Chattunyakit et al. [34]. They showed a caterpillar-inspired quadruped robot which imitates the prolegs of caterpillars, and a mudskipper-inspired crawling algorithm based on reinforcement learning, which improves the adaptation of locomotion. Hayat et al. [35] designed a quadruped wheeled robot and showed its kinematic formulation. Jia et al. [36] tackled the motion stability of quadruped robots with dynamic gait. A dynamic stability criterion and measurement is proposed in the approach.

There have also been many studies with biped robots. Reinforcement learning can be applied to efficient gait control of a biped robot. Gil et al. [37] showed a reinforcement learning mechanism to handle stability and efficiency of movement, thus improving speed and precision of the trajectory. Yang et al. [38] showed an interesting work to transform the complex motion of humanoid robots. Bai et al. [39] showed a miniaturized continuous hopping robot consisting of a servo motor and the clockwork spring so that it has a good energy storage speed. Biped climbing robots need to move in a complex truss environment. Gu et al. [40] proposed a grip planning method for biped robots to produce optimal collision-free grip sequences under kinematic constraints. Glass façade is a challenging problem, since frames between glass panels become barriers for a cleaning robot, degrading the performance of area coverage. Nansai et al. [41] presented a new style of façade cleaning robot with a biped mechanism with active suction system.

Handling robot manipulators is one of non-trivial problems. Kinematics and their system model are important factors to solve the problem. Vo et al. [42] proposed an adaptive sliding-model control to industrial robotic manipulators. It uses a system model with radial-basis function neural network. The control system provides high tracking accuracy as well as fast response time. Kelemen et al. [43] introduced a new approach for the inverse kinematics solution of a redundant manipulator. The method considers weight matrices to prioritize tasks, thus controlling the robot behavior efficiently. A quasi-analytic inverse kinematics approach has been suggested for an active
slave manipulator in the surgical robot by Bai et al. [44]. The approach can meet the real-time and high-accuracy requirements of control for the robot.

Sanfilippo et al. [45] demonstrated snake robot locomotion in a cluttered environment. The system uses a perception-driven locomotion and handles compliant motion and fine torque control for elastic joints. A snake robot needs to raise its head to obtain visual space, for example, to track a flying object. Zhang et al. [46] analyzed head-raising motion of the snake robot, which is related to the angle sequences of roll, pitch and yaw. Another snake-like robot and its analysis was presented by Nansai et al. [47]. Singular configuration analysis was provided in the work.

Recently, exoskeletons draw much attention from researchers. Nomura et al. [48] suggested a novel power assist control for a powered exoskeleton. They used motion sensors on the wearer’s body to detect the walking motion quickly, where electromyography is not required. Li et al. [49] showed that an augmentation exoskeleton can be developed for load carriage. The mean activities of muscle increase significantly with exoskeleton assistance.

Wheeled robots still have interesting issues in mobile robotics. To support autonomous vehicle driving on the road, a method to imitate the lane-changing operation of excellent drivers was introduced by Geng et al. [50]. As a result, the ride comfort of the vehicle was improved. Four-wheel steering and four-wheel drive (4WS4WD) vehicles include redundant manipulations in mobile robots. Tan et al. [51] used model predictive control and particle swarm optimization as an optimization process for steering angles and wheel forces. A new application of robot control can be found in the work of climbing robots. Xu et al. [52] presented a model of a three-wheel-drive climbing robot with high-altitude safety recovery mechanism, engaged in automatic inspection of bridge cables. Ikeda et al. [53] proposed step-climbing tactics, such that a mobile robot with manipulators can help a heavy hand cart climb a step. The wheeled robot holds or pushes a hand cart by imitating human motion.

Learning and adaptation are important key issues in robotics. An adaptive system based on reservoir computing and recurrent neural networks has been applied to couple control signals and robotic behaviors by Melidis and Marocco [54]. Yamauchi and Suzuki [55] focused on designing a base action set for a complex task with a wheel robot, and developed an algorithm to search for the base action to change the environment. Kim [56] showed an agent model to chase a high-speed evader. It controls the relative speed of the pursuer with respect to the evader, depending on the distance between them. Kuo et al. [57] showed an obstacle avoidance approach based on velocity potential function. They focused on curvature constraints for a mobile robot.

New actuators have been developed and tested for a variety of applications by researchers. A passive ski robot without an actuator was developed by Saga et al. [58] to understand the turn mechanism, ski deflection and skier posture mechanics during sliding. It can reveal the factors affecting ski turns, for example, the center of gravity (COG) and the ski shape. New applications of mobile robots are available in an underground coal mine for explosion safety. Novák et al. [59] investigated the safety regulations and practice solutions with tele-operated mobile robots. Zhang et al. [60] argued that a robotic drilling task can be handled with a sliding mode control. Controlling the drilling end-effector achieves dynamic stabilization and tracking accuracy. Sun et al. [61] designed a novel robot to assist human astronauts in a space station, and demonstrated its walking, rolling and sliding motion. For pneumatic positioning and force-control systems, Kanno et al. [62] proposed a three-port poppet-type servo valve to reduce air leakage of the spool-type servo valves. It is effective even in experiments with pressure and position control. A new class of actuator was studied especially in micro-robots. Chen et al. [63] proposed a high step-up ratio flyback converter for a piezoelectric bimorph actuator in micro mobile robot. Medical devices and rehabilitation mechanisms are often involved with smart materials such as electro-rheological fluids, magneto-rheological fluids and shape memory alloys. Sohn et al. [64] introduced various systems for those robots and medical devices, depending on design configuration or operating principles.
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