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Abstract: Over the past decades, Unmanned Air Vehicles (UAVs) have achieved outstanding performance in military, commercial and civilian applications. UAVs are increasingly appearing in the form of swarms or formations to meet higher mission requirements. Communication plays an important role in UAV swarm control and coordination. The communication architecture defines how information is exchanged between UAVs or between UAVs and the central control center. Routing protocols help provide reliable end-to-end data transmission. Therefore, it is particularly important to design UAV swarm communication architectures and routing protocols with high performance and stability. This review article details four communication architectures including the advantages and disadvantages. Applicable scenarios are also discussed. In addition, a systematic overview and feasibility research of routing protocols are presented in this paper. To spur further research, the open research issues of UAV swarm communication architectures and routing protocols are also investigated.
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1. Introduction

When first developed, Unmanned Aerial Vehicles (UAVs) were utilized for military applications, and their applications primarily comprised search and destroy missions [1], border monitoring [2] and close air support (CAS) [3]. In addition to military applications, UAVs also play an important role in commerce and public service applications, such as disaster relief [4], forest fire management [5,6], wind assessment [7], civil safety and security [8], agricultural remote sensing [9], traffic monitoring and management [10], and relay networks [11,12]. For example, Drone technology has been utilized for disaster relief and management in the cases of some globally known disasters such as Katrina, the L’Aquila earthquake, Typhoon Morakot, Tohoku Earthquake, and Haiti earthquake [13].

Owing to their advantage of wide applicability, research and development of UAVs has been growing rapidly over the past few years. More and more UAVs appear in formation or in swarm. In 2015, the United States initiated a few UAV swarm research projects, such as the “elves” project, which is part of the Defense Advanced Research Projects Agency and the Low-cost UAV Swarm Technology Project. In 2016, Jungle Wolf UAVs were exhibited at the Farnborough Air Show. China Electronics Technology Group Corporation announced its swarm technology in 2017 when it deployed more than a hundred UAVs [14]. Compared with the single-UAV system, the swarm or formation formed by multi-UAVs has obvious advantages. Table 1 summarizes performance comparisons of single and multi-UAV systems. A detailed explanation of the different criterion is as follows:
• **Survivability:** In a single-UAV system, it is considered a failure if a single-UAV is shot down during the mission. However, for multi-UAV systems, a single out of control UAV is nothing serious because other UAVs will continue to operate.

• **Scalability:** Using large UAVs for single-UAV systems only increases coverage to a certain point. By contrast, multi-UAV systems can easily increase the range of operations [15].

• **Speed of mission:** Research shows that missions can be completed faster when multi-UAV systems are used [16]. This is especially true for search tasks, as multi-UAV systems can process tasks in parallel, thereby speeding up the time it takes to complete tasks [17].

• **Autonomy:** For single-UAV systems, the typical mode of operation is that the pilot on the ground has direct real-time control of all aircraft systems. For most multi-UAV systems, the onboard automation ensures controlled flight in accordance with flight plans and other directives received from infrastructures [18].

• **Cost:** Research shows that missions can be completed at lower costs when multi-UAV systems are used.

• **Communication needs:** Single-UAV systems need to maintain communication with the ground pilots or infrastructures at all times. By contrast, a multi-UAV system has only one specific UAV that communicates with the ground and forwards the message to other UAVs.

• **Radar cross-section:** For military applications, multi-UAV systems produce only a small radar cross-section, which enhances the security of military operations [19].

Table 1. Key performance comparisons of a single-Unmanned Aerial Vehicles (UAV) system and multi-UAV system.

<table>
<thead>
<tr>
<th>Features</th>
<th>Single-UAV System</th>
<th>Multi-UAV System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survivability</td>
<td>Poor</td>
<td>High</td>
</tr>
<tr>
<td>Scalability</td>
<td>Limited</td>
<td>High</td>
</tr>
<tr>
<td>Speed of mission</td>
<td>Slow</td>
<td>Fast</td>
</tr>
<tr>
<td>Autonomy</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Cost</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Communication needs</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Radar cross-sections</td>
<td>Large</td>
<td>Small</td>
</tr>
</tbody>
</table>

Actually, a swarm of UAVs is a set of aerial robots that work together for a specific goal. The flight of the UAVs is controlled either manually, i.e., by remote control operations, or autonomously by using processors deployed on the drones [20]. Both operations require communication for support. In addition, a high-performance and reliable communication plays an important role in meeting the challenges of a UAV swarm, including coordination and collaboration strategies [21–23], control mechanisms [24–26], security [27–29], mission planning algorithms [30–32], and more.

The communications in UAV swarm include not only UAV-to-UAV(U-T-U) communication but also UAV-to-Infrastructure(U-T-I) communication [33,34].

• **U-T-U communication:** all UAVs in the swarm establish efficient communication which allows the information to be obtained and exchanged through sensors or radar. Two UAVs can either communicate with each other directly, or indirectly by construct multi-hop communication paths with other UAVs.

• **U-T-I communication:** UAVs communicate with the fixed central control center, such as a ground station, to obtain real-time mission information. U-T-I communication is usually a direct communication. In the rest of this article, we use infrastructure to represent the central control center.

The U-T-U communication and the U-T-I communication are combined through a communication architecture. In other words, the UAV swarm communication architecture defines how information
exchanged between the UAVs or between the UAVs and the infrastructure. Further considering the U-T-U communication, the routing protocol plays an important role in achieving reliable end-to-end data transmission [35]. These are also why the swarm communication architecture and routing protocol become important research topics in the field of UAV swarm.

In this article, we focus on UAV swarm communication architectures and routing protocols from both academic and engineering perspectives. We compare the advantages and disadvantages of different architectures and routing protocols, and discuss suitable application scenarios on this basis. We hope that the comparative analysis in our literature review can be useful for deploying effective communication architectures and reliable routing protocols for UAV swarms. The rest of this article is organized as follows: systematic introduction and impersonal comparison of UAV swarm communication architectures are presented in Section 2. Section 3 gives an extensive overview of existing routing protocols, according to an easily accepted classification system. Finally, the article is concluded in Section 4.

2. Communication Architectures

Communication architecture plays an important role in the intelligent control and autonomous collaboration of UAV swarms. In the primary stage of the development of a UAV swarm, a central station is available and powerful enough to communicate with the whole UAV swarm. Therefore, the centralized approach was extended from the traditional single-UAV system to UAV swarm communication architecture. As the swarm grows in size, the decentralized approach is proposed. The decentralized approach has a more complex structure and organization, but it does reduce the swarm’s dependence on central stations [36]. Many experts and scholars have devoted themselves to the research of UAV swarm communication architectures. In this section, we review these researches and systematically introduce common communication architectures available for UAV swarm systems. Additionally, we also analyze the pros and cons of these architectures.

2.1. Centralized Communication Architecture

Centralized communication architecture evolved from single-UAV systems, and was implemented for UAV swarm technology. As shown in Figure 1, there is a central node (i.e., fixed networking infrastructure) to which all UAVs in the swarm are connected. Each UAV forms a one-to-one relationship with the infrastructure and directly receives control commands from the infrastructure. This type of centralized communication architecture is relatively stable, adopts simpler routing algorithms, and has a smaller scale. When the size of the UAV swarm and the coverage area of the mission are small and the mission relatively simple, this type of architecture is more suitable. One of the applications of centralized communication architecture is “UAV-GCS Centralized Data-Oriented Communication Architecture”, which is designed for crowd surveillance [37].

However, the connection between UAVs requires infrastructure for transmission. The U-T-I distance is much greater than the U-T-U distance, which causes longer delays. In addition, considering the high mobility of UAVs and the coverage requirements of swarm applications, this architecture is obviously not stable. The infrastructure as a central node also causes the entire communication network to be paralyzed once the ground station or satellite breaks down or is attacked. Therefore, centralized communication architecture has the disadvantage of Single Point of Failure (SPOF). As a result, centralized communication architecture can be regarded as unreliable.
2.2. Decentralized Communication Architecture

Because UAVs operate at high speeds and missions may cover large areas, UAVs frequently connect and disconnect to the network. As a result, UAV swarm ad hoc networks are considered the best choice. Under decentralized communication architecture, UAVs conduct real-time interactive communication in an ad hoc manner, thereby eliminating dependence on the infrastructure and eliminating the communication range restrictions [38].

2.2.1. Single-Group Swarm Ad hoc Network

In a “single-group swarm Ad hoc network” (Figure 2), an internal communication of the swarm does not depend on the infrastructure. The communication between the swarm and the infrastructure is a single point link relying on a specific UAV called gateway UAV. In this system, other UAVs are relay nodes that forward data within the swarm. Using this method, UAVs in the swarm can share situation information in real time to optimize collaborative control and improve efficiency. Similarly, mutual communication between the gateway UAV and infrastructure also enables the upload and download of swarm information, including instructional information. With regard to the gateway UAV, two additional types of transceivers are necessary: one for communicating with other UAVs at low power and short distances and the other for communication with infrastructure at high power and long reach. As a result, other UAVs in the swarm only need to carry low-cost and lightweight short-reach transceivers. This not only greatly extends the communication range of the network to allow for large coverage requirements, but also makes small UAVs with smaller payloads more useful [39]. However, in order to guarantee the consistent connectivity of the swarm, “single-group swarm Ad hoc network” architecture requires that the flight patterns (speed and heading orientations) of all UAVs in the swarm must be alike. Therefore, a group of small size UAVs is appropriate for scenarios that utilize communication architecture. One example of a “single-group swarm Ad hoc network” is the UAV cloudlet layer in Disaster Resilient three-layered architecture for Public Safety Long-Term Evolution (DR-PSLTE) [40].

For mission requirements, intra-swarm communication architecture has undergone several changes [33]. Figure 3a–c shows three common intra-swarm communication architectures.

Figure 3a depicts an example of ring architecture. UAVs in ring architecture form a closed communication loop through a bidirectional connection. Any UAV can act as the gateway node for the swarm. When a direct link between two adjacent UAVs fails, the target UAV can link back through the communication loop. Therefore, the ring architecture has a certain stability. However, it is clear that this architecture lacks scalability. As shown in Figure 3b, communication is organized in the form of star architecture. The gateway UAV is in the middle, and not only communicates with the
infrastructure but also with the entire UAV swarm. It is not difficult to see from Figure 3b that star architecture has the inherent disadvantage of a SPOF. That is, if the gateway node fails, it will cause the entire system to fail.

Meshed architecture is a combination of ring and star architectures and has the advantages of both systems (Figure 3c). All the UAV nodes in the swarm have the same capabilities, with both terminal nodes and routing functions. The information stream from one node to another can be implemented in different forms, and any UAV can act as a gateway node for the swarm. Meshed architecture has now become the standard for intra-swarm communication systems.

However, the diversification of missions results in higher demands on the composition of the UAV in a swarm. Practical applications often require the swarm to utilize not only small UAVs, but also medium and large UAVs. Therefore, the aforementioned “single-group swarm Ad hoc network” architecture obviously does not meet these needs. While similar UAVs can often fly close in proximity, different types of UAVs can be far away from each other. Therefore, the UAVs in the swarm are divided into different groups, with similar UAVs located within the same proximity. These are known as “multi-group swarm Ad hoc network” and “multi-layer swarm Ad hoc network” architectures, as described below.
2.2.2. Multi-Group Swarm Ad hoc Network

To address the shortcomings of a “single-group swarm Ad hoc network”, the “multi-group swarm Ad hoc network” (Figure 4) integrates both a centralized architecture and a “single-group swarm Ad hoc network” architecture. Different types of groups have different applications depending on the mission. Overall, the architecture is organized in a centralized manner as described in Section 2.1. While the difference is that the intra-group UAVs communicate with each other in an Ad hoc manner. The intra-group communication architectures are the same as the intra-swarm communication architectures described in Section 2.2.1. Inter-group communications, i.e., the Group-to-Group (G-T-G) communications, are performed through the infrastructure, so the gateway UAVs are still responsible for communicating with the infrastructure. When mission scenarios require a variety of UAVs, a “multi-group swarm Ad hoc network” architecture can be employed. However, attention must be paid to the robustness of this architecture, as the “multi-group swarm Ad hoc network” architecture is semi-centralized. At the same time, for G-T-G communication between two UAVs in different groups, “multi-group swarm Ad hoc network” architecture still suffers from high latency. One specific application of multi-group architecture is multi-theater joint operations for military operations. The central control center communicates with different UAV swarms, and the swarms rush to the mission area from various directions, according to the control instructions [41].

![Figure 4. Schematic of a multi-group swarm Ad hoc network.](image-url)

2.2.3. Multi-layer Swarm Ad hoc Network

“Multi-layer swarm Ad hoc network” architecture is another type of architecture that is suitable for a mass variety of UAVs. As shown in Figure 5, this architecture is significantly advanced compared to the “multi-group swarm Ad hoc network” architecture. A group of adjacent UAVs of the same type constitutes an Ad hoc network, which is the first layer of the communication architecture. The architecture of intra-group communications is elaborated as explained in Section 2.2.1. Different types of UAV groups rely on gateway UAVs to perform G-T-G communication, which comprises the second layer. The closest gateway UAV communicates with the infrastructure, which is the third layer of the architecture. Communication between any two UAVs in the “multi-layer swarm Ad hoc network” architecture does not require infrastructure relay. Mutual communication of UAVs in the same group takes place at the first level. Communication between UAVs in different groups is routed...
through the gateway UAV. Data packets go through the first and second layers in turn. Therefore, there is no SPOF in the “multi-layer swarm Ad hoc network,” and this type of architecture is robust.
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Figure 5. Schematic of multi-layer swarm Ad hoc network.

In a mission, when the number of UAVs changes, the “multi-layer swarm Ad hoc network architecture” compensate for the increase or decrease of UAV nodes and quickly implement network reconstruction. Therefore, the multi-layer swarm Ad hoc network architecture is appropriate for scenarios where UAV swarm missions are complicated: there are a huge number of UAVs executing the mission, the network topology changes, and communication between the UAV nodes is frequent. With the research and development of UAV swarms and the advancement of communication technology, one possible improvement includes the number of layers required to form a swarm Ad hoc network architecture with more UAVs, resulting in larger task coverage and a more robust network [35].

2.3. Remarks

As discussed, we know that UAV swarm communication architecture technology has already made great progress. When faced with different mission scenarios, there are different communication architectures to choose from. Table 2 summarizes the advantages and disadvantages of the four mentioned architectures. Centralized communication architecture is suitable for scenarios where the UAV swarm is small, and the task is relatively simple. Each individual UAV requires a long-range communication link with the infrastructure. The decentralized communication architecture expands communication coverage through a multi-hop network. The dedicated gateway UAV is responsible for U-T-I communication. The “single-group swarm Ad hoc network” architecture is appropriate for a swarm of the same type UAVs, while “multi-group swarm Ad hoc network” and “multi-layer swarm Ad hoc network” architectures can be deployed using different types of UAVs. In a “multi-group swarm Ad hoc network”, communication between two different groups can also suffer from delays. In addition, in terms of robustness, “multi-layer swarm Ad hoc network” architecture is a relatively reliable system because it overcomes SPOF.
Table 2. Summary of Communication Architectures.

<table>
<thead>
<tr>
<th>Features</th>
<th>Centralized Communication Architecture</th>
<th>Decentralized Communication Architecture</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Centralized Communication Architecture</td>
<td>Decentralized Communication Architecture</td>
</tr>
<tr>
<td>Multi-hop Communication</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>UAVs Relay Traffic</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>Different Types of UAVs</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Self-configuration</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>Limited Coverage</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Single Point of Failure</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Robustness</td>
<td>√</td>
<td>×</td>
</tr>
</tbody>
</table>

Note: “√” = supported, “×” = not supported.

When discussing the advantages and disadvantages of the UAV swarm communication architectures, we often focus on the requirements of high coverage and maintaining connectivity. High coverage plays an important role in gathering intelligence and analyzing situations. Only by maintaining connectivity can the real-time communication of the swarm be guaranteed. However, UAV swarms often perform tasks in unknown environments, and the appearance of threats and obstacles is random in time and space. Therefore, it is essential that members withdraw or rejoin. This leads to the impossibility for a disruption-free connectivity. This mainly depends on signal attenuation due to propagation loss. To achieve an uninterrupted connection, on the one hand, the distance in the UAV swarm ad hoc network configuration should not exceed the sensitivity of the receiver, and must be limited to the minimum signal-to-noise ratio (SNR) or receive signal strength indicators (RSSI) range, respectively Inside [42]. On the other hand, the wisdom of bird flocks and fish schools in nature is worth learning from. UAVs in a swarm should be able to react cognitively to changes of the environment to adapt their movement to positions with channel characteristics. This is undoubtedly beneficial for achieving uninterrupted connections. In addition, existing researchers have used the high-efficiency bandwidth of 4G wireless networks to improve the connection stability of UAV swarm in wide coverage areas [43]. The emerging 5G wireless network will provide higher technical support for these studies.

3. Routing Protocols

In the last section, we present four current UAV swarm communication architectures, and find that the multi-layer swarm Ad hoc network architecture has better comprehensive performance through comparison. Considering the U-T-U communication, routing protocol plays a crucial role in reliable end-to-end data transmission. This makes routing protocol an attractive research topic in the field of UAV swarm communication. However, due to the rapid mobility of UAVs, the instability of air links, the limited resources, and the variability of Quality of Service (QoS) requirements, routing in UAV swarm communication network has become a vital task [44,45]. Moreover, the traditional Ad hoc routing protocols cannot be used in UAV swarm communication without improvement [46,47]. Therefore, designing routing protocols that fit most mission scenarios and UAV characteristics remains a challenge for researchers.

In this section, we first introduce the common UAV swarm communication routing technology, which is the basis of the routing protocol design and implementation. Then, we give the routing protocol a classification. The classification is based on the technologies followed by the routing protocols. Further, we provide a detailed overview of each class of routing protocols. At the end of this section, we remark the advantages and disadvantages of routing protocols.

3.1. Routing Technologies

Routing technologies provides support for the implementation of routing protocols. The implementation of a routing protocol is usually an improvement on the basic routing technologies or a combination of several routing technologies. UAV swarm Ad hoc network is developed from
the traditional Ad hoc network. Therefore, the conventional routing technologies can also be used in the UAV swarm Ad hoc network after analysis, improvement and combination. Figure 6 shows the six common routing technologies of the UAV ad hoc network: store-carry-forward, greedy forward, path discover, single-path, multi-path and predictive routing.

(1) Store-carry-forward technology: when no relay node can be found at a certain time, the current node will store and carry the datagram until it finds the forwarding node. This technology is suitable for intermittent network, but the disadvantage is that it produces a large delay.

(2) Greedy forward technology: forwarding principle is to select the neighbor node closest to the destination as the relay node until the datagram is sent to the destination. It can be used in scenarios where the deployment of UAVs is intensive. However, when a node is closest to the destination and there is no path to neighbor node, it will cause a failure. In this case, it should be combined with other technologies to increase the reliability of the technology.

(3) Path discover technology: the core is through the flooding of routing request (RREQ), maximizing the accessibility of the path. This technique reduces the likelihood of communication interruptions when the current node loses the destination geographic location. But the disadvantage is that it consumes bandwidth resources excessively.

(4) Single-path technology: characterized by the use of a single path for data transmission. Suitable for extremely limited bandwidth resources. However, it has the disadvantage of poor robustness. There is no alternative path for network failure, so it is easy to lose packets. This technique is rarely used in UAV swarm communication scenarios.

(5) Multi-path technology: Multi-path propagation technology can effectively improve the robustness of the link. When one link fails, other links can take over. It is suitable for scenarios where high link reliability is required. The disadvantage is that when the multi-path intersections fail, the network will have a loop which will block the network.

(6) Predictive routing technology: The predictive routing technology predicts the future position of a node by its current position, velocity and direction, and further chooses the next optimal hop node. This technology is applicable to scenarios where the positions of nodes change rapidly, so it is widely used in a UAV swarm Ad hoc network.

**Figure 6.** The rationales for common routing technologies of UAV ad hoc network. (a) Store-carry-forward technology, (b) Greedy forward technology, (c) Path discover technology, (d) Single-path technology, (e) Multi-path technology, (f) Predictive routing technology.
3.2. The Classification of Routing Protocols

At the beginning of the research and experiment of UAV swarm communication, researchers studied and optimized the routing protocols of traditional Ad hoc networks. However, as the study progressed, the researchers found that most of the traditional routing protocols were not suitable for UAV swarm communication. On the one hand, UAV nodes have properties different from traditional nodes, such as the rapid mobility. On the other hand, different task scenarios have different requirements for routing protocols. Therefore, to get a routing protocol for a swarm of UAVs in Ad hoc networks, the researchers improved some traditional routing protocols. At the same time, a number of new, dedicated routing protocols for UAV swarm have been proposed. As shown in Figure 7, the protocols can be divided into three large categories and many subclasses.

![Figure 7. Classification of all routing protocols summarized in this article.](image)

In the following sections, we detail these routing protocols according to the categories shown in Figure 7. For the highlights, we also clearly state the original works and the subsequent follow-up studies. A discussion of the advantages and disadvantages of various routing protocols and usage scenarios follows.

3.3. Topology-Based Routing Protocols

Topology-based routing protocols use Internet Protocol (IP) addresses to define the nodes and use existing link information to forward packets through appropriate paths. Topology-based routing protocols can be divided into static routing protocols, proactive routing protocols, reactive routing protocols and hybrid routing protocols.

3.3.1. Static Routing Protocols

Static routing protocols have static and non-updatable routing tables. They are mostly used in situations with a fixed topology and no task updates. Due to the lack of fault tolerance and adaptability to dynamic environments, traditional static routing protocols have limited applications for UAV swarm systems. The following are three static routing protocols:

1) Load Carry and Deliver Routing (LCAD) protocol is proposed by Le et al. in [48] and is an earlier routing protocol used by the centralized communication architecture. The infrastructure passes data packets to a UAV, which then carries and delivers the data packets to its destination [49]. The goal of LCAD is to maximize network throughput while increasing security. It minimizes the number of hops to achieve batch data transmission and delay tolerance requirements. Moreover, the disadvantage of LCAD is that as the communication distance between the UAVs increases, the delay increases significantly.
(2) Data Centric Routing (DCR): for practical applications, a one-to-many data transmission requirement exists in multi-UAV systems. DCR works well with a “single-group swarm Ad hoc network”, in which the gateway UAV is responsible for distributing information to other nodes [50–52]. A typical application is the “publish-subscribe” model, which can realize automatic connections between data publishers and subscribers, as well as collect traffic [53,54]. Due to the minimal assistance required between UAVs, DCR is preferred when the system has a limited number of UAVs and a planned flight path.

(3) Multilevel Hierarchical Routing (MLHR) is migrated from the mobile vehicle network, which solves the scalability problem of large-scale vehicle networks [30]. As described in the “multi-layer swarm ad hoc network”, UAV swarms can be divided into groups based on the size and function of the UAVs. Communication networks are therefore organized as a hierarchical structure. Only gateway UAVs are responsible for G-T-G communication. The gateway UAV sends data to other UAV nodes in the group using a broadcast [17,39]. Figure 8 depicts this pictorially. The current literature [55] has proposed the use of a clustering algorithm to select gateway UAVs based on geographical information. This routing model effectively solves the scalability problem and significantly improves the stability of the dynamic network.

3.3.2. Proactive Routing Protocols

A proactive routing protocol (PRP) can update the routing table periodically to keep it up to date. The advantages are that it can accurately reflect the topology of the network, and the delay in obtaining routes is minimal. Therefore, PRP is suitable for applications with real-time requirements. However, to update the routing tables periodically, a number of messages exchange continuously between nodes. That is why PRPs are not suitable for UAV swarm network whose nodes move fast. When network scale and mobility increase to a certain degree, most PRP schemes are not applicable. At present, the most popular proactive routing protocols are the Optimized Link State Routing (OLSR) protocol, Destination Sequenced Distance Vector (DSDV) protocol and their variations.

(1) Optimized Link State Routing (OLSR) protocol is a link-state optimized routing protocol originally for flat topology [56]. By flooding the link-state of neighbors to other nodes, the topology information is exchanged between nodes. Nodes use the shortest path algorithm to destinations to choose the next hop. K Singh et al. [57] applied the OLSR routing in flying ad hoc networks and then analyzed the applicability of OLSR for a flying ad hoc network [58]. Some other researchers also compared the OLSR with other routing protocols [58,59]. In a UAV Ad hoc network, the location of nodes and the state of links change rapidly. This would cause not only packed loss but would also put
a strain on already constrained bandwidth [38]. Optimizations involve abandoning the traditional approach of non-selectively forwarding topology control (TC) packets and instead adopting the method of selecting neighbors as multiple point relays (MPR). Through this mechanism, OLSR reduces the protocol overhead. The MPR technology, TC strategy, and routing optimization technology have become the main means for designing efficient OLSR protocols. Therefore, in recent years, the OLSR protocols and the MPR optimization algorithm have been extensively studied, becoming of the most commonly used routing algorithms for ad hoc networks.

Although the overhead caused by the periodic flooding strategy is reduced by MPR, problems such as recalculation of routes and selection of MPR still plague researchers. Therefore, many variants have been designed and proposed. A.I. et al. in [60] proposed a cross layer design for UAV communication networks and further proposed a Directional OLSR (DOLSR) protocol based on directional antennas for UAV ad hoc networks [61]. The DOLSR minimizes latency by reducing the number of MPR members. Zheng et al. [62] proposed a Mobility and Load-aware OLSR (ML-OLSR) protocol, which added mobility and load-aware algorithms to the OLSR protocol. This protocol successfully obtained a good delivery rate and latency performance.

(2) DSDV [17,63,64]: In the DSDV protocol, the network has nodes for every path from source to destination, before demand has emerged. Each node in the network has a routing table that lists all valid destination nodes and the number of nodes that can reach the destination node. Each entry in the routing table of the destination node is marked with a node serial number. For the information in the routing table to be consistent with regards to the dynamically changing topology, it must be updated frequently. DSDV routing table updates are classified into “full-dump” and “incremental-dump”. “Full-dump” sends the entire routing table to its neighbors, which requires multiple packets; “incremental-dump” only sends the modified portions of routing information to its neighbors, and therefore only one packet is needed. When the network is relatively stable, “incremental-dump” can avoid extra traffic and reduces the burden on the network. However, in a network with rapidly changing topology such as a UAV swarm network, the update process increases network bandwidth sharply and also puts the DSDV protocol at a disadvantage. In [65], the authors analyzed the adaptability of the DSDV protocol for UAV ad hoc networks and compared the performance with other protocols.

In addition to OLSR and DSDV, there are also some relatively new proactive routing protocols. The Better Approach to Mobile Ad hoc Networking (B.A.T.M.A.N.) method proactively maintains the information of all nodes and identifies the best next hop for each destination [66]. D.S. Sandhu et al. [67] have reviewed the comparative studies of B.A.T.M.A.N. The results in [68,69] show that the B.A.T.M.A.N. method and OLSR behaves similarly for small network sizes and bandwidth-limited networks. But in scenarios of large number of nodes, B.A.T.M.A.N. outperforms OLSR. This may become a new method for routing protocols of the UAV swarm ad hoc network.

3.3.3. Reactive Routing Protocols

The reactive routing protocol (RRP) is also called on-demand routing protocol because it starts the route discovery procedure only when a message needs to be sent. Therefore, the required routing information cache is small [70]. When the network is not overburdened, the control overhead of RRPs is much smaller than the PRPs. However, because the source node needs to perform route discovery before data transmission, RRPs suffer from high transmission delays. Typical RRPs include Dynamic Source Routing (DSR), Ad hoc On-Demand Distance Vector (AODV), and more.

(1) Dynamic Source Routing (DSR) protocol is a widely used and standardized RRP method for ad hoc networks. The most obvious advantage of the DSR protocol is that it does not have specific network infrastructure requirements. This protocol allows the network to self-organize and self-configure. Each data packet in a DSR protocol contains a complete list of routing nodes, so all nodes that forward or listen to this packet will store the routing information as a backup. Therefore, no matter how the nodes move and the network topology changes, they can maintain performance. There are many follow-up studies on DSR’s adaptability in UAV Ad hoc networks. In [71], authors developed a UAV
ad hoc network test platform based on the DSR protocol. Khare et al. [72] found that due to the high mobility and topology instability of UAV nodes, DSR is more suitable for UAV ad hoc networks than proactive protocols. Li et al. [73] proposed the Restrict DSR (RE-DSR) for limiting the maximum hop count of Route Requests (RREQ), which can save routing storage space and reduce routing overhead for UAV nodes. Then they proposed UAV Energy DSR (UE-DSR) for ad hoc networks consisting of small UAVs for reconnaissance missions [74].

(2) Ad hoc On-Demand Distance Vector (AODV) [75] protocol is an RRP method based on DSDV and DSR. There is no maintenance of global routing information for the entire network, but only the destination addresses in data packets. Therefore, the overhead is low. Before the node sends data, it first looks up the routing table. If there is one path to the destination node, the data packet is sent to the next hop according to the routing table. However, if there is no available path, the source node broadcasts Route Request (RREQ) to neighboring nodes. After receiving the non-repeating RREQ, the neighboring nodes establish or update reverse routes. Then they continue to broadcast the RREQ until the destination node receives. If the current node contains a valid route to the destination node, the route discovery process can also terminate itself. Then, a Route Reply (RREP) is returned to the source node along the reverse path. When the RREP returns, a forward route entry is established, and when the source node receives the RREP, it establishes a route from the source to the destination node. In recent years, there have been many studies on applying AODV to UAV communication networks, and some have also proposed variations of AODV. Biomo et al. [76] aimed at minimizing the number of hops in the route discovery process, and further proposed a route reliability criterion in which path update degree, path length, and path reliability are used as path selection criteria.

3.3.4. Hybrid Routing Protocols

To overcome the huge overhead of control messages in PRP and the large delay of the route discovery process in RRP, Hybrid Routing Protocols (HRP) were introduced. HRP divides large-scale Ad hoc networks into zones. PRP is used between adjacent nodes in the same zone, while RRP is used between nodes in different zones. Adjusting the routing strategy according to network characteristics can not only reduce the routing overhead but also decrease the large delay in route discovery. However, the highly dynamic nature of UAV ad hoc networks makes it difficult for HRP to obtain and maintain information. The most representative HRPs are Zone Routing Protocol (ZRP) and Temporarily Ordered Routing Algorithm (TORA), as described below.

(1) Zone Routing Protocol (ZRP) [77,78] is a routing protocol that makes full use of routing zone topology. The application range of PRP is limited to a zone measured by the number of hops. Accordingly, the number and propagation of routing control packets is reduced. When communicating with nodes outside the zone, the RRP is selected. Compared with the simple PRP, ZRP can greatly reduce routing overhead. When compared with RRP, its time route convergence and transmission delays are relatively small. In the case of a large network load, the performance of ZRP does not decrease much, which makes it a routing protocol with great development potential. At present, the zone radius in ZRP is generally specified in advance, which limits the adaptability of the protocol. Therefore, improving ZRP with adaptive zone radii has been a research hotspot. Liu et al. [56] proposed a novel clustering algorithm for UAV networks. First, the UAVs are clustered on the ground. Then each cluster head is selected in the zone based on geographic information and each cluster structure is adjusted according to the mission information. C Zang [79] et al. also focus on the clustering algorithm and they proposed another mobile prediction clustering algorithm. To solve the cluster update problem, the tree structure, the link failure time and the nodes’ movement model are used to predict the movement of UAVs and further to update the network topology.

(2) Temporarily Ordered Routing Algorithm (TORA) [80] is a hybrid distributed routing protocol with high adaptability. The distributed algorithm is embodied in the maintenance of the routing information. Each node only updates the routing information of neighboring nodes. In response to the high mobility of UAVs, TORA minimizes the sensitivity to topology changes to limit the spread of
control messages. It is worth noting that the shortest path algorithm is not the choice of TORA. Instead, it usually uses longer routes to quickly discover new routes in the event of a link outage. In TORA, different “height” values are used to mark the UAV nodes. Based on this, a directed acyclic routing structure is constructed to achieve effective traffic forwarding.

3.4. Geographic/Position-Based Routing Protocols

Due to the high mobility of nodes in the UAV ad hoc network, it is hard to maintain the routing table. At the same time, traditional routing protocols will cause significant overhead to find the routing repeatedly before sending packets. In response to these problems, researchers have proposed routing protocols based on geographical position information. In this type of protocol, nodes can use location services, such as reactive location services (RLS) [81], grid location services (GLS) [82], or hierarchical location services (HLS) [59]. Geographic/position-based routing protocol is more suitable for highly dynamic networks, including UAV communication networks.

(1) Greedy Perimeter Stateless Routing (GPSR) is a position-based routing protocol and is originally proposed for mobile ad hoc networks [83]. In a comparative study [84], authors compared the proactive, reactive, and position-based routing protocols in a swarm of UAVs. The results show that the performance of the GPSR protocol is better than others. Shirani et al. examined the position-based routing protocols including GPSR for flying ad hoc networks [85]. They draw a conclusion that the GPSR protocol is applicable for a densely deployed UAV network. However, the generalizability and reliability of this routing protocol have yet to be improved, thus leading to the emergence of many variants.

Geographic Load Share Routing (GLSR) proposed by Medina et al. [86] is an extension of GPSR. The main contribution is that the GLSR uses “distance of advance” to select the appropriate next hop from multiple paths from the source node to the destination node, thus making the path more reliable. As a result, Medina’s team has published a number of articles on the GLSR protocol [87–89].

Based on the same principle as GPSR, Lin et al. [90] proposed Mobility Prediction-based Geographic Routing (MPGR). The innovation of this protocol is the use of Gaussian function-based motion prediction method. The result of motion prediction can be used to evaluate the connectivity of the UAV nodes, and furthermore, to select a reliable next hop. In their other study [91], Geographic Position Mobility Oriented Routing (GPMOR) was proposed. UAV nodes can get their own location information via Global Positioning System (GPS). Each UAV periodically exchanges location information with neighbor nodes. GPMOR also uses the “Gaussian-Markov mobility model” to predict the movement of the UAVs.

(2) Shirani et al. combines the AODV protocol with Greedy Geographic Forwarding (GGF) technology and further proposed Reactive-Greedy-Reactive (RGR) routing protocol [92]. To obtain the destination address, RGR uses the location information of UAVs. AODV’s RREQ / RREP structure and GGF technology complement each other. The protocol first finds the initial path and carries out data transmission according to the way of AODV protocol. When the transmission is cut off accidentally, the strategy will be switched to GGF mode. This protocol improves the packet delivery ratio and reduces the latency. However, due to the high mobility of the UAVs, if the geographic position information of the next hop is not updated in a timely manner, a packet loss fault will occur. Nevertheless, RGR has great application potential for tracking, searching, and multitasking of UAV swarms.

There are some other geographic/position-based routing protocol. Distance Routing Effect Algorithm for Mobility (DREAM) [93] uses a location table to store the geographical coordinates of nodes. This consumes lesser bandwidth. But it seems that DREAM is more complex than the traditional flooding strategy [94]. S. Rosati et al. [3] proposed the prediction-OLSR protocol, which uses Global Position System (GPS) information to assist routing decisions. At the same time, the expected transmission count is weighted through the relative speed between the nodes.
3.5. Swarm Intelligence-Based Routing Protocols

Swarm intelligence (SI) is a multi-agent self-organizing system. Inspired by the swarming patterns of fish, birds, insects, etc., we can apply SI to mobile robots. Additionally, the SI brings new ideas for optimizing complex collaborative tasks. In the routing protocol of UAV swarm systems, there are also embodiments of SI. In order to solve the problems of communication range expansion and information leakage, which are caused by the increasing scale of swarm, one study [95] proposed an Improved Artificial Fish-Swarm Algorithm (IAFSA). By adjusting the topology of the group, the proposed wireless communication model achieves secure communication purposes. In addition, there are other routing protocols specifically designed for UAV communications such as the Bee colony algorithm-based Ad hoc network (BeeAdhoc) [96], and Ant colony optimization-based Polymorphism-Aware Routing (APAR) [97].

3.6. Remarks

In order to have a deeper understanding of the routing protocols of UAV swarm Ad hoc network, Table 3 compares the protocols summarized in this paper. The static routing protocols are not suitable for dynamic topology networks like UAV swarm Ad hoc network due to the fixed routing tables and less scalability. The proactive routing protocols have large overhead for maintaining tables up-to-date. Moreover, their slow reaction to topology changes results in delays. The main disadvantage of the reactive routing protocols is the high latency in routing finding. Source routing does not scale well, for large network overheads may increase because of large header size. Hybrid routing protocols combine the proactive and reactive protocols to overcome the limitations. However, in UAV networks dynamic nodes and link behaviors make it difficult to obtain and maintain information. Therefore, the topology-based routing protocols are not suitable for scenarios characterized by high dynamic movement and a large number of nodes. The geographic/position-based routing protocols add geographical location attribute to UAV nodes. This makes it outstanding in dealing with high mobility of nodes and frequent change of topology in UAV networks.

Table 3. Summary of Routing Protocols.

<table>
<thead>
<tr>
<th>Routing Protocols</th>
<th>Suitable for Dynamic Topology</th>
<th>Scalable</th>
<th>Packet Delivery Delays</th>
<th>Routing Finding Delays</th>
<th>Large Overhead</th>
<th>Routing Loops</th>
<th>Packet Loss</th>
<th>Link Failure</th>
<th>High Bandwidth</th>
<th>Location Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LACD</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>DCR</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>MLHR</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>OLSR</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>DOLSR</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>MLOLSR</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>DSIV</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>B.A.T.M.A.N.</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>OLSR</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>DOLSR</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>MLOLSR</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>DSIV</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>B.A.T.M.A.N.</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>DSR</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>RE-DSR</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>UE-DSR</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>AODV</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>ZRP</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>TORA</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>GPSR</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>GLSR</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>MFGR</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>GFPMOR</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>RCR</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>DREAM</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>P-OLSR</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>IAFSA</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>BeeAdhoc</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>APAR</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

Note: “√” = supported, “×” = not supported.
4. Conclusions and Discussions

With the development of UAV technology and network communication, the application mode of UAVs is also constantly developing. The UAV swarm is an SI-based solution proposed for the expansion of UAV application functions and multi-UAV cooperative operations. UAV swarms have been used in many scenarios, such as in disaster management, forest fire monitoring, and border monitoring. Therefore, it is of great practical significance to further pursue research on UAV swarm technology. UAV swarms are highly mobile and their topology frequently changes, which requires communication networks with low latency and high reliability. Therefore, it is necessary to design communication architectures and routing protocols with good applicability, high efficiency and stability for consistent UAV swarm communication.

In this article, we first introduced four communication architectures that can be deployed in UAV swarms, and also introduced three common intra-swarm communication architectures. Through the final summary table, we can conclude that the multi-layer architecture combined with the meshed intra-swarm architecture is currently the most applicable communication architecture. Subsequently, we presented a comprehensive classification of existing routing protocols for UAV communications, namely topology-based, geographic/position-based, and SI-based. These routing protocols were investigated, and their characteristics were described in detail. We also presented a summary table for comparative analysis. It is proved that topology-based routing cannot cope with UAV networks. SI-based routing and geographic/position-based routing are more suitable for UAV networks.

Although the existing theoretical research and experiments have solved some technical problems in UAV swarm communication architectures and routing protocols, there are still many interesting, important and yet challenging open issues deserving further investigation. Some of them are briefly summarized as follows:

1. Multi-layer architecture can better adapt to the characteristics of the UAV swarm communication, but it also brings new challenges. Because of the importance of gateway UAVs in swarm communication, it is necessary to have the ability to detect the failure of gateway UAVs. Further, if malfunctions have occurred, there should be a reliable algorithm to select the next UAV to act as the gateway. At the same time, the data stored in fault gateway UAV should be able to synchronize to the standby one.

2. The fast-moving characteristic of UAVs and the frequent change of network topology may cause the swarm communication to be intermittently connected. It has always been one of the important issues with routing protocols. Therefore, the solution to the problem of intermittent connectivity will remain the focus of research in the future.

3. Currently, most proposed routing protocols focus on performance improvement. However, security is an important content that cannot be ignored in any communication network. Therefore, it is necessary to propose new routing solutions including security components.

4. Energy efficiency plays an important role in UAV networks with energy constraints. The concerns regarding power saving in the UAV networks are in some ways similar to that in mobile ad hoc networks and wireless sensor networks. Many energy-saving routing protocols have been tried for UAV networks, but the applicability of these protocols in different drone network scenarios has yet to be proven.

5. In addition, the UAV communication network should be compatible with other networks in specific mission scenarios. Therefore, the design of the new routing protocols should be able to effectively support the different transmission requirements in the diverse mission scenarios.
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**Abbreviations**

- **AODV** Ad hoc On Demand Distance Vector
- **APAR** Ant colony optimization-based Polymorphism-Aware Routing
- **B.A.T.M.A.N.** Better Approach to Mobile Ad hoc Networking
- **BeeAdhoc** Bee colony algorithm based Ad hoc network
- **CAS** Close Air Support
- **DCR** Data Centric Routing
- **DOLSR** Directional Optimized Link State Routing
- **DREAM** Distance Routing Effect Algorithm for Mobility
- **DSDV** Destination-sequenced Distance Vector
- **DSR** Dynamic Source Routing
- **GGF** Greedy Geographic Forwarding
- **GLS** Grid Location Services
- **GLSR** Geographic Load Share Routing
- **GPMOR** Geographic Position Mobility Oriented Routing
- **GPSR** Greedy Perimeter Stateless Routing
- **G-T-G** Group-to-Group
- **HLS** Hierarchical Location Services
- **HRP** Hybrid Routing Protocol
- **IAFSA** Improved Artificial Fish-swarm Algorithm
- **IP** Internet Protocol
- **LCAD** Load Carry and Deliver Routing
- **MLHR** Multilevel Hierarchical Routing
- **ML-OLSR** Mobility and Load-aware Optimized Link State Routing
- **MPGR** Mobility Prediction-based Geographic Routing
- **MPR** Multiple Point Relay
- **OLSR** Optimized Link State Routing
- **PRP** Proactive Routing Protocol
- **QoS** Quality of Service
- **RE-DSR** Restrict Dynamic Source Routing
- **RGR** Reactive-Greedy-Reactive
- **RLS** Reactive Location Services
- **RREP** Route Reply
- **RREQ** Route Requests
- **RRP** Reactive Routing Protocol
- **SI** Swarm Intelligence
- **SPOF** Single Point of Failure
- **TC** Topology Control
- **TORA** Temporarily Ordered Routing Algorithm
- **UAV** Unmanned Aerial Vehicle
- **UE-DSR** UAV Energy Dynamic Source Routing
- **U-T-I** UAV-to-Infrastructure
- **U-T-U** UAV-to-UAV
- **ZRP** Zone Routing Protocol
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