Application of Computational Fluid Dynamics in Chlorine-Dynamics Modeling of In-Situ Chlorination Systems for Cooling Systems
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Abstract: Chlorination is the preferred method to control biofouling in a power plant cooling system due to its comparative effectiveness and low cost. If a power plant is located in a coastal area, chlorine can be electrochemically generated in-situ using seawater, which is called in-situ electro-chlorination; this approach has several advantages including fewer harmful chlorination byproducts and no need for chlorine storage. Nonetheless, this electrochemical process is still in its infancy in practice. In this study, a parallel first-order kinetics was applied to simulate chlorine decay in a pilot-scale cooling system. Since the decay occurs along the water-intake pipe, the kinetics was incorporated into computational fluid dynamics (CFD) codes, which were subsequently applied to simulate chlorine behavior in the pipe. The experiment and the simulation data indicated that chlorine concentrations along the pipe wall were incremental, even under the condition where a strong turbulent flow was formed. The fact that chlorine remained much more concentrated along the pipe surface than in the middle allowed for the reduction of the overall chlorine demand of the system based on the electro-chlorination. The cooling system, with an in-situ electro-chlorination, consumed only 1/3 of the chlorine dose demanded by the direct injection method. Therefore, it was concluded that in-situ electro-chlorination could serve as a cost-effective and environmentally friendly approach for biofouling control at power plants on coastal areas.
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1. Introduction

Power plants intake massive amounts of water for their cooling systems. Typically, nuclear and coal-combustion power plants use cooling water at rates of 100–220 m³ hr⁻¹ to generate 1 MW of electricity [1–3]. Since nuclear power plants typically produce 1000 MW of electricity [4], such plants are frequently built on coasts, where 28–60 m³ sec⁻¹ of water can be easily supplied for their cooling systems. The raw seawater drawn into the cooling systems also contains a variety of organisms. These sea organisms often grow within the inner surface of cooling pipe, potentially leading to issues such as increased pumping-load, corrosion, and reduced heat-exchange efficiency [5,6]. For example, more than 5% of condenser efficiency could be lost owing to bio-growth (or biofouling) within a cooling system.
The economic impact of biofouling on a 550 MW power plant is estimated to be $0.93 million annually [8].

Over other biocidal options, the effectiveness and low cost of chlorination make it the preferred method to prevent sea-organism growth and biofouling. Chlorination is generally conducted by directly injecting chlorine into pipes or by electrochemically producing chlorine using seawater in water-intake pipes. The latter is called in-situ electro-chlorination, and a few of its advantages include the reduced production of harmful byproducts and the elimination of chlorine storage needs [9]. Furthermore, if electrodes are prepared with an optimized shape and installed at appropriate intervals near the inner surface of water-intake pipes, in-situ electro-chlorination can be controlled to maintain a relatively high concentration of chlorine specifically near the pipe wall, where biofouling occurs. However, due to the difficulty in optimizing its operational conditions, few attempts have been made to apply in-situ electro-chlorination in practice [10].

The chlorine concentration is a main factor to be controlled in chlorination systems. Chlorine levels should be controlled considering the following: First, a minimum residual chlorine concentration should be determined and maintained to ensure effective anti-biofouling. It is known that chlorine concentration should be maintained above 0.05 mg L$^{-1}$ in cooling water before it is drawn into the system; otherwise, biofouling can occur [11]. This in turn increases the minimum effective chlorine dosage [12]. However, the residual chlorine concentrations of used cooling water discharged to the sea should remain under a certain level to protect the coastal environment. According to the European Integrated Pollution Prevention and Control [13], European countries require the total residual oxidants in used cooling water not to exceed 0.2 mg L$^{-1}$ (daily average). Typically, the chlorine concentrations of cooling water employed by a power plant and the residual chlorine concentration of used water are maintained at 0.5–1.5 mg L$^{-1}$ and 0.05–0.2 mg L$^{-1}$, respectively [6,11,12,14]. However, it can be challenging to maintain chlorine concentration at these levels due to variations in water quality and flow rate of cooling water [11,12]. Therefore, models have been applied for predicting chlorine concentrations and determining the levels needed to prevent biofouling in pipes.

Several models to predict chlorine decay in bulk water have been suggested and evaluated. First-order kinetics is often applied for modeling chlorine decay in water. Since actual chlorine decay in real water is impacted by many reactants, first-order equations have been accurate enough to properly describe this process [15–18]. Some researchers deal with chlorine decay in two phases: a rapid-decaying phase and a slow-decaying phase. This approach has been successfully applied to predict decay in real water with acceptable levels of error and complexity [17,19–22].

Computational fluid dynamics (CFD) has developed remarkably over the past five decades. A great deal of progress has also been made in numerical techniques to get reliable results with low computational cost [23]. Therefore, the CFD is now widely applied by choosing proper numerical methods in the environmental field to deal with such complex systems. Incorporating fluid dynamics in modeling of chlorine fate in cooling systems could help to configure in-situ electro-chlorination systems. Several recent studies have focused on CFD simulation coupled with disinfection models. Such works aim to increase disinfection efficiency and reduce disinfectant dosing and byproduct formation [24–27] and are mostly focused on the impact of flow patterns on disinfectant behavior. Computational fluid dynamics considering chemical reactions in water supply systems has remained in its early stage due to challenges associated with validating and accurately defining unsteady flow rates and multi-phase flow conditions [24]. Nevertheless, CFD is considered an effective tool for modeling chlorine distribution through a system and its use is of interest [28].

In this study, we evaluate in-situ electro-chlorination in a pilot-scale cooling system using a CFD code including the chlorine decay kinetics in predicting the behavior of generated chlorine. Specifically, a cylindrical electrode was installed inside the water pipe to generate chlorine. The flow pattern of the cooling water through the pipe was modeled using the CFD code as well as the chlorine concentration of the cooling water flowing along the pipe. The chlorine concentration measured experimentally from the pilot-scale cooling system was then compared with simulation results. We believe that our study is
the first attempt to accurately simulate chlorine behavior in a cooling system using a model integrating chlorine decay kinetics and CFD.

2. Materials and Methods

2.1. Chlorine Kinetic Model

Chlorine decay in seawater is often modeled using the first-order decay kinetics \[20,29\]. However, as this model only contains one parameter and does not consider other reactions potentially occurring in real water, it often fails to make an accurate prediction \[20,30,31\]. In this study, we evaluated in-situ electro-chlorination in a pilot-scale cooling system using a CFD code including the chlorine decay kinetics to predict the behavior of generated chlorine. This model consists of two parts: the first one represents the slow reaction (typically related to the presence of organic matters) while the other concerns the fast reaction (typically related to easily oxidizable matters, such as metals or simple organic chemicals in the water) \[20\]. The differential form of the model can be expressed as:

\[
\frac{dC}{dt} = -k_f C_f - k_s C_s
\]  

(1)

The integrated form of the model is:

\[
C(t) = C_0 z e^{-k_f t} + C_0 (1 - z) e^{-k_s t}
\]  

(2)

where \(C(t)\) is the chlorine concentration (mg L\(^{-1}\)) at a given time; \(C_0\) is the initial chlorine concentration (mg L\(^{-1}\)); \(z\) is the fraction factor accounting for slow reaction; and \(k_s\) and \(k_f\) are the first-order rate constants (h\(^{-1}\)) for the slow and fast reactions, respectively \[32\]. There have been various attempts to estimate these rate constants using water quality parameters such as chemical oxygen demand (COD), total organic carbon (TOC), dissolved organic carbon (DOC), salinity, NH\(_4^+\), temperature, and pH \[22,33–35\]. Moreover, the initial chlorine concentration is included, since a strong correlation is common between the chlorine decay rate and initial concentration \[22,33\]. We use the following equations to estimate the aforementioned model parameters as suggested by Al Heboos et al. \[33\]:

\[
k_s = p_s C_0^{-m_s} e^{m_s \text{TOC}}
\]  

(3)

\[
k_f = p_f C_0^{-m_f} e^{m_f \text{TOC}}
\]  

(4)

\[
z = d_1 C_0^{d_2} \text{TOC}^{-d_3}
\]  

(5)

The coefficients, \(p_s, p_f, m_s, m_f, n_s, n_f, d_1, d_2,\) and \(d_3\) must be estimated. In Equations (3)–(5), TOC is used as an indicator of the amount of organic matter in the water.

2.2. Experimental Set-Up

2.2.1. Batch Kinetic Tests

Batch kinetic tests were conducted to calibrate the model parameters. Artificial seawater (a 3% sea salt solution; this is the same salinity as the West Sea) with different TOC values (TOC 1, 2, and 3 mg L\(^{-1}\)) was prepared by adding 15 g of sea salt (Sigma-Aldrich, St. Louis, MO, USA) to 500 mL of distilled water. The TOC of the synthesized seawater was adjusted by adding humic acids solution. The solution was prepared by dissolving 116.5 mg of humic acid powder (Sigma-Aldrich, St. Louis, MO, USA) into 1 L of distilled water. To force the humic acids to dissolve in water, the water pH was adjusted to 10 by adding 0.1 M NaOH. Then, the pH was readjusted to 7 using 0.1 M HCl. Then, the solution was sonicated for 30 min and filtered through a 0.2 \(\mu\)m polytetrafluoroethylene-membrane filter. The synthesized seawater was stored for 12 h at room temperature (18–20°C) before use in experiments.
A real seawater sample was taken from an area on the coast of the West Sea (Incheon, Korea). The collected seawater was filtered through a slow sand filter and subjected to UV irradiation for disinfection. The seawater characteristics were as follows: salinity: 2.83%, pH: 7.89, specific gravity: 1.023, TOC: 1.3 mg L\(^{-1}\).

To generate electrochemically-produced chlorine, two cylindrical electrodes were used in this study (Figure 1). A RuO\(_2\) electrode was used as an outer cathode and a Ti electrode was used as an inner anode. The RuO\(_2\) and Ti electrodes had diameters of 100 and 70 mm, respectively. Both electrodes were 5 mm thick and 50 mm long as shown in Figure 1a. To quantify the amount of free chlorine produced by the RuO\(_2\)/Ti electrodes, an experiment was performed using the West Sea water. First, 20 L seawater were placed in a 40 L bucket as shown in Figure 1b. The RuO\(_2\)/Ti electrodes were then installed in the middle of the bucket. Four different electric currents (i.e., 10, 15, 20, and 25 A) supplied by a direct current (DC) power supply (TDP-3030B, Toyotech Co., Incheon, Korea) were tested. While the current was supplied to the electrodes, the seawater was completely mixed using an agitator. Water samples were collected from the bucket at a given time interval.

![Figure 1. Electodes and batch experiment set-up. (a) Two cylindrical electrodes used in this study. (b) Batch experiment set-up for kinetic tests.](image)

2.2.2. Pilot-Scale In-Situ Electro-Chlorination

A pilot-scale cooling-water circulation system was prepared as shown in Figure 2. A water box (volume = 60 L) was positioned in front of the water pipeline; it contained interior baffles to prevent the occurrence of a flow vortex before the water entered the pipeline. The system had a total of seven sampling ports: the first path of the pipeline had five ports (Nos. 1–5), and there was one port on the second and third paths each (Nos. 6 and 7). The sampling ports along the first path were installed at 30 cm apart. The pipeline pathways were spaced at 35 cm intervals. The water tank was prepared to supply seawater and the pump was operated at a flow rate of 600–900 L min\(^{-1}\).

The pilot-scale cooling system with an in-situ electro-chlorination system was operated to confirm the chlorine dynamics within the cooling system. The system was operated under different flow rates (600, 700, 800, and 900 L min\(^{-1}\)) under the same current (i.e., 25 A). An aliquot of water sample (10 mL) was taken from each port at a given interval to measure free chlorine concentrations.
Figure 2. Schematic diagram for pilot-scale cooling-water circulation system (a) along with a real picture of the system (b).

2.3. Analytical Methods

All water samples were collected in triplicate and kept at 4 °C before measurement. Free chlorine measurement was carried out based on the United States Environmental Protection Agency Method 330.5 (measuring range: 0.02–2.00 mg L⁻¹) [36]. The measurement was done within 3 min after injecting N,N-diethyl-1,4-phenylenediamine (DPD; Hach, Loveland, CO, USA) reagent into the sample. UV–Vis spectrophotometer (UV-2600 Spectrophotometers, Shimadzu, Kyoto, Japan) (measuring range: −5 to 5 Abs.) was used for the chlorine analysis. Total organic carbon (TOC) was determined using a TOC analyzer (ASI-L, Shimadzu, Kyoto, Japan) (measuring range: 4 µg L⁻¹ to 30,000 mg L⁻¹).

2.4. Simulation Set-Up

In this study, water flow through the pipeline was simulated using a commercial CFD package (Flow-3D v11.2.1.06, Flow Science Inc., Santa Fe, NM, USA). The simulation was conducted to investigate chlorine dynamics in the pilot-scale cooling system. The simulation domain was restricted to the first three pipeline paths covering seven sampling ports (Figure 2a). The boundary conditions
of the simulation were set to reflect the dimensions of the pilot-scale in-situ electro-chlorination experiment. The flow rate was given at the inlet (600, 700, 800, and 900 L min\(^{-1}\)), while the pressure was specified at the outlet. The given pressure was obtained experimentally (see Table S1 for details). The other boundary conditions included the wall and symmetric conditions (mirrored along the symmetric surface). It was set that chlorine would be generated from the surface of the electrodes (mass time\(^{-1}\)). Since electrochemically generated chlorine would have higher density than water (>1.2 kg L\(^{-1}\)), two different density flows were applied to simulate flows of seawater with and without chlorine; the water containing chlorine flows on the surface of electrodes. The chemical reactions between chlorine and oxidant-demanding matters in seawater were modeled using Equations (1)–(5) and (9). The other simulation parameters and physical model structures are described in detail in Section S2 of the Supplementary Materials. In addition, the mesh-independent test can be found in Section S3.

3. Results and Discussion

3.1. Model Application

Nine sets of kinetics studies were conducted using artificial seawater to calibrate each coefficient. The coefficients, \(d_1, p_s,\) and \(m_f\) were chosen as important coefficients via sensitivity tests (see Section S1 and Figure S1). The estimation of each coefficient was performed in the order of the sensitivity-test results as shown in Table 1 and Figure 3. The coefficients were carefully estimated to minimize the total root mean square error (RMSE); the condition for model calibration is presented in Section S1. Then, kinetics constants for the parallel first-order decay model are estimated as follows:

\[ k_s = 1.01 C_0^{0.005} e^{0.02 \text{TOC}} \]  
\[ k_f = 33.7 C_0^{0.002} e^{0.67 \text{TOC}} \]  
\[ z = 0.355 C_0^{0.11} \text{TOC}^{-0.10} \]  

Based on Equations (6)–(8), it can be assumed that more chlorine would be consumed by the fast reaction than the slower one, since the fraction of the slow reaction (\(z\)) changes little or remains stable within the range of 0.2–0.5 under typical seawater conditions.

The estimated constants and correlation factors for each case are summarized in Table 1, and the fittings are also presented in Figure 3. As shown in Table 1, the slow reaction rate constant varied little compared to that of the fast reaction under the given conditions.

<table>
<thead>
<tr>
<th>Sample</th>
<th>TOC Concentration (mg L(^{-1}))</th>
<th>Initial Chlorine Dose (mg L(^{-1}))</th>
<th>Estimated Constants</th>
<th>R2</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>(k_s) (h(^{-1}))</td>
<td>(k_f) (h(^{-1}))</td>
<td>(z)</td>
</tr>
<tr>
<td>Artificial seawater</td>
<td>1.0</td>
<td>1.2</td>
<td>1.029</td>
<td>65.83</td>
<td>0.362</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.8</td>
<td>1.027</td>
<td>65.78</td>
<td>0.379</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.4</td>
<td>1.026</td>
<td>65.74</td>
<td>0.391</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>1.2</td>
<td>1.050</td>
<td>128.7</td>
<td>0.338</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.8</td>
<td>1.048</td>
<td>128.6</td>
<td>0.353</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.4</td>
<td>1.047</td>
<td>128.3</td>
<td>0.365</td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>1.2</td>
<td>1.071</td>
<td>251.4</td>
<td>0.325</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.8</td>
<td>1.069</td>
<td>251.2</td>
<td>0.339</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.4</td>
<td>1.068</td>
<td>251.1</td>
<td>0.350</td>
</tr>
<tr>
<td>West Sea seawater</td>
<td>1.3</td>
<td>1.2</td>
<td>1.036</td>
<td>80.49</td>
<td>0.353</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.8</td>
<td>1.034</td>
<td>80.43</td>
<td>0.369</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.4</td>
<td>1.032</td>
<td>80.38</td>
<td>0.381</td>
</tr>
</tbody>
</table>
Figure 3. Free chlorine decay curves in seawater with different TOC and initial chlorine concentration. Each line represents the predicted concentration of chlorine under a given condition. (a) Artificial seawater solution with 1 mg L\(^{-1}\) of TOC; (b) artificial seawater solution with 2 mg L\(^{-1}\) of TOC; (c) artificial seawater solution with 3 mg L\(^{-1}\) of TOC; (d) West Sea water (1.3 mg L\(^{-1}\) of TOC).

Notably, both reaction rate constants were more affected by TOC levels than by initial chlorine concentration. Moreover, the fast reaction rate constant varied considerably according to the TOC level of the seawater. We observed an inverse relationship between the initial chlorine concentration and first-order kinetics coefficient as reported by others [22,33]; however, the correlation was not strong compared to that between TOC and \(k\). In other words, the rate constants did not change much depending on \(C_0\), because the exponential part of \(C_0\) in this study was very small. Fortunately, this can be an advantage in determining the rate constants for in-situ electro-chlorination, because there is no “initial concentration” in in-situ electro-chlorination. In the simulation, the electrode served as the mass source for chlorine generation, and the chlorine concentration in each cell (control volume) was calculated by the internal solver of Flow-3D in accordance with the surrounding flow.

The injected chlorine decayed rapidly within one minute and then decayed more gradually, as shown in Figure 3. Although there are some small variations between the predicted and measured data, the model describes the chlorine decay in seawater well. The correlation between the model and experimental data is depicted in Figure 4; the coefficient of determination (R\(^2\)) was 0.919.

For in-situ electro-chlorination, the initial chlorine concentration in the control volume facing the electrode (\(C_s\)) was defined in this study and determined as follows:

\[
C_s = \frac{r_e}{Q}
\]  
(9)

where \(r_e\) is the chlorine-forming rate of an electrode under a given condition (mg min\(^{-1}\)) and \(Q\) is the flow rate (L min\(^{-1}\)). The chlorine-forming rate must be obtained experimentally because it changes according to the material of the electrode, current density, electrode gap, and the presence of electrolytes.
Many studies determined the rate constants using kinetic data from experiments conducted over the course of several hours, sometimes over 100 h [17,18,30]. It is possible to obtain a well-fitted curve by reducing the number of samples taken during the first few minutes before the chlorine concentration stabilizes and focusing on samples drawn after the initial oxidant demand period. However, the retention time of seawater in a cooling system is generally less than 30 min [12]. Thus, the model should be fitted to data collected within an hour to better predict the performance of the cooling system.

3.2. In-Situ Electro-Chlorination Experiment with CFD Simulation

In-situ electro-chlorination tests were conducted to obtain the chlorine-forming rate of RuO$_2$/Ti electrodes under different current conditions. Figure 5 shows free chlorine concentrations under different current conditions. The concentration of free chlorine linearly increased with chlorination time. The expected chlorine-forming rates under 10, 15, 20, and 25 A were 101, 164, 278, and 381 mg min$^{-1}$, respectively. The effective chlorine concentration for biofouling control in power plants is reported to be 0.5–1.5 mg L$^{-1}$ [6,11,12,14]. To meet this minimum chlorine concentration, 25 A was chosen for the electro-chlorination experiment and was expected to result in a chlorine concentration of 0.4–0.6 mg L$^{-1}$ in the end of the pipe after mixing (point 7). Thus, the artificial concentration was 0.64, 0.54, 0.48, and 0.42 mg L$^{-1}$ for the flow rates of 600, 700, 800, and 900 L min$^{-1}$, respectively.

The in-situ electro-chlorination results are shown in Figure 6. The measured chlorine concentration at each sampling point and the calculated concentration obtained via the CFD simulation were compared under different flow rates. In both cases, model calculated values reasonably followed the measured ones. The chlorine concentrations gradually decreased due to the diffusion while the water passed through the first pipe containing sampling ports 1–5. After that, the concentrations remained relatively stable through the second and third pipes (which correspond to sampling ports 6 to 7) because the chlorine became fully mixed with the seawater when it passed through the pipes bent at 180° (circled with a red-dotted line in Figure 7). This phenomenon is more marked in the simulated results due to experimental error. The red-dotted line in Figure 6 represents the desirable concentration. As expected, the chlorine concentrations near the wall remained higher than the artificial concentration prior to ports 6 and 7. This chlorine dispersion is clearly shown in the simulation. Figure 7 shows three types of fluid contours, chlorine concentration (Figure 7a,b), velocity magnitude (Figure 7c), and pressure (Figure 7d). As shown in Figure 7a,b, the generated chlorine flowed along the pipe and gradually
diffused through seawater. Thus, chlorine concentrations can vary throughout the length of the pipe, as is further discussed in Section 3.3.

![Graph](image-url)

**Figure 5.** Free chlorine concentrations in West Sea water under different current conditions in an in-situ electro-chlorination system.

![Graph](image-url)

**Figure 6.** Free chlorine distribution along the sampling ports under different flow rates. Each dot represents experimental data, and each point on the black line is the expected chlorine concentration obtained from computational fluid dynamics (CFD) simulation with a parallel first-order decay model. The red-dotted line is the desirable concentration at the given flow rate: (a) 600 L min$^{-1}$ of flow rate, (b) 700 L min$^{-1}$ of flow rate, (c) 800 L min$^{-1}$ of flow rate, (d) 900 L min$^{-1}$ of flow rate.

The experiment and simulation results, including error, are summarized in Table 2. No significant difference was found in either case both with and without the decay kinetics because the elapsed time was too short for such differences to manifest (3–6 s was required for chlorine from the electrodes to reach sampling port 7). Thus, little chlorine decay was observed while the water passed through the pipe. However, if the pipeline is extended to 100 m, the expected chlorine concentrations with and
without the decay kinetics are estimated to be 0.22 and 0.45 mg L\(^{-1}\), respectively. Therefore, the decay kinetics must be considered.

**Figure 7.** Fluid contour images from CFD simulation of the electro-chlorination experiment. Inlet flow rate is 800 L min\(^{-1}\). Outlet pressure was set to 10.8 kPa. (a) Chlorine concentration; (b) expanded view of electrode side in image (a); (c) velocity magnitude; (d) pressure.

The experiment and simulation results, including error, are summarized in Table 2. No significant difference was found in either case both with and without the decay kinetics because the elapsed time was too short for such differences to manifest (3–6 s was required for chlorine from the electrodes to reach sampling port 7). Thus, little chlorine decay was observed while the water passed through the pipe. However, if the pipeline is extended to 100 m, the expected chlorine concentrations...
The average error between the simulated and experimental results varied from 5% to 15%. Considering that the simulation results are expressed as time-averaged values, inevitably there would be some error between the real and simulated values. Furthermore, the Reynolds number obtained from our experiment ranged from 12,700 to 13,000 depending on the flow rate, indicating strong turbulence. However, the simulation results fit the experiment data well even under intensively turbulent conditions.

Table 2. Free chlorine concentrations in the electro-chlorination experiment.

<table>
<thead>
<tr>
<th>Flow Rate</th>
<th>Chlorine Concentration (mg L(^{-1}))</th>
<th>Sampling Ports</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experiment</td>
<td>1 2 3 4 5 6 7</td>
<td>Avg.</td>
</tr>
<tr>
<td>600 L min(^{-1})</td>
<td>1.32 1.11 0.99 0.94 0.86 No data 0.50</td>
<td></td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Simulation with decay kinetics</td>
<td>1.37 1.09 0.93 0.83 0.75</td>
<td>0.60 0.58</td>
</tr>
<tr>
<td></td>
<td>Simulation without decay kinetics</td>
<td>1.37 1.10 0.94 0.84 0.77</td>
<td>0.63 0.63</td>
</tr>
<tr>
<td></td>
<td>Error with decay kinetics (%)</td>
<td>4 1 6 12 13 -</td>
<td>16 9</td>
</tr>
<tr>
<td></td>
<td>Error without decay kinetics (%)</td>
<td>4 0 5 11 11 -</td>
<td>26 9</td>
</tr>
<tr>
<td>700 L min(^{-1})</td>
<td>1.26 0.94 0.82 0.65 0.71 0.57 0.49</td>
<td></td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>Simulation with decay kinetics</td>
<td>1.17 0.95 0.81 0.72 0.66</td>
<td>0.52 0.50</td>
</tr>
<tr>
<td></td>
<td>Simulation without decay kinetics</td>
<td>1.18 0.96 0.82 0.73 0.67</td>
<td>0.54 0.54</td>
</tr>
<tr>
<td></td>
<td>Error with decay kinetics (%)</td>
<td>7 1 0 11 7 9 2</td>
<td>2 5</td>
</tr>
<tr>
<td></td>
<td>Error without decay kinetics (%)</td>
<td>6 2 1 13 5 4</td>
<td>10 6</td>
</tr>
<tr>
<td>800 L min(^{-1})</td>
<td>1.29 0.88 0.67 0.85 0.62 0.55 0.36</td>
<td></td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>Simulation with decay kinetics</td>
<td>1.01 0.84 0.72 0.64 0.58</td>
<td>0.45 0.44</td>
</tr>
<tr>
<td></td>
<td>Simulation without decay kinetics</td>
<td>1.02 0.85 0.72 0.65 0.59</td>
<td>0.47 0.47</td>
</tr>
<tr>
<td></td>
<td>Error with decay kinetics (%)</td>
<td>21 5 7 25 6 18 23</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Error without decay kinetics (%)</td>
<td>21 4 8 24 5 14</td>
<td>31 15</td>
</tr>
<tr>
<td>900 L min(^{-1})</td>
<td>0.78 0.76 0.56 0.52 0.53 0.37 0.51</td>
<td></td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>Simulation with decay kinetics</td>
<td>0.89 0.71 0.60 0.53 0.49</td>
<td>0.41 0.40</td>
</tr>
<tr>
<td></td>
<td>Simulation without decay kinetics</td>
<td>0.89 0.71 0.60 0.54 0.50</td>
<td>0.42 0.42</td>
</tr>
<tr>
<td></td>
<td>Error with decay kinetics (%)</td>
<td>13 7 7 2 8 11 22</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Error without decay kinetics (%)</td>
<td>14 6 8 4 7 15 17</td>
<td>10</td>
</tr>
</tbody>
</table>

3.3. Estimated Chlorine Profile of the Full-Scale Cooling System Installed with In-Situ Electro-Chlorine Generator

To evaluate the chlorine dynamics along a full-scale cooling system with in-situ electro-chlorine generator, the simulation was performed based on the cooling system of a full-scale power plant in Korea (a pressurized-water reactor 1400 MW nuclear power plant). The simulated result for the full-scale cooling system is shown in Figure 8.

Two different cathode positions were simulated. In both cases, the generated chlorine did not mix well. Even though Reynolds number was over one million, chlorine flowed along the inner wall of the pipe. This is because concentrations were calculated as time-averaged values. In addition, the simulation domain of Figure 8 was not long enough to display the ultimate state of the chlorine diffusion.

Figure 9 presents a comparison of the estimated chlorine demands of in-situ electro-chlorination and direct chlorine injection in a full-scale application. For this estimation, the following conditions were considered:

1. A straight cooling-water pipeline with a 2 m diameter and 1 km length (no elevation).
2. The residual concentration of chlorine was set to 0.5 mg L\(^{-1}\) in the pipeline.
3. The chlorine decay kinetics was applied in both cases.

For the case of direct chlorine injection, it was assumed the chlorine is uniformly distributed when injected into the pipeline due to a limitation on defining chlorine injection method. For in-situ electro-chlorination, a series of electrodes were assumed. The chlorine concentration was estimated based on the simulated results of the first 10 m because of the cost limitations associated with a full-scale
simulation. Figure 9a compares the chlorine concentration along the surface of the pipe between the cases of in-situ electro-chlorination and direct chlorine injection. After passing through the first 50 m of pipe, the chlorine concentration of the in-situ case was reduced to 0.5 mg L\(^{-1}\) mainly due to diffusion. As a result, the second electrode should be installed at 50 m apart within such a system. On the other hand, the chlorine concentration of the direct injection case in which water mixed well with chlorine was stable around 0.65 mg L\(^{-1}\), which was expected to be lower than 0.5 mg L\(^{-1}\) at the end of the pipe due to chlorine decay. Figure 9b presents the relative chlorine demands of each case. It was estimated that in-situ electro-chlorination would demand only 1/3 of chlorine dose that is required by the direct chlorine injection, even though in-situ electro-chlorination could generate higher chlorine concentrations along the surface of the pipes (exceeding 0.5 mg L\(^{-1}\)) (Figure 9a).

**Figure 8.** Chlorine concentration contour in the simulation of full-scale in-situ electro-chlorination with different cathode positions. The pipe diameter is 2 m and the flow rate is 14 m\(^3\) s\(^{-1}\). The figure shows 10 m of the pipeline. (a) The simulation result when the cathode is placed on the surface of the pipe wall. (b) The simulation result when the cathode is placed on the inside of the pipe with 100 mm of distance from the pipe wall.

**Figure 9.** Comparison of in-situ electro-chlorination and direct chlorine injection in full-scale applications. (a) Estimated chlorine concentrations along the pipe surface. (b) Relative chlorine demands.

While the simulation provides insight into the feasibility of in-situ chlorination for practical applications, this estimation does not consider pipe curvature, fluid elevation, or any other structures that might be placed in the fluid path. Real chlorine demands can vary depending on the conditions in individual power plants.
The cooling pipes of power plants are often large both in diameter and length, so they can carry a large volume of water [37]. Nevertheless, the biofouling induced by marine organisms is more common near the intaking region [38]. Therefore, intensive chlorination is often practiced at the intaking region. The main disadvantages of this practice are consumption of large amounts of chlorine so as to increase chlorine concentration of whole cooling water and difficulty in controlling chlorine levels at the end of cooling systems. On the other hand, in-situ electro-chlorination can produce chlorine along the pipe wall to save chlorine dose. In fact, the direct chlorine injection often uses electrolysis to produce chlorine on site, therefore, the operational costs of both methods can be compared with the amount of chlorine produced. Reported operational expenditure (OPEX) of on-site electro-chlorination is approximately 1,400,000 USD per year in the case of 18 m$^3$s$^{-1}$ of cooling water flow [39]. In that case, approximately 424,000 USD per year could be saved. As shown in Figure 9, several electrodes can be installed at a certain distance along a pipeline. Since chlorine is generated in-situ via electrochemical process, a control scheme (e.g., the one based on an oxidation-reduction potential (ORP) sensor [40]) can be easily implemented [41]; this will be a future study.

4. Conclusions

A parallel first-order kinetics model was applied to simulate chlorine dynamics along a pilot-scale cooling system with in-situ electro-chlorination. Firstly, TOC-based rate constants were obtained by applying the chlorine decay model for the experimental data from batch experiments. The fitted model could well predict the data (R$^2$ of 0.919). Then the kinetics parameters were input to the decay model incorporated in a CFD code made for a pilot-scale in-situ electro-chlorination system. Incremental differences in chlorine concentrations near the pipe wall of the cooling system were found both in the simulation and in the pilot-scale experiment with less than 15% error. Higher chlorine concentrations were maintained along the surface of the pipeline within a certain distance from the electrodes, eventually reducing the chlorine demand of the system. A full-scale simulation with kinetics model suggested that the chlorine demand by the electrochemical chlorination for cooling systems would be only 1/3 of that by the direct chlorine injection system. Thus, if electrodes are well-configured and carefully controlled via modeling, like the case of this study, or sensors, a more cost-effective and environmentally friendly in-situ electro-chlorination could be achieved for power plants in coastal area.

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3417/10/13/4455/s1, Figure S1: The sensitivity test result of each parameter, Table S1: Simulation set-up information.
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