An Enhanced pix2pix Dehazing Network with Guided Filter Layer
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Abstract: In this paper, we propose an enhanced pix2pix dehazing network, which generates clear images without relying on a physical scattering model. This network is a generative adversarial network (GAN) which combines multiple guided filter layers. First, the input of hazy images is smoothed to obtain high-frequency features according to different smoothing kernels of the guided filter layer. Then, these features are embedded in higher dimensions of the network and connected with the output of the generator’s encoder. Finally, Visual Geometry Group (VGG) features are introduced to serve as a loss function to improve the quality of the texture information restoration and generate better hazy-free images. We conduct experiments on NYU-Depth, I-HAZE and O-HAZE datasets. The enhanced pix2pix dehazing network we propose produces increases of 1.22 dB in the Peak Signal-to-Noise Ratio (PSNR) and 0.01 in the Structural Similarity Index Metric (SSIM) compared with a second successful comparison method using the indoor test dataset. Extensive experiments demonstrate that the proposed method has good performance for image dehazing.
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1. Introduction

Haze has become a traditional climate phenomenon [1], and is one of the factors that early warning weather forecasting takes into account. This phenomenon makes it difficult to acquire data by means of computer vision equipment, as haze results in color distortion, blurring and reduction in the contrast of image data acquired by this equipment. Thus, haze affects the wider application of a visual system [2].

Many algorithms exist in the field of image dehazing. The most successful methods are based on an atmospheric scattering model [3], which can be expressed as:

\[ I(x) = J(x) + (A - J(x))(1 - t(x)) \]  

where \( x \) represents the pixel location, \( I(x) \) represents the observed hazy image, \( J(x) \) is the clear image, \( A \) is the global atmospheric light called the airlight [3,4] and \( t(x) \) represents the transmission map. According to this model, obtaining a clear image relies on estimation of the atmospheric light and the transmission map. Many previously attempted methods are based on prior information, such as dark channel prior (DCP) [4], which uses dark channel features to estimate transmission maps. These methods, based on prior information, achieve good results, but the acquisition of prior information in practical applications is affected by certain factors that present variable characteristics, making it impossible to accurately estimate the transmission map and resulting in unclear current predictions of haze-free images, as shown in Figure 1. Since 2006, many methods of image dehazing using convolutional neural networks have been employed. Many of these are based on the atmospheric scattering model.
Therefore, the quality and effectiveness of these methods depend to a large extent on the estimation of the atmospheric light value and the transmission map.

![Figure 1](image.png)  
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**Figure 1.** Image dehazing examples with and without prior information. (a) Input hazy image; (b) dark channel prior (DCP); (c) ours; (d) ground truth.

To eliminate the influence of the inherent physical model on the dehazing image, some methods use a deep neural network, such as Deep Residual Learning (DRL) [5], to directly learn mapping from a hazy image to produce a haze-free image. DRL [5] uses Residual Network (ResNet), which consists of 13 layers, to learn mapping. With the successful application of an image-style transfer based on a generative adversarial network (GAN) [6], we can liken the process from a hazy to haze-free image to the transition between two styles of images. However, the image-style transfer method cannot be directly applied to image dehazing because the haze concentration at different pixels of the image and at different scene depths is not uniformly distributed. Also, a halo-like [7] effect and detail loss cannot be avoided in most dehazing methods.

Considering that many image preprocessing techniques are effectively applied to image dehazing, such as digital filtering methods, time-scale or time-frequency multidimensional signal decomposition and reconstruction methods, a modified dehazing model using Wiener’s adaptive filter was proposed in [8], and a multiplicative noise removal method based on sparse analysis model with enhanced regularization was proposed in [9]. Thus, we here use a method to introduce a guided filter into the network and use a guided filter layer to construct a residual channel filter to retain the edge and details of the hazy image to a maximum extent. In this way, the filter effectively helps the generator suppress the halo-like effect produced by the dehazing process.

In this paper, we propose a pix2pix dehazing network combined with a residual guided filter layer. This network includes three parts, the generator, the discriminator and the residual channel guided filter. We enhanced the network by adding a measure of perceptual loss and reducing the size of the pix2pix network to be suitable for dehazing. To reduce the halo-like effect, we design a filter to obtain the contour information of the hazy image, which is then combined with the enhanced pix2pix network.
Our method contributes the following:

1. We propose an enhanced pix2pix network for dehazing based on perceptual loss;
2. We design a residual guided filter that effectively obtains the contour information of a hazy image and combine it with the enhanced pix2pix network;
3. We provide a pipeline to map the contour information to higher-dimensional features, which aims to protect global detail feature information from local features.

2. Related Work

2.1. Single Image Dehazing

Most of the existing single image dehazing methods are based on the atmospheric scattering model. The most commonly used estimation methods can be roughly divided into two categories, namely, a priori information-based methods and learning-based methods.

A priori-based dehazing: He et al. [4] observed haze-free images and found that there was always a channel in each image phase with a low gray value that approached 0, therefore, they proposed a dark-channel a priori knowledge method. Nishino et al. [10] converted the regularization of the atmospheric scattering model into the problem of maximum posterior probability and then regularized the probability model to obtain image depth and the transmission map. In [11], Zhu et al. restored the depth information using color attenuation a priori information. In [12], the inherent boundary constraint of the transfer function was used in the estimation process, which is called context regularization. In nonlocal image dehazing as described in [13], which is based on a priori knowledge, the number of different colors in a haze-free image is much lower than the number of pixels in the image. All of these methods use some prior knowledge to estimate $A$ and $t$ in the atmospheric scattering model of Equation (1), so the final effect of the dehazing depends on the accuracy of the estimations of $A$ and $t$ based on a priori knowledge. In this way, physical models that are more in-line with reality have great potential in cases involving heavy haze, but generally require more time to accomplish dehazing.

Learning-based dehazing: Inspired by the successful application of deep learning technology in image-style transfer, super resolution and image denoising, increasing numbers of researchers proposed new learning-based algorithms to solve the problem of image dehazing. In [14], Ren et al. used a multi-scale convolution neural network (CNN) to estimate the transmission map. Cai et al. [15] proposed an end-to-end dehazing model based on CNN called DehazeNet, alongside a nonlinear activation function called bilateral rectified linear unit (BReLU). Li et al. [16] proposed unification of $A$ and $t$ through a $K(x)$ estimation module and then completed the reconstruction of clear images based on $K(x)$. In [17], a method of haze image restoration based on a threshold fusion network was proposed, consisting of an encoding and a decoding network. By means of significant training, these methods can directly estimate $A$ and $t$ without a priori information.

2.2. GANs

GANs began to progress rapidly in recent years. The generator and discriminator game idea is conducive to the recovery of a clearer image. In particular, Li et al. [18], inspired by ResNet [19] and U-Net [20], introduced long and short skip connections in the symmetrical layer. Instead of simply connecting all channels in the symmetrical layer, they adopted the summation method to obtain more useful information. In [21], Engin et al. enhanced the CycleGAN formulation by combining cycle consistency and perceptual loss information to improve the quality of textural information recovery and generate visually better, haze-free images. In [22], Du et al. proposed the use of a deep residual network to learn a nonlinear mapping process between hazy and haze-free images, adding a postprocessing module using a guided filter to solve the possible halo-like effect. Zhang et al. [23] proposed a new end-to-end single image dehazing method, which simultaneously learned the transmission map, atmospheric light and dehazing processes. The combination of GAN and image dehazing is still in
its early stages, therefore, few methods are successful if used independently; the physical scattering model and its networks are still required.

3. Proposed Method

3.1. Pix2pix Dehazing Network with Guided Filter Layer

As shown in Figure 2, our network consisted of 3 modules. The first part was a color image decomposition module used to extract the contour information required. The second part was a generator that conducted the image restoration, and the last part was the discriminator.

![Image of network architecture](image-url)

**Figure 2.** The architecture of the entire network.

3.1.1. Transfer and Guide Module

In the input hazy image, due to the presence of haze, the recovery of contour information was affected during the entire process of image restoration, often causing a halo-like phenomenon. Therefore, we designed a transfer module to obtain the background of the hazy image, then used the background, as shown in Figure 3, to guide the training of the guide filter layer. We obtained the reference image (called the residual image) by subtracting the minimum channel value from the maximum channel value of each point in the RGB (Red Green Blue) image.

Inspired by [24], we created a separable CNN layer as shown in Figure 4 that could be distinguished during training. Also, we obtained a hazy image with high resolution \(I_H\) and downsampled it to obtain a hazy image of low resolution \(I_L\). Next, we produced a guided image \(I_R\) with our transferring operator. Finally, we fed the three images into the guided filtering layer to obtain the high-frequency component.

The principle of the guided filtering layer is as follows:

\[
I^*_R = a^k_L I_L + b^k_L, i \in w_k \tag{2}
\]

\[
O_L = a_H \ast I_H + b_H \tag{3}
\]

where \(i\) is the pixel position. Suppose that in the filtering window \(w_k\) with a radius of \(r\) (\(k\) is the label of the window), there is a linear relationship shown in Equation (2). \(a_H\) and \(b_H\) are obtained by upsampling \(a_L\) and \(b_L\). These parameters are obtained by training the guided filtering layer [24]. Specifically, first send \(I_L\) into the convolutional layer, then send its output and \(I_R\) into the mean filter.
and local linear model (Equation (2)), and get the \(a_L\) and \(b_L\) by minimizing the loss of input and output. Therefore, two parameters need to be set before training, i.e., the radius \(r\) of the mean filter window (smoothing kernel) and the regularization coefficient \(\epsilon\). Finally, the low-frequency component \(O_L\) is output by Equation (3). Specifically, we first smoothed the image. Starting with input \((I_H, I_L, I_R)\), the smoothed image was the low-frequency component \(O_L\), and we obtained the high-frequency component \(O_H\) by means of the following subtraction: \(O_H = I_H - O_L\).

**Figure 3.** Intermediate results of the decomposition process.

**Figure 4.** Intermediate results of the decomposition process.
The most important thing in this module is that we used the residual image [25] as the guide image to guide the filter in our low-pass smoothing process. Such guided filtering resulted in a small amount of high-frequency information in the low-frequency components. Therefore, only the contour information of the background was included in the high frequency information, which greatly facilitated our subsequent restoration of the contour details.

In order to obtain more details of the contour, as shown in Figure 2, we took some columns of smoothing kernels. In particular, by guiding the filter layer, we connected all the high-frequency components and mapped them to higher dimensions through a feature-mapping channel, providing feature information for subsequent image reconstruction.

The high-frequency components were obtained by setting different smoothing kernels and regularization coefficients, as shown in Figure 5. The main influence on the results was the smoothing kernel. The larger the kernel, the more textures and details it captured, while the regularization coefficient was mainly used to prevent parameters from getting too large. Different smoothing kernels could help us capture more details and may solve the problem regarding the haze concentration, which often changes significantly in different regions of the hazy image.

![Figure 5. Frequency components after different filtering parameters.](image)

3.1.2. Generator

Generators are used to generate clear images by retaining the structure and details of the image and eliminating the haze. We adopted the symmetrical encoding and decoding structure of “U-net” [20] and “ResNet” [19]. The encoder was composed of convolutional layers and performed downsampling operations, and the features were mapped to the corresponding layer in the decoding process. The decoder consisted of a convolutional layer and a nonlinear spatial transmission and performed an upsampling operation. In addition, we connected the contour information obtained by the decomposition guidance module with the highest layer of the encoder after implementing the mapping channel, which effectively prevented the global contour information from being affected by the local feature information in the downsampling process, yielding more complete and clear contour features.
3.1.3. Discriminator

The discriminator accepts the output of the generator and determines whether the generated image is a real and clear image. Similar to [26], we designed a neural network, the basic operations of which were convolution, batch normalization and Leaky Rectified Linear Unit (LeakyReLU) activation.

3.2. Enhanced Loss Function with Perceptual Loss

The generator introduces three losses, as shown by Equation (4). Namely, $L_{adv}$ is the adversarial loss, $L_{pixel}$ is the pixel loss, $L_{perceptual}$ is the perceptual loss and $\mu$ is the weight of the perceptual loss.

$$L_{all} = L_{adv} + L_{pix} + \mu L_{perceptual}$$  \hspace{1cm} (4)

where $L_{adv}$ adopts the adversarial loss of GAN, as in Equation (5). Here, $x$ is the input hazy image, $P_{data}(x)$ is the dataset of $x$, $G$ is the generator and $D$ is the discriminator:

$$L_{adv} = E_{x \in P_{data}(x)} \log(1-D(G(x)))$$  \hspace{1cm} (5)

The pixel loss was originally used to compute paired image-to-image transfer tasks, but now it is used to compute the L1-Norm between a generated image and a really clear image (ground truth):

$$L_{pix} = -E_{x \in P_{data}(x), y \in P_{data}(y)} [\| y - G(x) \|_1]$$  \hspace{1cm} (6)

where $y$ is the ground truth and $P_{data}(y)$ is the dataset of $y$. However, this only computes the loss of a style transfer between the generated image and the really clear image, which is not sufficient to restore all texture information, because most of the hazy images are very blurred. Therefore, we added a perceptual loss function to maintain the original image structure by extracting high-level and low-level feature information from the second and fifth pool layers of the Visual Geometry Group 16 (VGG16) [27] architecture. The expression of the perceptual loss function is as follows:

$$L_{perceptual}(\hat{y}, y) = \frac{1}{C_i H_i W_i} \| \phi_i(\hat{y}) - \phi_i(y) \|^2_2$$

$$= \frac{1}{C_2 H_2 W_2} \| \phi_2(\hat{y}) - \phi_2(y) \|^2_2 + \frac{1}{C_5 H_5 W_5} \| \phi_5(\hat{y}) - \phi_5(y) \|^2_2$$  \hspace{1cm} (7)

where $(\hat{y}, y)$ is a pair of the generated images and the really clear image, $i$ represents the $i$th layer of VGG16 [27], $\phi_i(\hat{y})$ and $\phi_i(y)$ are the feature maps of layer $i$ of VGG16 induced by the network output and the really clear image and $C_i H_i W_i$ is the size of the feature map in the $i$th layer. In this way, we can compare the image in the feature space instead of the image in the pixel space and use the generated image and the really clear image to reconstruct the features in the two spaces for comparison to maintain a higher definition of the image that is similar to the really clear image.

3.3. Training

Training of the GAN module. After the Transfer and Guided modules, we obtained the 10 high-frequency components and concatenated them. Then, according to Algorithm 1, we resized our training data before feeding it into the network and ran the network with 1449 pairs from the training dataset. In each iteration, the high-frequency components ($G^M$) obtained from the guided filter and the encoder output ($X^E$) were concatenated and sent ($X^{combination}$) to the decoder to get the output of the generator. Finally, the generator and discriminator were updated separately.

In order to make the GAN module learn the nonlinear mapping from the hazy image and create a clear image, we recursively feed the output back to the generator once.
Algorithm 1 GAN module training

Input:
- $n_b \leftarrow$ the batch size;
- $n \leftarrow$ epochs of training;
- $\lambda \leftarrow$ the hyper-parameter;

Sample hazy examples $X = \{X^{(1)}, \ldots, X^{(n_b)}\}$
Sample clear examples $Y = \{Y^{(1)}, \ldots, Y^{(n_b)}\}$
Resize($X$, $[256, 256]$)
Resize($Y$, $[256, 256]$)

for epoch = 0; epoch < epochs do
  Guided map $G^M = \text{Residual\_Guided\_Filter}(X)$
  Encode $X \rightarrow X^E$
  Concat $X^E, G^M \rightarrow X^\text{combination}$
  Decode $X^\text{combination} \rightarrow \hat{Y}$, the output of generator($G$)
  Update generator($G$) by descending the gradient of Equation (2)
  Update discriminator($D$) by descending the gradient of the sum of $\text{MSE}(D(Y, X), 1)$ and $\text{MSE}(D(\hat{Y}, X), 0)$

4. Experiments and Results

Here, we validate our method using synthetic datasets and real datasets and compare our proposed method with five state-of-the-art methods: DCP [3], DehazeNet [15], AOD-Net [16], cGAN [28] and DCPDN [23]. In addition, ablation studies are carried out to prove the effectiveness of our method.

4.1. Experimental Settings

**Dataset.** We used the Nyu-depth v2 dataset [29] as our training images. Nyu-depth V2 dataset consists of 1449 pairs of indoor color images with dense markers of ground truth depth information, with sizes of $640 \times 480$. For each image in the training set, we extract $40 \times 40$ patches with a stride number of 30, resulting in 466,435 training patches generated in total.

We used three test sets, namely, O-HAZE [30], I-HAZE [31] and SOTS (Synthesis Object Testing Set). I-HAZE and O-HAZE contain 35 and 45 pairs of images consisting of hazy images and clear images (ground truth), where the smoke is produced by a professional haze-generation machine, and SOTS belongs to RESIDE [32], a synthetic outdoor dataset, setting the atmospheric light a of each channel between $[0.7, 1.0]$, and uniformly randomly selecting the beta between $[0.6, 1.8]$.

**Training details.** We adopted the ADAM optimizer with a batch size of 1. The learning rate was set to 0.0002 and the exponential decay rates were $(\beta_1, \beta_2) = (0.5, 0.999)$. We took $\mu$ as 0.001. We implemented our method with PyTorch framework and nvidia 1080 Ti GPU on the ubuntu 16.04 system and used the PyCharm software.

**The guided filtering layer.** The smoothing filter radii were set to $\{2, 4, 8, 16, 32\}$, and the regularization coefficients were set to $\{0.001, 0.0001\}$.

4.2. Quality Measures

We used two evaluation indicators to evaluate our method, including the Peak Signal-to-Noise Ratio (PSNR) and the Structural Similarity Index Metric (SSIM). These are common indicators for image quality evaluation. PSNR is generally used for engineering projects between maximum signal and background noise. It is based on the error between the corresponding pixels, expressed as:

$$\text{PSNR} = 10 \times \log_{10} \left\{ \frac{L^2}{\text{MSE}} \right\}$$

(8)
\[
MSE = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} (y(i,j) - x(i,j))^2
\]

where \(x\) represents the generated image, \(y\) represents the really clear image and the image size is \(m \times n\). MSE represents the mean square error between \(x\) and \(y\) and \(L\) is the dynamic range of the pixel values. The higher the PSNR value, the better the generated image. SSIM is used to evaluate the similarity of two images by using the mean value as the brightness estimation, the standard deviation as the contrast estimation and the covariance as the structure similarity measurement. The SSIM expressed as:

\[
SSIM(x, y) = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{\left(\mu_x^2 + \mu_y^2 + c_1\right)\left(\sigma_x^2 + \sigma_y^2 + c_2\right)}
\]

where \(\mu_x\) and \(\mu_y\) are the averages of \(x\) and \(y\), \(\sigma_x^2\) and \(\sigma_y^2\) are the variances of \(x\) and \(y\), \(\sigma_{xy}\) is the covariance of \(x\) and \(y\), \(c_1 = (k_1L)^2\) and \(c_2 = (k_2L)^2\) are the constants used to maintain stability and \(k_1 = 0.01\) and \(k_2 = 0.03\) are the default values. The value range of SSIM is 0 to 1. The closer the SSIM value is to 1, the more similar the two images are.

4.3. Comparisons with State-Of-Art Methods

Results of the synthesis dataset. We recorded the results of our method and other advanced methods using the SOTS [32] test set, as shown in Table 1.

Table 1. Average Peak Signal-to-Noise ratio (PSNR) and Structural Similarity Index Metric (SSIM) results on SOTS (Synthesis Object Testing Set). (red font indicates the highest value, followed by blue font).

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>SSIM</th>
<th>DCP</th>
<th>DehazeNet</th>
<th>AOD-Net</th>
<th>cGAN</th>
<th>DCPDN</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indoor</td>
<td>18.05</td>
<td>0.817</td>
<td>22.36</td>
<td>19.78</td>
<td>21.02</td>
<td>18.22</td>
<td>23.58</td>
<td></td>
</tr>
<tr>
<td>Outdoor</td>
<td>18.74</td>
<td>0.823</td>
<td>22.57</td>
<td>21.12</td>
<td>20.35</td>
<td>19.95</td>
<td>23.06</td>
<td></td>
</tr>
</tbody>
</table>

For the synthesis dataset of SOTS [32], our network achieved a good performance with respect to both the PSNR and the SSIM. Table 1 demonstrates that our method performed best using the indoor dataset of SOTS, and produced increases of 1.22 dB in the PSNR and 0.01 in the SSIM compared with the second most successful method.

For the outdoor dataset of SOTS, our method achieved the best performance in terms of PSNR and ranked second in terms of SSIM compared with other methods.

In Figure 6, we show three examples of SOTS [32]. All of the methods were shown to be effective on this dataset, but DCP [3] rendered recovered images that were too heavy in color and also generated artifacts in the images, which led to blurriness. AOD-Net [16] brought out deep color, and DehazeNet [15] gave the images high contrast.

O-HAZE and I-HAZE use hazy images generated by a professional haze generating machine. Table 2 shows the results of the average of the PSNR and SSIM values, and we display some sample results in Figure 6.
4.3. Comparisons with State-of-Art Methods

Results of the synthesis dataset. We recorded the results of our method and other advanced methods using the SOTS [32] test set, as shown in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>DCP</th>
<th>DehazeNet</th>
<th>AOD-Net</th>
<th>cGAN</th>
<th>DCPDN</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indoor PSNR</td>
<td>18.05</td>
<td>22.36</td>
<td>19.78</td>
<td>21.02</td>
<td>18.22</td>
<td>23.58</td>
</tr>
<tr>
<td>Outdoor PSNR</td>
<td>18.74</td>
<td>22.57</td>
<td>21.12</td>
<td>20.35</td>
<td>19.95</td>
<td>23.06</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.817</td>
<td>0.844</td>
<td>0.887</td>
<td>0.839</td>
<td>0.815</td>
<td>0.897</td>
</tr>
</tbody>
</table>


For the synthesis dataset of SOTS [32], our network achieved a good performance with respect to both the PSNR and the SSIM. Table 1 demonstrates that our method performed best using the indoor dataset of SOTS, and produced increases of 1.22 dB in the PSNR and 0.01 in the SSIM compared with the second most successful method.

For the outdoor dataset of SOTS, our method achieved the best performance in terms of PSNR and ranked second in terms of SSIM compared with other methods.

In Figure 6, we show three examples of SOTS [32]. All of the methods were shown to be effective on this dataset, but DCP [3] rendered recovered images that were too heavy in color and also generated artifacts in the images, which led to blurriness. AOD-Net [16] brought out deep color, and DehazeNet [15] gave the images high contrast.

Table 2. Average PSNR and SSIM results of O-HAZE and I-HAZE. (red font indicates the highest value, followed by blue font).

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>O-HAZE [28]</td>
<td>13.53</td>
<td>0.639</td>
</tr>
<tr>
<td>I-HAZE [29]</td>
<td>14.24</td>
<td>0.761</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>DCP</th>
<th>DehazeNet</th>
<th>AOD-Net</th>
<th>cGAN</th>
<th>DCPDN</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>O-HAZE [28]</td>
<td>16.93</td>
<td>0.674</td>
<td>0.636</td>
<td>0.635</td>
<td>0.611</td>
<td>0.679</td>
</tr>
<tr>
<td>I-HAZE [29]</td>
<td>16.70</td>
<td>0.787</td>
<td>0.840</td>
<td>0.803</td>
<td>0.837</td>
<td>0.827</td>
</tr>
</tbody>
</table>

Results using real-world images. The visual comparison results of the images obtained by these methods using real hazy images can be seen in Figure 7. Several observations can be made: (1) Our method effectively removes the haze of real haze images, even during training on a synthetic dataset, thereby proving the robustness of the method; (2) DCP [4] causes color distortion in the sky area, but our method does not have this problem, instead eliminating the negative effects caused by DCP [4]; and (3) DehazeNet [15] and AOD-Net [16] are poor dehazing methods, whereas DCPDN [23] and cGAN [28] cannot effectively eliminate haze in images with dense fog. The method we propose demonstrates better visual effects.

As shown in Figure 7, DCP cannot properly handle the area of sky in the hazy image, therefore, it is likely to generate artifacts during the dehazing progress, as seen in the 1st, 2nd and 4th images in Figure 7. Also, heavy artifacts exist around the ground in the 7th image in Figure 7. DehazeNet [15] blurs the background in some images, such as in the 3rd, 4th and 6th images in Figure 7. AOD-Net [16] performs well on a synthesis dataset, creating a low brightness image, causing the foreground of these images to fade, as observed in the 7th and 8th images of Figure 7. The colors of the image restored by cGAN and by our method are more distinct than other methods, as shown in Figure 7, but our method is demonstrably better than cGAN in terms of prospective image recovery; our method is more realistic and effective in color and contour restoration.
O-HAZE and I-HAZE use hazy images generated by a professional haze generating machine. Table 2 shows the results of the average of the PSNR and SSIM values, and we display some sample results in Figure 6.

Figure 7. Dehazing results for a real-world dataset.

Results using real-world images. The visual comparison results of the images obtained by these methods using real hazy images can be seen in Figure 7. Several observations can be made: (1) Our method effectively removes the haze of real haze images, even during training on a synthetic dataset, thereby proving the robustness of the method; (2) DCP [4] causes color distortion in the sky area, but
5. Analysis and Discussion

Here, we analyze and discuss the effect of our method with respect to network architectures and loss functions. We also demonstrate the effectiveness of our proposed method in terms of modules and loss functions by means of an ablation study. Finally, we discuss the limitations of our work.

5.1. Ablation Study

To better demonstrate the effectiveness of the architecture of our method, we conducted an ablation study combining three factors, namely, cGAN, the decomposition guided module (DGM) and the pipeline and perceptual loss (PL). We constructed the following variants with different component combinations: (1) cGAN, where only pix2pix [28] was used; (2) cGAN + DGM, where the results of DM and the hazy image were concatenated to be passed on to pix2pix; (3) cGAN + DM + pipeline, where a pipeline extracted the features of the results of the decomposition guided module; and (4) cGAN + DGM + pipeline + PL (ours), which considered additional perceptual loss to train the network.

We implemented ablation experiments on SOTS [32]; these results are given in Table 3. The results demonstrated that the proposed method achieved the best image dehazing performance compared with pix2pix [28]. PSNR and SSIM improved by 2.71 dB and 0.023, respectively.

Table 3. Quantitative evaluation of the effects of different components in the outdoors.

<table>
<thead>
<tr>
<th>Combination</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>cGAN</td>
<td>20.35</td>
<td>0.855</td>
</tr>
<tr>
<td>cGAN + DM</td>
<td>22.03</td>
<td>0.869</td>
</tr>
<tr>
<td>cGAN + DM + pipeline</td>
<td>22.95</td>
<td>0.867</td>
</tr>
<tr>
<td>cGAN + DM + pipeline + PL (ours)</td>
<td><strong>23.06</strong></td>
<td><strong>0.878</strong></td>
</tr>
</tbody>
</table>

5.2. Limitations

The decomposition module of our method was adopted from [24], where we trained a transfer and guided module as an independent CNN layer and our model was trained based on the synthetic dataset. However, the proposed method may not be able to generate clear images, while the dehazing model is not suitable for hazy images. According to our experiments, our model does not work well for hazy night images or for especially hazy images, probably because our decomposition module cannot effectively extract the high-frequency components of background information in hazy night images and particularly hazy images, as shown in Figure 8.

The following images were collected from the China Weather Net. Our method was shown not to work on hazy night images, possibly because our training dataset did not contain hazy night images, so the GAN module could not learn mapping from a hazy image to a clear image. Future work should involve collecting hazy night images and add them to our existing dataset.

Our method draws a clear distinction between the close-range contours and the foreground profile in the particularly hazy image, but cannot recover objects covered by severe haze.

Another limitation of the network is its processing time, which is also a problem with many existing deep learning methods. The processing time of each image using our method is 0.91 s, which does not reach the level of real-time processing, and therefore cannot be applied to software that requires real-time processing.
Figure 8. The results of our method on a hazy night image and on a particularly hazy image.

6. Conclusions

In this paper, we propose a residual image guided cGAN process for single image dehazing which does not rely on estimations of transmission maps or atmospheric light. We regard the problem of image dehazing as a problem of image generation, and directly use convolutional neural network to learn mapping between hazy and clear images. We use the pix2pix network architecture as the infrastructure and decompose the high-frequency components in the residual image of the hazy image through the decomposition module, then combine the results with the output of the encoder to generate a clear image using the decoder. Experimental results show that our method performs well for both synthetic and real-world datasets. However, only natural images are tested; in the future, we will consider improving the method in this article for satellite images.
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