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Abstract: Recent advancements in sensor, mobile computing, and wireless communication technologies is creating new opportunities to effectively exploit real-time traffic data. Onboard vehicles collect, process, simulate traffic states in a distributed fashion and a local transportation management center coordinates the overall simulation with an optimistic execution technique. Such a distributed approach can provide more up-to-date and robust estimates with decreased communication bandwidth requirements and increased computing capacity. This paper proposes an online ad hoc distributed simulation. The physical operating platform for the model including operating system, communication middleware, and traffic simulation model are described. Also, this paper investigates the analytical background of rollback process of the proposed ad hoc distributed simulation model. Flow rate diagram and cumulative number of vehicle diagram show that the overall system simulation speed and estimate accuracy may differ significantly as a function of the selected threshold.
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1. Introduction

Transportation impacts every aspect of daily life. For many decades, efforts to improve transportation have been made to ensure quality of life and higher standards of living. However, use of real-time traffic data into our surface transportation system has not been fully accomplished. Recent advancements in sensor, mobile computing, and wireless communication technologies is creating new opportunities to effectively exploit real-time traffic data. Onboard vehicles collect, process, simulate traffic states in a distributed fashion and a local transportation management center coordinates the overall simulation with an optimistic execution technique. Such a distributed approach can provide more up-to-date and robust estimates with decreased communication bandwidth requirements and increased computing capacity [1].

As roadside and in-vehicle sensors are deployed under the Connected Vehicle and autonomous vehicle environments, an increasing variety of traffic data is becoming available in real-time. This real-time traffic data can be shared through wireless communication and used for other purposes, which creates an opportunity for mobile computing and online traffic simulations [2,3].

However, online traffic simulations require faster than real-time running speed with high simulation resolution, since the purpose of the simulations is to provide immediate future traffic forecast based on real-time traffic data. Simulating at high resolution is often too computationally intensive to process a large-scale network on a single processor in real-time. To mitigate this limitation an online ad hoc distributed simulation with optimistic execution is proposed in this paper.

The goal of this paper is to develop an online ad hoc distributed traffic simulation system based on optimistic execution. It is envisioned that in the proposed distributed traffic simulation framework, each in-vehicle simulation models a small portion of the overall network and provides detailed traffic state information. Traffic simulation and
data processing are performed in a distributed fashion by multiple vehicles. Each in-vehicle simulation is designed to run in real-time and update its estimates when it is necessary. A communication middleware is used for the distributed simulation to perform on multiple platforms. A communication middleware developed based on object-oriented client/server technology as a parallel effort is integrated with traffic simulation. This integration manages the distributed network to synchronize the predictions among logical processes. Space-Time Memory management scheme is implemented into a transportation simulation approach. A local central server receives the traffic states from multiple in-vehicle simulations. Traffic estimates are not guaranteed to be received in time stamp order, since in-vehicles simulations run concurrently. Also, a traffic state can be projected by multiple in-vehicle simulations. A mechanism is needed to coordinate the transmitted data, combine values into a composite value, and save in Space-Time Memory. To handle the data received from all participating vehicles, an optimistic (rollback-based) synchronization protocol is developed. Optimistic execution inspired by Time Warp can mitigate the synchronization problem allowing each logical process to execute asynchronously [4]. This approach provides increased computing capacity with a time-synchronized approach.

This paper will review the previous research regarding vehicular ad hoc network and parallel and distributed simulation technologies associated with vehicular ad hoc network. To run a large simulation with fast speed, parallel and distributed simulation has been used in transportation area. Generally, parallel and distributed simulations are differentiated by the geographical distribution, the composition of the processors used, and the network to interconnect the processors. Also, two popular approaches for the synchronization were discussed; (1) conservative time synchronization and (2) optimistic time synchronization.

In transportation area, previous research efforts to divide a large-scale traffic simulation over different processors can be classified into two approaches; (1) task parallelization and (2) domain decomposition. Most of the research in traffic simulation followed the conservative time synchronization. However, in this conservative time synchronization approach, speed of the entire simulation is dependent on the slowest processor, since all processors need to be synchronized with respect to simulation time. To evaluate the potential of concurrent simulation run by geographically distributed heterogeneous processors, this paper proposes an ad hoc distributed approach based on optimistic time synchronization. In this optimistic time synchronization approach, geographically distributed heterogeneous processors are allowed to run concurrently while obeying Local Causality Constraint (LCC).

2. Literature Review

Parallel and distributed simulation refers to technologies that enable a simulation model to execute on multiple processors [4]. Its benefit includes reduced execution time, larger model scale, and integration with other simulators [5–7]. Parallel and distributed simulations can be distinguished by the geographical distribution, the composition of the processors used, and the network to interconnect the processors. While the processors in a parallel simulation are homogeneous machines and located in close physical proximity, the processors in distributed simulation are often composed of heterogeneous machines that may be geographically distributed (Table 1). For communication between processors, parallel simulation uses customized interconnection switches and distributed simulation uses widely accepted telecommunication standards including LAN (Local Area Network) and WAN (Wide Area Network) [4].

<table>
<thead>
<tr>
<th></th>
<th>Parallel</th>
<th>Distributed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical Extent</td>
<td>Machine room</td>
<td>Single building to global</td>
</tr>
<tr>
<td>Processors</td>
<td>Homogeneous</td>
<td>Often heterogeneous</td>
</tr>
<tr>
<td>Communication Network</td>
<td>Customized switch</td>
<td>Commercial LAN or WAN</td>
</tr>
</tbody>
</table>
When a simulation program is distributed over multiple processors in parallel and distributed simulation, several LPs (logical processes) execute simulations concurrently. In such simulations, time stamp ordered processing is not guaranteed, as in a sequential execution on a single machine. Errors resulting from out-of-order processing are referred to as causality errors. Out-of-order execution must be prevented to ensure the parallel and distributed simulation produces the same results as a sequential execution. To avoid causality errors, synchronization algorithms are required which refer to the coordination of simulation processes in a time stamp order to complete a task. Under the synchronization algorithms, LPs execute simulations while obeying a rule known as Local Causality Constraint (LCC). Two different synchronization approaches have been proposed to satisfy the local causality constraint, conservative execution, and optimistic execution [4–12]. LPs in conservative synchronization protocols strictly avoid violating LCC. Each LP only advances when it is safe to proceed after satisfying LCC. However, optimistic algorithms assume “optimistically” that there are no causality errors and allow LPs to process asynchronously. LCC violation can occur, since optimistic execution does not determine when it is safe to proceed for each LP. Instead, when a causality error is detected, a mechanism to recover is provided in the optimistic approach. Once a causality error is detected simulation states prior to the causal violation are recalled and the simulation is executed forward from that state, with the LCC violation corrected.

The operation of recovering a previous state is known as a rollback and this recovering process requires state-saving and anti-message. State-saving stores state variables values prior to an event computation. Two widely used techniques for state-saving are Copy state-saving and Incremental state-saving. Copy state-saving creates an entire copy of the modifiable state variables, whereas Incremental state-saving records (1) the address of the state variables that was modified and (2) the value of the state variable prior to the modification. If a small number of state variables are changed, incremental state-saving is more efficient, reducing the time and memory overheads. However, incremental state-saving does not perform well when most of the state variables are modified by each event. Infrequent state-saving is an alternative to reduce the overheads by decreasing frequency of LP state-saving [13]. When a rollback event happens, the simulation state being rolled back may have sent messages which are not consistent with the rolled back state. Those messages have to be annihilated or cancelled in the anti-messaging process [4].

Among many possible ways of dividing a large-scale simulation over different processors, two approaches are popular; (1) task parallelization and (2) domain decomposition [14,15] as summarized in Table 2. MITSIM, DynaMIT, and DYNASMART are using task parallelization for faster processing [16–18] and different modules of a traffic simulation package (vehicle generation, signal operation, routing, etc.) are assigned to different computers in those models. This approach is conceptually straightforward and fairly insensitive to network bottlenecks. On the other hand, domain decomposition is splitting a simulation with respect to time or space. For time decomposition, the domain is partitioned into several time intervals and each processor is responsible for running simulation of an assigned time interval. Space decomposition is more popular for traffic simulation. In this scheme, a simulation network is divided into multiple sub-networks and each sub-network is assigned to a different machine.

Several traffic simulation models have implemented this domain decomposition approach to split computational loads over different computers in order to achieve fast running speed. The models include Transportation Analysis and Simulation System (TRANSIMS) [19–21], Advanced Interactive Microscopic Simulator for Urban and Non-Urban Networks (AIMSUN) [22,23], and Parallel Microscopic Simulation (Paramics) [24,25]. TRANSIMS is an agent-based transportation forecast model developed by Los Alamos National Laboratory. It is a micro-simulation-based model using cellular automata (CA) approach to simulate second-by-second movements of every vehicle in a large metropolitan area. In TRANSIMS the network can be partitioned into tiles of similar size and boundary information is exchanged between processors for global synchronization [19–21]. AIM-
SUN2 is a microscopic simulation program originally developed as a sequential version, but later parallel computing architectures AIMSUN2/MT (the multi-thread parallelized AIMSUN2) were added. For distributed simulation implementation, a network is divided into layers, blocks, and entities. AIMSUN simulates each vehicle based on lane changing and car following model at the level of the entity (section and junction entity) which are updated at every time step. Entities updated together are grouped into blocks that may be allocated to a single thread. Blocks which need to be updated simultaneously by threads are grouped into a layer. Threads can be executed in parallel by the multiple machines. It was reported that the parallel AIMSUN2 operating on a SUN SPARC station with four processors completed a network simulation consisting of 561 sections and 428 junctions 3.5 times faster than its sequential version [22,23].

PARAMICS (PARAllel MIcroscope Simulation) is a suite of microscopic traffic simulation tools. Cameron et al. [24,25] implemented data parallel programming in Paramics. In their study, multiple simple processors connected in a tightly coupled network executed the same code while with their own input data. Researchers at the National University of Singapore [26] divided the whole network and each sub network was dedicated to a different processor. To maintain the spatial connectivity between regions simulated separately vehicles were transferred to the next processor when they cross the network boundary. The method was implemented on a hypothetical grid-type network with over 150 sq. km, 500 nodes, 1000 links and 72 signalized intersections. Their results showed speed increase from 1.50 to 2.25 times when using two processors and from 1.75 to 3.75 times when using three processors, compared with the speed of simulation without parallel execution. Liu et al. [14] have developed a distributed modeling framework with low-cost networked PCs. Windows Sockets were used as the communication middleware to transfer vehicle information and synchronize the simulation time between the client controller and server simulators. Researchers at the University of California, Irvine [27] developed ParamGrid as a scalable and synchronized framework. They distributed the simulation across low-cost personal computers (PCs) connected by local area network (LAN). A large traffic network was divided into a grid of smaller, rectangular sub-networks. Each sub-network was called a tile and ran on a single-process simulator on a single PC. They developed methodologies to transfer vehicles across tiles and synchronize the simulation time globally using CORBA middleware. They found the simulation performance increased approximately linearly with the number of added low-cost processors.

<table>
<thead>
<tr>
<th>Table 2. Parallel and distributed computing in traffic simulation.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parallelization Type</strong></td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>MITSIM Task Parallelization</td>
</tr>
<tr>
<td>DynaMIT Task Parallelization</td>
</tr>
<tr>
<td>DYNASMART Task Parallelization</td>
</tr>
<tr>
<td>TRANSIMS Domain Decomposition</td>
</tr>
<tr>
<td>AIMSUN2 Domain Decomposition</td>
</tr>
<tr>
<td>PARAMICS Domain Decomposition</td>
</tr>
</tbody>
</table>

Bononi et al. [28] proposed Mobile Wireless Vehicular Environment Simulation (MoVES) as a scalable and efficient framework for the parallel and distributed simulation of vehicular ad hoc networks. MoVES was implemented on the ARTIS (Advanced Run Time Infrastructure System) simulation middleware which partially adopted the High Level Architecture (HLA) standard IEEE 1516 and supported conservative time management.
based on time-stepped approach. They developed solutions for communication overhead reduction and computational/communicational load balancing. Their vehicular model followed a microscopic approach including car following model. However, lane changing policies were not implemented. Their performance analysis demonstrated that MoVES had better performance in scalability, efficiency, and accuracy.

Sippl et al. [29] developed a distributed real-time traffic simulation for autonomous vehicle testing in urban environments. In their model, the synchronization of the Automotive Data and Time Triggered Framework instance and the traffic simulation in Virtual Test Drive is done by the connection toolbox to synchronize Electronic Control Unit and Runtime Data Bus/Simulation Control Protocol data exchange. Mastio et al. [30] proposed distributed agent-based traffic simulations and Raghothama and Meijer [31] developed a distributed, integrated, and interactive traffic simulations. In their model, all the components are distributed and communicate over the network using TCP/IP or UDP. The Data/Control API, the Time Synchronization API, access control to the database and other services such as logic for procedural modeling and so on are implemented using Microsoft’s Web Communication Framework (WCF). Chan et al. [32] developed Mobiliti, a proof-of-concept simulator enabling distributed memory parallelism with an asynchronous execution strategy. Mobiliti was built on top of the Devastator parallel discrete event simulation runtime.

3. Model Development

3.1. Model Platform

The model is comprised of one server and multiple LPs (logic processes). Each LP represents an in-vehicle simulator. To provide for realistic testing each LP uses a separate laptop computer. All computers are equipped with a middleware communication program and a simulation script coded in Microsoft Visual.NET language. The script controls the traffic simulation (VISSIM®, Karlsruhe, Germany) execution (e.g., advancement of time steps, rollback implementation, etc.) and aggregation of simulation output while the middleware facilitates communication between the server and other LPs. The area modeled by each LP covers only a small portion of the overall network. The simulation results, after some aggregation to be discussed in a subsequent section, are sent to the server. A detailed architecture of the model is depicted in Figure 1.

![Figure 1. System architecture.](image-url)
3.2. Ad Doc Data Process

Ad hoc distributed simulation is a collection of logical processes, \( LP_1, LP_2, LP_3, \ldots, LP_n \), which share a global state \( G \) that contains object instances \( G_1, G_2, G_3, \ldots, G_m \). The global object instances are saved in Space-Time Memory (STM) inside the server (Figure 1), and synchronized in an optimistic fashion. All the notations described in this study are summarized in Table 3. Once \( LP_i \) publishes \( LP_{i,j,k}^{m,p} \) which denotes local state estimates of \( LP_i \) on link \( j \) at simulation time \( k \) to the server (\( m; \) data type and \( p \; \) link type), the estimates are transferred from \( LP_i \) to the message queue located inside the server. The message queue contains traffic data of different links at different simulation times from multiple \( LPs \). The order of time when the message is received. The server processes messages from the message queue in FIFO (first in first out) order by local-to-global transition function \( \{ f ( \cdot ) \} \). This function converts the local state estimates \( LP_{i,j,k}^{m,p} \) to global variables. In other words,

\[
S_{i,j,k}^{m,p} = f (LP_{i,j,k}^{m,p})
\]

where \( S_{i,j,k}^{m,p} \) represents global variables on link \( j \) at simulation time \( k \) generated by \( LP_i \) with \( m \) as data type and \( p \) as link type.

When the server receives any data from \( LP_i \), the composition function \( C(\cdot) \) aggregates the values of \( S_{i,j,k}^{m,p} \) into one global instance \( G_{j,k}^m \). Specifically,

\[
G_{j,k}^m = C(S_{i,j,k}^{m,p})
\]

For example, global state instances; \( G_{j,k}^{FlowRate}, G_{j,k}^{Speed}, G_{j,k}^{TravelTime}, G_{j,k}^{Delay}, \) and \( G_{j,k}^{QueueLength} \) can be calculated based on the set of \( S_{i,j,k}^{m,p} \).

\[
G_{j,k}^{FlowRate} = \frac{\sum S_{i,j,k}^{FlowRate,Internal}}{n}
\]

where \( n \) represents all available number of estimates \( S_{i,j,k}^{FlowRate,Internal} \) of link \( j \) as an internal link at simulation time \( k \).

Table 3. Local and global process notation summary.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( LP_i )</td>
<td>( i ) th Logical Process</td>
</tr>
<tr>
<td>( LP_{i,j,k}^{m,p} )</td>
<td>Local estimate of ( LP_i ) on link ( j ) at simulation time ( k ) with data type ( m ) (flow, speed, travel time, delay, or queue length) and link type ( p ) (inbound, internal, or outbound)</td>
</tr>
<tr>
<td>( S_{i,j,k}^{m,p} )</td>
<td>Global variable generated by ( LP_i ) on link ( j ) at simulation time ( k ) with data type ( m ) (flow, speed, travel time, delay, or queue length) and link type ( p ) (inbound, internal, or outbound)</td>
</tr>
<tr>
<td>( G_{j,k}^m )</td>
<td>Global state ( G ) on link ( j ) at simulation time ( k ) with data type ( m ) (flow, speed, travel time, delay, or queue length)</td>
</tr>
<tr>
<td>( G_{j,k}^{l,m} )</td>
<td>Global state ( G ) (based on estimates from ( LP ) on link ( j ) at simulation time ( k ) at wall-clock time ( l ) with data type ( m ) (flow, speed, travel time, delay, or queue length)</td>
</tr>
<tr>
<td>RollbackThreshold</td>
<td>Rollback threshold (Flow rate)</td>
</tr>
<tr>
<td>SpeedThreshold</td>
<td>Speed threshold</td>
</tr>
</tbody>
</table>

It is noted that in the calculation of global state instances that only data from \( LP \) internal simulation links is used. Inbound and outbound link data is excluded from the aggregation process as they may poorly represent the actual traffic conditions. For example, inbound link traffic performance (travel time, delay, and queue length) may not be accurately modeled as the vehicle arrival headway distribution at the entry point of
inbound link may differ from the real traffic pattern on the link. For example, entry link data will not reflect platoon characteristics of arriving vehicles due to upstream intersections not reflected in the model. When considering outbound links, it is noted that vehicles may exit the outbound link regardless of the actual traffic conditions of the link. For instance, when traffic constraints outside the boundaries of the LP simulation result in a spillback of congestion into the region being modeled, this spillback will not be reflected in the model. As they have no knowledge of downstream traffic condition, vehicles on the LP simulation may exit the link at free flow speed, providing inaccurate traffic estimates. As discussed later, to address this situation, outbound link speed is controlled to meter the outflow rate from the LP simulation model. Thus, upstream internal link behavior will reflect the spillback due to a bottleneck outside the modeled area; however, the outbound link itself is being artificially manipulated to capture this impact, resulting in its data not being suitable for the global aggregation. More details are discussed in later section on how to represent these intermittent capacity bottlenecks on outbound links and the link speed selection process to meter vehicles.

The server keeps track of all available estimates. \( G_{j,k}^m \) represents global state on link \( j \) at simulation time \( k \) with data type \( m \). Two attributes of the ad hoc distributed system estimate are considered: (1) length of prediction horizon, i.e., how far in advance of the current wall-clock time the system provides estimates and (2) how accurate the estimates are at specific prediction horizon, i.e., how accurate is the estimate. For example, the following analysis would be available. Suppose at 7:00 AM wall-clock time the system was able to predict until 7:30 AM simulation time and its estimates regarding 10 min period between 7:20 AM simulation time and 7:30 AM simulation time over-estimated by 15%. However, at 7:10 AM wall-clock time with more updated information, the system was able to provide the same time period estimates (7:20 AM–7:30 AM simulation time) with better accuracy (5% difference).

Lastly, global-to-local transition function \( \{ f^{-1}(\cdot) \} \) is called when any LPs need to rollback in order to revise its estimates with updated information. This function \( \{ f^{-1}(\cdot) \} \) converts the global object instances to local state, i.e.,

\[
LP_{i,j,k}^{m,p} = f^{-1}(G_{j,k}^m)
\]

Whenever this function is called, \( G_{j,k}^m \), aggregated value from the estimates of the LPs on link \( j \) at simulation time \( k \), is converted to the local instance for \( LP_i \). Then, \( LP_{i,j,k}^{m,p} \) is used as new input to revise its estimates.

### 3.3. Rollback Detection

When the server receives estimates from logical process \( LP_i \), it determines whether a rollback should be triggered for any LPs based on rollback detection function \( Rollback(\cdot) \). The rollback detection function compares the flow rate estimates of each LP with the corresponding global instances in the Space-Time Memory and decides which LP needs to renew its estimates. Since LPs model their own network portions of interest and their model networks overlap, each link can be simulated by multiple LPs. Also, the link can be an inbound, outbound, or internal link depending on the network configuration of each LP.

Consider link \( j \), a link which some LPs have as an inbound link, some as an outbound link, and some as an internal link of their own network simulations. Whenever there is an update on the global instance, \( G_{j,k} \) in the Space-Time Memory, the server checks the difference between \( G_{j,k}^\text{FlowRate} \) and estimates on link \( j \) as boundary links (inbound link or outbound link) for the individual LPs that is \( G_{i,j,k}^\text{FlowRate,Inbound} \) or \( G_{i,j,k}^\text{FlowRate,Outbound} \). If the difference is greater than a given threshold \( RollbackThreshold \), then the estimates of the corresponding LP are considered invalid and a rollback is issued from the server.

Consider LPs which have link \( j \) as an outbound link. They only model the upstream area of link \( j \), not including downstream area of link \( j \) in their network. Since link \( j \) is

\[
\frac{\text{FlowRate}}{\text{area of link } j}
\]
the end link of the network, vehicles on link \( j \) exit the network at free flow speed unless there is an outflow constraint. In this case, they may not have a good estimate on link \( j \) when the downstream traffic condition outside the boundaries results in a spillback of congestion into the network being modeled. Thus, the traffic condition on link \( j \) needs to be adjusted to reflect the spillback traffic condition. On the other hand, \( \text{LPs} \) which have link \( j \) as an inbound link and generate vehicles at a pre-determined flow rate may not represent traffic condition well when a sudden change in incoming traffic is predicted outside of the network boundaries. In this case, input rate on link \( j \) is adjusted based on \( G_{j,k}^{\text{FlowRate}} \) which is included in rollback messages sent from the server.

When the simulation time \( k \) is far ahead from the current wall-clock time, \( G_{j,k}^{\text{FlowRate}} \) is calculated from the LP estimates which are available in the Space-Time Memory at the time period when the server checks \( G_{j,k}^{\text{FlowRate}} \). Therefore, it is expected that rollback statistics would vary depending on how many \( \text{LPs} \) are contributing to the aggregated global values. The number of \( \text{LPs} \) contributing to the aggregated global values is determined by geographical distributions of LP locations.

### 3.4. Anti-Messaging

Optimistic synchronization algorithm in an online ad hoc distributed simulation can distribute data through all \( \text{LPs} \) and allow independent running of \( \text{LPs} \). Anti-messaging for invaliding estimates and synchronizing valid estimates are essential for reliable data management and efficient simulation speed. To ensure the accuracy of the global estimates, global instances should be only aggregated using currently valid estimates and invalid estimates should be removed from the Space-Time Memory and its message queue in the server.

If the server detects rollback on \( \text{LP}_i \) at simulation time \( k \), it means the estimates of \( \text{LP}_i \) regarding simulation time \( k \) and thereafter (for example, \( \text{LP}_{i,j,k}, \text{LP}_{i,j,k+1}, \text{LP}_{i,j,k+2}, \ldots \)) are not valid and should be eliminated. The server removes all estimates of \( \text{LP}_i \) from the simulation time \( k \) and thereafter from its Space-Time Memory (where already processed data is saved) and the message queue (where received but not-processed data is located). After removing estimates of \( \text{LP}_i \), the server delivers a rollback message to \( \text{LP}_i \). The message contains new state value \( G_{j,k} \), simulation time, link number and identity of the logical process.

### 4. Traffic Update from Rollback

In the proposed ad hoc distributed simulation rollback process enables the simulation to adapt to new traffic states and update its own estimates if necessary. The traffic update has two process-es; (1) updating downstream states based on upstream traffic information and (2) updating up-stream traffic conditions according to downstream states.

Consider two \( \text{LPs} \) which are simulating the network regions as shown in Figure 2. LP 1 models the left side of the network (Gray area) and LP 2 simulates the right part of the network (Black dotted box). Each LP starts its simulation using historical average flow rate as an initial input. Suppose that while the two \( \text{LPs} \) are projecting future traffic states of their own network, the server receives new information from the other \( \text{LPs} \). Further suppose that the difference between the flow from the server and input rate of LP 1 on Link A exceeds a given threshold at some wall-clock time (either present or future estimate). The server will detect a rollback and deliver a rollback message which contains rollback logical process ID information, rollback link number, rollback simulation time, new average link speed, new average flow rate. Once LP 1 receives this rollback message, LP 1 will update its simulation with this new flow rate by undertaking a rollback and publishes new traffic estimates on the links in-side its network to the server. These updated estimates from LP 1 will be transmitted to the server and the Space-Time Memory in the server will be updated accordingly.

To provide additional detail the following is a specific potential example of the preceding general discussion. Assume at wall-clock time 7:00 AM, LP 1 starts its simulation based
on 300 veh/hr/ln input flow rate on Link A. At wall-clock time 7:10 AM, its prediction horizon extends to 8:00 AM simulation time. However, new information arrives to the Space-Time Memory in the server at wall-clock 7:10 AM forecasting that a 600 veh/hr/ln input rate on Link A is expected at 7:25 AM simulation time (15 min future from the current wall-clock time 7:10 AM). The server compares this new 600 veh/hr/ln input rate with the initial 300 veh/hr/ln input rate which LP 1 has reported to the server and was saved in the Space-Time Memory. Since the 300 veh/hr/ln difference exceeds the assumed current threshold and this new 600 veh/hr/ln input rate is regarded as a valid data, the server issues a rollback to LP 1 and sends the new traffic information. Immediately after receiving the rollback message, LP 1 restores its 7:25 AM simulation state and continues to renew its estimates of 7:25 AM simulation time and thereafter with the updated input data at the current wall-clock time 7:10 AM. Two minutes (wall-clock time) later, at wall-clock time 7:12 AM, LP 1’s prediction horizon reaches 7:35 AM simulation time and its updated estimates are sent to the server. After updating its Space-Time Memory with the new estimates, the server checks if there are any threshold violations. At the current wall-clock time 7:12 AM, the server realizes that increased traffic volume is expected to reach Link B at 7:35 AM simulation time and the flow rate difference between the estimates of LP 1 and input rate of LP 2 surpasses the threshold, causing a rollback on LP 2. With the same method, the server sends a rollback message to LP 2 regarding new traffic information at 7:35 AM simulation time (23 min future from the current wall-clock time 7:12 AM). After updating its input data of 7:35 AM simulation time at the 7:12 AM wall-clock time, LP 2 will continue its simulation and send new estimates of 7:35 AM simulation time and thereafter. The server will update its Space-Time Memory and check the rollback violations every time it receives estimates from any LP.

Figure 2. Two logical process examples.

5. Graphical Analysis and Empirical Analysis

A graphical analysis for speed selection of outflow control is conducted as well as an empirical solution similar to analysis in [33,34]. Suppose that LP 1 and LP 2 are running the ad hoc simulation (Figure 2) with a rollback threshold ($\mu = 200$ veh/hr/ln). LP 1 has estimated the average flow rate on Link B until 7:20 AM simulation time would be 120 veh/hr/ln and a sudden flow increase would occur at 7:20 AM simulation time to 600 veh/hr/ln (Figure 3). Further suppose LP 2 uses 120 veh/hr/ln as an initial input flow rate on Link B until it receives updated information regarding the flow change. Even though LP 1 sends a higher flow rate of 7:21 AM simulation time traffic state to the server on Link B, the 4 min flow rate average (240 veh/hr/ln) does not warrant a rollback immediately in the server, since the difference between 240 veh/hr/ln (the 4 min flow rate average by LP 1) and 120 veh/hr/ln (the current input rate of LP 2) is smaller than the given threshold ($\mu$:
200 veh/hr/ln). However, LP 1’s simulation advances one more simulation minute and LP 1 sends a much higher average flow rate 360 veh/hr/ln at 7:22 AM simulation time. The server compares the difference between 360 veh/hr/ln and 120 veh/hr/ln (the current input rate of LP 2) and sends a rollback message to LP 2, since the difference is greater than the given threshold. Similarly, the difference of 7:23 AM simulation time traffic states (difference between 480 veh/hr/ln by LP 1 and 360 veh/hr/ln, the new input rate for LP 2) is not large enough to force a rollback. One more simulation minute later, LP 2 needs to alter its input flow rate again when the 4 min flow rate average at 7:24 AM simulation time traffic state is greater than 360 veh/hr/ln (the new input rate for LP 2) by more than the given threshold ($\mu$: 200 veh/hr/ln).

A rollback is processed whenever the difference between estimates is greater than the given threshold. This implies the system is dependent on the size of threshold. For example, if the size of threshold becomes smaller, then the system would have more rollbacks, which implies more computational overheads although generally higher agreements between LP estimates across the network. On the other hand, a larger threshold is expected to reduce the computational overheads although may result in higher discrepancies between the LPs.

Figure 4 demonstrates cumulative number of vehicles served on Link B. $A(t)$ represents the cumulative arrivals on Link B in LP 1 and $D(t)$ corresponds to Link B cumulative departure in LP 2 (i.e., cumulative number of entering vehicles on LP 2).

As seen in Figure 3, (1) LP 1 sends its traffic estimates to the server and the arrival flow rate from upstream LP 1 is constant as $a(t)$ from simulation time 7:00 AM to 7:20 AM, (2) downstream LP 2 continues its simulation with the departure flow rate equal to $d(t)$, (3) the estimated arrival flow rate from upstream LP 1 begins to increase after 7:20 AM simulation time and the information is sent to the server and saved in the Space-Time Memory, (4) when the arrival rate of 7:22 AM simulation time is sent to the server, the difference between $a(t)$ and $d(t)$ is greater than the given threshold, which prompts the first rollback by the server, (5) the server invalidates traffic states of simulation time 7:22 AM and after (gray dotted line) provided by LP 2 in its Space-Time Memory, (6) the server also sends the new arrival rate information to LP 2, and (7) after receiving the rollback message with the updated flow rate, LP 2 rolls back to simulation state of 7:22 AM simulation time and renews its simulation. Similarly, LP 2 processes another rollback at 7:24 AM.
A drawback of the current threshold method may also be seen in this analysis. A rollback occurs where the slope difference of two curves, i.e., the difference between \( a(t) \) and \( d(t) \), is greater than the given threshold, since the rollback comparison is based on the point flow rate difference (i.e., absolute flow difference at a time instance, not cumulative difference) in the proposed model. For example, 100 veh/hr/ln arrival rate and 150 veh/hr/ln departure rate with 100 veh/hr/ln threshold does not warrant a rollback in the proposed model, even though 50% more vehicles (50 vehicles) would be generated over an hour. While difference in cumulative vehicle counts would be a good potential measure to detect changes in traffic conditions, it would require additional system measurements, such as counting the number of vehicles entering and exiting the network. Furthermore, the proposed system is associated with numerous rollbacks across the network during the simulation time period. Therefore, the impact of system overhead would need to be considered in collecting cumulative vehicle counts.

As discussed earlier, downstream traffic information is transmitted to upstream LPs in congested traffic conditions. To accomplish this transmission, the outflow rate on the exiting link of the upstream LPs is controlled by changing speed of vehicles on the link. This is required as the simulation model (VISSIM®) has no direct means to throttle the flow rate on an unconstrained link. A question concerning selection of the speed to apply in order to meter the same number of vehicles with downstream LPs is addressed in this section.

Suppose the current 4 min average flow rate which is stored in the Space-Time Memory is calculated as an average of Flow A and Flow B in Figure 5. To process the average flow rate—Flow D (which is \( \frac{\text{Flow A} + \text{Flow B}}{2} \), i.e., the average of Flow A and Flow B in upstream LP, new speed needs to be applied on Link C of the upstream LP in Figure 2. If the slope of \( \overline{OC} \) (average of slope between \( \overline{OA} \) and \( \overline{OB} \); that is average speed of \( V_A \) and \( V_B \)) is applied as a new speed, the actual flow rate which the upstream LP processes would be the flow rate of C (Flow C), which is higher than the flow rate of D. This can explain why constant speed can produce more traffic volume. For example, more traffic can be processed during the constant 50 km/hr for two hour period than 100 km/hr for one hour and 0 km/hr for one hour. Based on the flow and density relationship, the speed to produce \( \frac{\text{Flow A} + \text{Flow B}}{2} \)
on Link C in LP 1 would be $V_D$ (a slope of $\overline{OD}$), instead of $V_C$ (a slope of $\overline{OC}$). Therefore, the average speed of downstream LP should not be applied directly onto the link in upstream LPs to reproduce the same traffic flow rate. Instead, lower speed than the average speed of downstream LP needs to be exercised.

**Figure 5.** Analytical speed parameter estimation.

After recognizing the average speed may not meter the intended number of vehicles, applying speed selection is investigated based on empirical analysis from VISSIM® model. Figure 6 depicts speed flow diagram obtained from VISSIM® test runs after an initialization period [35]. In each test run the desired speed of each vehicle is altered from 48 km/hr to a lower speed at simulation time 600 s with at total simulation time of 1200 s. The lower speeds simulated where 0.5 km/hr to 15 km/hr in 0.5 km/hr increment and 16 km/hr to 30 km/hr in 1 km/hr increment. Five runs were completed for each speed for a total 245 runs. Each dot in Figure 6 represents the average of flow rate and speed during a one minute interval between 660 s and 1200 s excluding transition period data between 600 s and 660 s. Figure 6 reveals that the data display a close agreement with flow and speed relationship. In the proposed model, the first 120 s estimates are excluded in aggregation right after a new speed is applied to exclude the transition period data. Based on this VISSIM® data, Table 4 is used in this study to apply on to vehicles to meter the intended traffic flow. The rollback process allows for maintaining similar traffic conditions between vehicles and transmitting accurate traffic conditions to other vehicles beyond the network boundaries of the vehicles. With proper feedback the proposed simulation will be able to capture dynamically changing traffic conditions and provide more up-to-date and more robust estimates.
Table 4. Applied speed and corresponding flow rate.

<table>
<thead>
<tr>
<th>Applied Speed (km/hr)</th>
<th>Flow Rate (veh/hr)</th>
<th>Applied Speed (km/hr)</th>
<th>Flow Rate (veh/hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60</td>
<td>8</td>
<td>335</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>9</td>
<td>365</td>
</tr>
<tr>
<td>3</td>
<td>140</td>
<td>10</td>
<td>395</td>
</tr>
<tr>
<td>4</td>
<td>170</td>
<td>11</td>
<td>425</td>
</tr>
<tr>
<td>5</td>
<td>220</td>
<td>12</td>
<td>455</td>
</tr>
<tr>
<td>6</td>
<td>260</td>
<td>13</td>
<td>485</td>
</tr>
<tr>
<td>7</td>
<td>300</td>
<td>14</td>
<td>515</td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper, an online ad hoc distributed traffic simulation system based on optimistic execution is proposed. It is envisioned that in the proposed distributed traffic simulation framework, each in-vehicle simulation models a small portion of the overall network and provides detailed traffic state information. Traffic simulation and data processing are performed in a distributed fashion by multiple vehicles. Each in-vehicle simulation is designed to run in real-time and update its estimates when it is necessary. To handle the data received from all participating vehicles, an optimistic (rollback-based) synchronization protocol is developed. Optimistic execution inspired by Time Warp can mitigate the synchronization problem allowing each logical process to execute asynchronously. This approach provides increased computing capacity with a time-synchronized approach.

As a part of this research effort, this paper proposes an online ad hoc distributed simulation. The physical operating platform for the model including operating system, communicational middleware, and traffic simulation model are described as well as rollback process. Also, this paper investigates the analytical background of rollback process of the proposed ad hoc distributed simulation model. Flow rate diagram and cumulative number of vehicle diagram show that the overall system simulation speed and estimate accuracy may differ significantly as a function of the selected threshold. Additionally, a graphical analysis for speed selection of outflow control is presented as well as an empirical solution. The graphical method proves that applying average speed may not process the correct traffic flow.

7. Discussion

In this paper, a graphical analysis was conducted for the proposed threshold method for rollback. This rollback approach is expected to allow for maintaining similar traffic conditions between vehicles and transmitting accurate traffic conditions to other vehicles.

Figure 6. Speed flow diagram.
beyond the network boundaries of the vehicles. In the proposed scenarios, each in-vehicle simulation models a small portion of the overall network and provides detailed traffic state information. Traffic simulation and data processing are performed in a distributed fashion by multiple vehicles. Each in-vehicle simulation is designed to run in real-time and update its estimates when it is necessary. A local central server receives the traffic states from multiple in-vehicle simulations. Traffic estimates are not guaranteed to be received in time stamp order, since in-vehicles simulations run concurrently. Also, a traffic state can be projected by multiple in-vehicle simulations. A mechanism is needed to coordinate the transmitted data, combine values into a composite value, and save in Space-Time Memory. Optimistic execution inspired by Time Warp can mitigate the synchronization problem allowing each logical process to execute asynchronously. This approach provides increased computing capacity with a time-synchronized approach. Traffic data are constantly updated through rollbacks to reflect any traffic changes which warrant a threshold violation. The proposed methodology is aimed to provide asynchronous execution. Integrate distributed traffic simulations and coordinate the estimates generated by multiple vehicles. Also, the rollback process allows for maintaining similar traffic conditions between vehicles and transmitting accurate traffic conditions to other vehicles beyond the network boundaries of the vehicles. With proper feedback the proposed simulation will be able to capture dynamically changing traffic conditions and provide more up-to-date and more robust estimates. In a future publication, a comparison to the use of a distributed simulation standard, and a performance analysis of the simulation will be investigated. They will provide more insight regarding the applicability of the model. For the application in real world, the proposed system will have to be tested with real world data. Also, the potential market acceptance and the adoption need to be investigated. It is believed that the proposed method can function in uncongested traffic conditions. However, a more detailed analysis of the system will have to be conducted in urban environments including model validation and performance results. Robust analysis will enable researchers to better understand and apply the proposed system into large-scale transportation systems.
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