Daylight Discomfort Glare Evaluation with Evalglare: Influence of Parameters and Methods on the Accuracy of Discomfort Glare Prediction
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Abstract: Nowadays, discomfort glare indices are frequently calculated by using evalglare. Due to the lack of knowledge on the implications of the methods and parameters of evalglare, the default settings are often used. But wrong parameter settings can lead to inappropriate glare source detection and therefore to invalid glare indices calculations and erroneous glare classifications. For that reason, this study aims to assess the influence of several glare source detection methods and parameters on the accuracy of discomfort glare prediction for daylight. This analysis uses two datasets, representative of the two types of discomfort glare: saturation and contrast glare. By computing three different statistical indicators to describe the accuracy of discomfort glare prediction, 63 different settings are compared. The results suggest that the choice of an evalglare method should be done when considering the type of glare that is most likely to occur in the visual scene: the task area method should be preferred for contrast glare scenes, and the threshold method for saturation glare scenes. The parameters that should be favored or avoided are also discussed, although a deeper understanding of the discomfort glare mechanism and a clear definition of a glare source would be necessary to reliably interpret these results.
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1. Introduction

According to the International Commission on Illumination (CIE), glare is defined as the “condition of vision in which there is discomfort [discomfort glare] or a reduction in the ability to see significant objects [disability glare], or both, due to an unsuitable distribution or range of luminances or to extreme contrasts in space or time” [1]. When studying discomfort glare nowadays, the most common method is to compare subjective glare ratings that are made on discomfort glare scales, and the values of discomfort glare indices calculated from measured physical quantities. There are four main physical quantities, on which discomfort glare indices are based [1]: the luminance of the glare source(s) in the field of view, the solid angle of the glare source(s), the luminance of the background, and the position index of the glare source(s). To measure these quantities efficiently in situ, High Dynamic Range (HDR) imaging technique is used to create a 180° luminance map containing the subject’s field of view. Discomfort glare indices are then calculated afterward on the basis of these luminance maps. Alternatively, such 180° luminance maps can also be generated through simulation tools. The calculation of discomfort glare indices based on a luminance map is therefore an essential step and an inherent part of discomfort glare studies.

The difficulty of this step, however, lies in the identification of the glare source(s) in the field of view. If a glare source has been identified in the 180° luminance map, its solid angle, position index,
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and luminance can be easily determined. The background luminance can also be quickly evaluated as the average luminance of the luminance map, excluding the glare source. But, as reported in [2], the definition of the glare source is still ambiguous, and there is no universal method of identifying one. The most common methods that are currently used are the ones implemented in evalglare. Evalglare is a Radiance-based tool developed by J. Wienold as part of a larger glare study with J. Christoffersen [3], during which they created the Daylight Glare Probability (DGP) index. This tool requires a 180° luminance map containing the field of view as input, then runs an algorithm to detect glare sources, and finally calculates different discomfort glare indices from the detected glare sources [4–6]. The output of evalglare is therefore a list of discomfort glare indices values that are calculated on the basis of the glare sources detected by the algorithm in the luminance map. Evalglare is a powerful tool that makes discomfort glare indices calculations easier and quicker, which is the reason why it is so widely used.

Evalglare algorithm enables the use of three different methods for glare source detection: the factor method, the threshold method, and the task area method, which will be explained later. The task area method is the one that provided the best results for Wienold’s study [7] in terms of correlation with subjective glare ratings. However, the factor method is more widely used, as a consequence of being the default method implemented in evalglare. What is more, the factor method is also the default method when performing a point-in-time glare analysis in the daylight-simulation software DIVA-for-Rhino [8], and there exists no option in the user-friendly interface to modify it.

Moreover, several options and parameters can be changed in evalglare, which modify the glare source detection algorithm. But, these options and parameters are seldom used as compared to the default or recommended ones, probably because of the lack of knowledge about their influence on glare sources detection. Surprisingly, evalglare tool has never been the object of a validation study—other than Wienold and Christoffersen’s study—although it has been now used for over 10 years. There exist no recommendations based on scientific evidence on which methods should be preferred in which cases, and which options should be applied for which conditions.

Therefore, the aim of this study is to investigate the effect of different evalglare methods and parameters on discomfort glare prediction. Although it would be interesting to look at the sensitivity of discomfort glare indices values when varying evalglare methods and parameters, the focus of this study is about determining which method and parameters offer the best discomfort glare prediction in comparison with subjective glare ratings. Two datasets are used in this study, comprising, for each glare evaluation, a subjective glare rating and a 180° luminance map containing the subject’s field of view. Each dataset is representative of a discomfort glare type, i.e., contrast glare or saturation glare. By varying evalglare options—combination of evalglare methods and parameters—when calculating the discomfort glare indices based on the luminance maps, the options that offer the best prediction of subjective glare ratings for the two types of glare may be identified.

2. Datasets

Two datasets containing daylight discomfort glare evaluations are used for this study. The demographic information of these datasets is available in Table 1.

Table 1. Demographic and general information of field and laboratory datasets.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Subjects</th>
<th>Men/Women Ratio (%)</th>
<th>Mean Age (SD)</th>
<th>Glare Evaluations</th>
<th>4-Point Glare Scale</th>
<th>Glare Rating Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field study</td>
<td>82</td>
<td>43/57</td>
<td>36 (11)</td>
<td>141</td>
<td>No discomfort</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>A small discomfort</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>A moderate discomfort</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>A large discomfort</td>
<td>4</td>
</tr>
<tr>
<td>Laboratory study</td>
<td>41</td>
<td>73/27</td>
<td>26 (3)</td>
<td>180</td>
<td>Imperceptible</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Noticeable</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Disturbing</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Intolerable</td>
<td>1</td>
</tr>
</tbody>
</table>
The first dataset was collected during a field study that was conducted in Louvain-la-Neuve (Belgium) from June to August 2017. 82 subjects participated in the study, which consisted of collecting almost simultaneously subjective glare ratings and 180° luminance maps containing the subject’s field of view in their real office. The study took place in several university buildings, for office desks that are located next to an east-, west-, or south-oriented window. Each subject did two glare evaluations—the first one for the situation they were working in, and the second one for the situation with opened shading devices and artificial lighting turned off—resulting in a total of 164 evaluations. Despite the fact that the field study was conducted under clear sky conditions, 23 evaluations had to be disregarded due to unstable lighting conditions. The subjective glare ratings were preceded by a short visual task, and were made on a 4-point scale, on which the subject has to evaluate his/her perception of discomfort due to glare as either “No discomfort”, “A small discomfort”, “A moderate discomfort”, or “A large discomfort”. The detailed experiment protocol has been published in [9].

The second dataset was collected during a laboratory study that was conducted in two office-like cells in Freiburg (Germany) in the spring/summer/autumn months between 2008 and 2011. In total, 150 subjects had to perform five visual tasks, each followed by a discomfort glare rating, for maximum four different visual scenes—the shading device was varied—at two different times of the day—morning and afternoon. However, only data from 41 subjects and from one of the five visual tasks, namely the typing task, collected in the spring and summer months were available and used in this study, resulting in a total of 180 glare evaluations. The laboratory study was conducted under clear sky conditions, and the office-like cells were rotated so that the sun direction was perpendicular to the façade. The discomfort glare rating was done on a different 4-point glare scale, on which the subject was asked to evaluate his/her glare perception as “Imperceptible”, “Noticeable”, “Disturbing”, or “Intolerable”. Simultaneously with the discomfort glare rating, a 180° luminance map was created with the luminance camera positioned next to the subject’s head, at eye level. More details about this laboratory study have been published in [10].

The choice of using two different datasets was made so that a greater variety of visual scenes is studied, especially the two types of discomfort glare, namely the contrast and saturation glare. The lighting conditions between the two studies are very different, as can be seen in Figure 1. Vertical illuminance at the eye level is much higher in the case of the laboratory study, with a median illuminance level above 2000 lux, when compared to a median illuminance level of around 500 lux for the field study. This implies that when discomfort glare was perceived in the field study, discomfort most probably was caused from high contrast between the glare source and the background. On the opposite, when discomfort glare was perceived in the laboratory study, discomfort was most probably due to a too bright visual scene. Therefore, most discomfort glare situations in the field study were caused by contrast glare, whereas discomfort glare situations in the laboratory study were mainly caused by saturation glare. These two datasets can therefore be used as the representatives of the two main types of discomfort glare. Moreover, the two studies have several differences in their experimental design, besides being a field or laboratory study type. One of the main differences is the use of two different glare rating scales for the subjective evaluation of discomfort glare (Table 1). Another main difference is that, in the field study, the HDR image is captured directly after the subjective glare rating, but at the exact same place of the subject’s eyes, while in the laboratory study, the HDR image is captured at the exact same time than the subjective glare rating, but next to the subject’s head. These differences make the two datasets representative of many discomfort glare studies, and they enable the results to be relevant for a large number of future studies. These differences also hinder the comparison of the accuracy of discomfort glare prediction between the datasets, which is not the subject of this study.
3. Methodology

When using evalglare, the choice of a method and parameters influence glare source detection in a luminance map. The detected glare sources, in turn, influence discomfort glare indices calculation. At last, the accuracy of discomfort glare prediction varies according to these discomfort glare indices. To determine which method and which parameters of evalglare are the most appropriate for each type of discomfort glare research, the reported effects of the choice of a method and parameters in evalglare on the accuracy of discomfort glare prediction is investigated. However, the effects of this choice on the in-between steps, namely the glare source detection and the discomfort glare indices calculation, will not be examined here.

63 different evalglare options—each option is a different combination of one of the three evalglare methods and different parameters—for detecting glare sources in a luminance map are tested. The accuracy of discomfort glare prediction of these 63 different options is evaluated through three different statistical approaches for each of the two datasets. The 63 studied evalglare options, as well as the three statistical approaches are explained in Sections 3.1 and 3.2.

3.1. Studied Evalglare Methods and Parameters

The three different methods implemented in evalglare are, as named in this article, the factor method, the threshold method, and the task area method.

The algorithm of the factor method detects in the 180° luminance map all of the pixels having a luminance value higher than the mean luminance of the luminance map multiplied by a certain factor. These pixels are treated as the glare sources. In this study, 4 different factors were tested: a multiplying factor of 5 (b5), which is the default method in evalglare, 6 (b6), 7 (b7), and 8 (b8).

The algorithm of the threshold method detects in the 180° luminance map all pixels having a luminance value that is higher than a certain threshold, and treat these pixels as the glare sources. In the literature, several thresholds have been used throughout the years [11–15], but the three most common ones are a threshold of 1000 cd/m² (b1000), of 2000 cd/m² (b2000), and of 4000 cd/m² (b4000).

Figure 1. Boxplots of vertical illuminance at eye level between the field study and the laboratory study.
The algorithm of the task area method detects in the 180° luminance map all pixels having a luminance value higher than the mean luminance of a defined task area in the luminance map multiplied by a certain factor. This last method requires prior definition of a task area. The recommended multiplying factor for the task area method in evalglare is 5. Three other factors will also be tested in this study, resulting in multiplying factors of 3 (t3), 4 (t4), 5 (t5), and 6 (t6).

Four other evalglare parameters are investigated in this study. First, the background luminance definition will be tested, since there exist two different definitions of this background luminance. The first definition is the one that is provided by the CIE, which approximates the background luminance as the indirect vertical illuminance of the visual field divided by $\pi$ (\_def). The second one is the mathematical definition, i.e., the mathematical average of the luminance values in the luminance map excluding the glare sources (_Lb). Secondly, the search radius, which is the distance within which two glaring pixels are included in the same glare source, will be varied. The default value of the search radius, 0.2 (\_def), as well as one smaller value $-0.06$ (\_r0.06)—and one larger value $-0.3$ (\_r0.3)—will be tested. The task area size, which is only required when using the task area method, will then be varied as well. The task area is defined as the area where the subject’s eyes are focused. The usual task area size has an opening angle of around 60° (\_def) to correspond to the ergorama, i.e., the area around the computer screen and keyboard. A smaller task area size $-30°$ (\_ta0.52)—including only the computer screen, and a larger size $-90°$ (\_ta1.57)—will also be tested. At last, the smooth parameter, which should mainly be used when using the task area method, will then be investigated. This parameter includes non-glaring pixels (pixels of blind slats for instance) nested in a glare source (a glare source seen through the blinds for instance) to the glare source, smoothing the glare source area. The accuracy of discomfort glare prediction will thus be tested with (\_sm) and without (\_def) the smooth parameter.

Table 2 summarizes all 63 evalglare options that were tested in this study and provides an example of the differences in glare sources detection between these options. The colored parts in the images correspond to the different detected glare sources. The choice of colors is randomly made by evalglare algorithm and has no signification.

Table 2. Example of a visual scene from the lab study of differences in glare source detection for all of the evalglare options tested.

<table>
<thead>
<tr>
<th></th>
<th>def</th>
<th>r0.06</th>
<th>r0.3</th>
<th>Lb</th>
<th>sm</th>
<th>ta0.52</th>
<th>ta1.57</th>
</tr>
</thead>
<tbody>
<tr>
<td>b5</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>b6</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>b7</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>b8</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>b1000</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
</tbody>
</table>
3.2. Statistical Approaches

Instead of looking at the direct effects of the 63 different evalglare options on glare source detection or on discomfort glare indices calculation, the reported effects on the accuracy of discomfort glare prediction is studied. The accuracy of discomfort glare prediction can be defined as how well a discomfort glare index can predict the corresponding subjective glare rating, i.e., how well this index correlates with the rating made by the subjects.

Since the aim of this study is to produce results that are widely interpretable, it was decided not to choose only one daylight discomfort glare index, but to base the statistical analyses on the five most commonly used daylight discomfort glare indices, namely the Daylight Glare Probability (DGP) [3], the Discomfort Glare Index (DGI) [16], the CIE Glare Index (CGI) [17], the modified Discomfort Glare Index (DGImod) [18], and the Unified Glare Probability (UGP) [19]. These discomfort glare indices are calculated with each of the 63 evalglare options, and for both datasets. The grand means, i.e., the means throughout the 63 evalglare options of the mean glare indices values, are reported in Table 3.

Table 3. Grand mean of each discomfort glare index value for both datasets.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>DGP</th>
<th>DGI</th>
<th>CGI</th>
<th>DGImod</th>
<th>UGP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field study</td>
<td>0.19</td>
<td>11.55</td>
<td>12.18</td>
<td>17.76</td>
<td>0.49</td>
</tr>
<tr>
<td>Laboratory study</td>
<td>0.33</td>
<td>11.82</td>
<td>12.6</td>
<td>18.85</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Three statistical approaches have been chosen to compare the accuracy of discomfort glare prediction resulting from the 63 evalglare options. For each approach, an indicator of the relationship between the subjective glare ratings and each of the five discomfort glare indices calculated with the 63 evalglare options is evaluated. These indicators are the Spearman correlation coefficient, the Area...
Under the Curve (AUC) of a binary logistic regression, and the corrected Akaike’s Information Criterion (AICc) of an ordinal logistic regression. Since 63 evalglare options are compared in this study, the p-values of the Spearman test and the logistic regressions are adjusted with a Bonferroni correction. This correction, which can be applied without any distributional assumptions, reduces the risk of a type I error, i.e., getting a significant result due to chance. These indicators are then compared between the 63 evalglare options. This comparison is first made visually through boxplots, and then statistically through significance testing or threshold checking. Each of the five discomfort glare indices is considered in the comparison, which is done separately for the two datasets.

3.2.1. Spearman Correlation Coefficient

The first statistical approach is based on Spearman correlation. Spearman correlation was chosen over Pearson correlation because one of the two variables—the 4-point glare scale—is an ordinal variable, and Spearman correlation uses the rank of the data points instead of their value [20]. The correlation coefficient, with their Bonferroni adjusted p-values, were evaluated between each of the five discomfort glare indices calculated with the 63 evalglare options, and the subjective ratings made on the 4-point glare rating scale for both datasets. The Spearman correlation coefficient is used as the first indicator of the accuracy of discomfort glare prediction: the larger the coefficient, the better the prediction. In the literature, absolute thresholds have been used to define the magnitude of a correlation coefficient: a coefficient of 0.2 is considered to be a practically significant effect, one of 0.5 a moderate effect, and one of 0.8 a strong effect [21].

To determine whether the difference between two correlation coefficients is statistically significant, several significance tests exist. In this study, the cocor package in R [22] was used to apply 10 different significance tests. These tests are designed to compare two correlation coefficients based on dependent groups (the two correlation coefficients are evaluated on the same dataset) with overlapping variables (one of the two variables of the correlation is the same). The significant difference score between two coefficients, i.e., between two evalglare options, is given one point if the result of the test comparing these two coefficients is found to be statistically significant. The significance of the difference between each evalglare option is then evaluated on this score, going from 0 to 50, since 10 significance tests are performed for each of the five discomfort glare indices.

3.2.2. Area Under the Receiver Operating Characteristic (ROC) Curve of Binomial Logistic Regression Models

The second statistical approach requires the computation of binary logistic regression models, which use a binary variable as the dependent variable. Therefore, the two 4-point glare scales are first transformed into binary scales: no discomfort-discomfort (Figure 2).

![Figure 2](image-url)

**Figure 2.** Binary transformation (no discomfort–discomfort) of the subjective glare scales used in the field and laboratory studies.

Binary logistic regression models are then computed, with the binary discomfort glare rating as the dependent variable, and each one of the five discomfort glare indices calculated with each one of
the 63 evalglare options as the independent variable. The binary logistic regression models estimate
the probability that discomfort due to glare is perceived given the value of the explanatory variable,
i.e., the discomfort glare index. Bonferroni correction is applied when checking the significance of each
logistic regression model.

To compare the 63 evalglare options, the Area Under the Receiver Operating Characteristic (ROC)
Curve (AUC), specific to each binary logistic regression model, is used. The ROC curve of a logistic
regression model illustrates its diagnostic ability for each possible discrimination threshold. In other
words, the ROC curve can be plotted in such a way that each point of the curve represents a different
cut-off value, and the x and y coordinates of this point correspond, respectively, to the False Positive
Rate (FPR) and the True Positive Rate (TPR) of the model when using this cut-off value (Figure 3).
The AUC of a logistic regression model is the area comprised beneath the ROC curve of the model.
The larger the AUC, the better the model, as the probability of good detection (TPR) is maximized,
whereas the probability of false alarm (FPR) is minimized. The AUC of each binary logistic regression
model is used as the second indicator of the accuracy of discomfort glare prediction. In the literature,
the absolute thresholds for AUC are used to define the quality of discrimination of a model: an AUC
< 0.6 corresponds to a failing model, an AUC ≥ 0.6 to a poor model, an AUC ≥ 0.7 to an acceptable
model, and an AUC ≥ 0.8 to an excellent model [23, 24].

![Figure 3. Graph of the Receiver Operating Characteristic (ROC) curve corresponding to the binary
logistic regression model computed for the Daylight Glare Probability (DGP) index calculated with
t4_def evalglare option on the field study dataset (AUC = 0.7496).]

Similarly to the comparison of Spearman correlation coefficients, significance tests can be applied
to determine whether the difference between two AUC is statistically significant. Three different
significance tests [25–27] were applied in this study through the pROC package in R. These tests are
designed to compare the AUC of two paired ROC curves, namely ROC curves of logistic regression
models built on two variables from the same dataset. Using the same scoring system as for the
Spearman indicator, the significance of the difference between each evalglare option resulting from the
AUC approach is evaluated on a score going from 0 to 15, since three significance tests are performed
for each of the five discomfort glare indices.

3.2.3. Corrected Akaike’s Information Criterion of Ordinal Logistic Regression Models

The last statistical approach involves the computation of ordinal logistic regression models. Ordinal logistic regression models can be interpreted as an extension of the binary logistic regression
models, which allows for more than two response categories. These models can therefore be computed directly using a 4-point glare scale as the dependent variable. Instead of estimating the probability that discomfort due to glare will be perceived, the ordinal logistic regression models measure how likely the response is to fall below one of the three thresholds of the 4-point scale, given the value of the independent variable, i.e., the discomfort glare index. Ordinal logistic regression models are computed for each one of the five discomfort glare indices that were calculated with each one of the 63 evalglare options. Bonferroni correction is applied when checking the significance of each model.

By comparing how well the ordinal models fit to the data, the 63 evalglare methods can be compared, so that the evalglare option providing the best accuracy of discomfort glare prediction can be highlighted. One common way of comparing the fit of ordinal logistic regression models is to evaluate their corrected Akaike’s Information Criterion (AICc). The AICc is used as an indicator of the relative information that is lost when a given model is chosen over another model developed on the same dataset. Therefore, the AICc can estimate the relative quality between statistical models computed on the same dataset, but does not give any information about the absolute quality of the model. As a result, AICc thresholds indicating the absolute quality of a model cannot be found in the literature. However, considering each dataset separately, the lower the AICc value, the better the model. The AICc of each ordinal logistic regression model is used as the third and last indicator of the accuracy of discomfort glare prediction to compare the 63 evalglare options.

In contrast to Spearman and AUC statistical approaches, there exists no significance test to statistically compare the AICc of two ordinal logistic regression models. But, several thresholds of the difference between the AICc of two models that were computed from the same dataset have been published in the literature [28–31]. For this study, a threshold of 10 points, namely a difference of 10 points between the AICc values of two models, was used to determine that the model with the lower AICc value is significantly better than the other one. If the difference between the AICc values of two models that were computed from the same dataset is larger or equal to 10, the significant difference score between these two models is given one point. The significance of the difference between two evalglare options is evaluated on a score from 0 to 5 for each dataset, since the AICc difference test is done for each of the five discomfort glare indices.

4. Results and Discussion

In this section, the results of the study are presented and discussed. First, the three evalglare methods are compared, followed by the comparison of the two background luminance definitions, the three search radius, and the three task area sizes. At last, the use or not of the smooth parameter is investigated as well. Six graphs are used for each comparison: on the left, three graphs related to the field study, and on the right, three graphs related to the laboratory study. From top to bottom, the first graph uses the results of the first statistical approach, namely the Spearman correlation; the second graph uses the results of the second statistical approach, namely the AUC of the binary logistic regression models; and, the third graph uses the results of the third statistical approach, namely the AICc of the ordinal logistic regression models. The statistical results—Spearman correlation and logistic regressions—that were found to be non-significant with Bonferroni correction are still included in the graphs, but they can be recognized by graphical means. The datapoints based on the DGP index were removed from the boxplot graphs. The DGP model is indeed partly based on the vertical illuminance, which does not depend on detected glare sources. These datapoints tend therefore to remain stable throughout the different evalglare options and prevent us from drawing observations from the graphs. However, these datapoints are still plotted in the boxplot graphs as small orange triangle points. Finally, tables summarize for each comparison the total significant difference scores, which are the weighted sum of the significant difference scores of the three statistical approaches (Equation (1)):

\[
S_{SD} = \frac{1}{3} \times S_{SD,\text{Spearman}} + \frac{1}{5} \times S_{SD,\text{AUC}} + \frac{1}{15} \times S_{SD,\text{AICc}}
\]  \hspace{1cm} (1)
with $S_{SD}$, the total significant difference score; $S_{SD,Spearman}$, the significant difference score from the Spearman statistical approach; $S_{SD,AUC}$, the significant difference score from the AUC statistical approach; and, $S_{SD,AICc}$, the significant difference score from the AICc statistical approach.

4.1. Evalglare Methods

In Figures 4–9, the indicators of accuracy of discomfort glare prediction are compared between the 11 different evalglare methods used in this study—factor method with factor 5, 6, 7, and 8; threshold method with threshold 1000, 2000, and 4000; task area method with factor 3, 4, 5, and 6. All other parameters (background luminance definition, search radius, task area size, and smooth option) are set to their default value, so that the methods can be compared on a neutral basis. This comparison is done for each of the five discomfort glare indices (DGP, DGL, CGI, DGImod, UGP), and for both the field (left) and laboratory (right) studies. Non-significant statistics (Spearman correlation and logistic regressions) are included in the graphs but are plotted as dimmed dots. The methods are classified along the X-axis in an ascending order of performance, in such a way that the best performing method can be easily recognized on the right.

**Figure 4.** Comparison of Spearman rho for each discomfort glare index between the studied evalglare methods (field study).

**Figure 5.** Comparison of Spearman rho for each discomfort glare index between the studied evalglare methods (laboratory study).
Figure 6. Comparison of Area Under the Curve (AUC) for each discomfort glare index between the studied evalglare methods (field study).

Figure 7. Comparison of AUC for each discomfort glare index between the studied evalglare methods (laboratory study).

Figure 8. Comparison of Akaike's Information Criterion (AICc) for each discomfort glare index between the studied evalglare methods (field study).
As already observed from the graphs, the differences are larger in the case of the laboratory study. The scores of the laboratory study support the hypothesis that the differences between the factor methods and the other methods are statistically significant, with the discomfort glare prediction becoming worse as the factor of the factor method is increased.

Inappropriate glare source detections, which result in inaccurate discomfort glare predictions. Why these methods fail to accurately detect glare sources could be answered by the following explanation.

From the graphs (Figures 4–9), it appears that the task area method seems to be more appropriate for the field study, and the threshold method for the laboratory study. The task area used with a factor 4 (t4) and the threshold of 2000 cd/m² (b2000) are the methods providing the best accuracy of discomfort glare prediction throughout the three different statistical approaches. In the graphs, the non-significant statistics—Spearman correlation coefficients or logistic regression models—are identifiable as the transparent points. Only a few appear to be non-significant, and these are only found in the factor method. For both studies, the factor methods (b5, b6, b7, b8) are the ones that are producing the worst discomfort glare prediction. In addition, the differences between the methods are more pronounced for the laboratory study than for the field study. This is probably partly due to the noise inherent to field studies data.

As observed in Tables 4 and 5, the significant difference scores do not exceed 82%. This is due to the fact that the difference between two evalglare options used to derive the DGP will almost never be large and significant, since this index was designed to be robust against variations of glare source detection methods. Therefore, a score of 80% means that for all other discomfort glare indices and for each significance test applied, the difference between the evalglare methods were significant. As already observed from the graphs, the differences are larger in the case of the laboratory study. The scores of the laboratory study support the hypothesis that the differences between the factor methods and the other methods are statistically significant, with the discomfort glare prediction becoming worse as the factor of the factor method is increased.

From these results, it is clear that the factor methods should be avoided. These methods provide inappropriate glare source detections, which result in inaccurate discomfort glare predictions. Why these methods fail to accurately detect glare sources could be answered by the following explanation.

Table 4. Significant difference scores (%) between each tested method (field study).

<table>
<thead>
<tr>
<th></th>
<th>b5</th>
<th>b6</th>
<th>b7</th>
<th>b8</th>
<th>b1000</th>
<th>b2000</th>
<th>b4000</th>
<th>t3</th>
<th>t4</th>
<th>t5</th>
</tr>
</thead>
<tbody>
<tr>
<td>t6</td>
<td>2</td>
<td>0</td>
<td>10</td>
<td>36</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>6</td>
</tr>
<tr>
<td>t5</td>
<td>11</td>
<td>0</td>
<td>16</td>
<td>40</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>t4</td>
<td>24</td>
<td>28</td>
<td>40</td>
<td>79</td>
<td>19</td>
<td>13</td>
<td>7</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>27</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>b4000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b2000</td>
<td>0</td>
<td>2</td>
<td>22</td>
<td>33</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b1000</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b8</td>
<td>26</td>
<td>43</td>
<td>44</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b7</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b6</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5. Significant difference scores (%) between each tested method (laboratory study).

<table>
<thead>
<tr>
<th></th>
<th>b5</th>
<th>b6</th>
<th>b7</th>
<th>b8</th>
<th>b1000</th>
<th>b2000</th>
<th>b4000</th>
<th>t3</th>
<th>t4</th>
<th>t5</th>
</tr>
</thead>
<tbody>
<tr>
<td>t6</td>
<td>20</td>
<td>33</td>
<td>71</td>
<td>80</td>
<td>16</td>
<td>42</td>
<td>20</td>
<td>20</td>
<td>11</td>
<td>27</td>
</tr>
<tr>
<td>t5</td>
<td>38</td>
<td>60</td>
<td>80</td>
<td>80</td>
<td>13</td>
<td>20</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>t4</td>
<td>27</td>
<td>67</td>
<td>80</td>
<td>80</td>
<td>7</td>
<td>20</td>
<td>13</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>33</td>
<td>60</td>
<td>67</td>
<td>80</td>
<td>7</td>
<td>29</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b4000</td>
<td>82</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>7</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b2000</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b1000</td>
<td>38</td>
<td>62</td>
<td>80</td>
<td>80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b8</td>
<td>80</td>
<td>73</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b7</td>
<td>73</td>
<td>22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b6</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For dim light scenes, the glare source detection threshold while using a factor method will be generally quite low, since the average luminance of the scene is low. This will often result in an over-detection of glare sources. Figure 10 shows an example of a visual scene in which the computer screen was treated as a glare source by evalglare and factor 5 method, although the visual scene was ranked as “No discomfort” by the subject.

On the opposite, when a scene is bright, the factor method will often fail to find glare sources (under-detection). Since the average luminance of the scene is relatively high, the glare source detection threshold will be high as well. Evalglare will thus miss some glare sources. The visual scene in Figure 11 was rated as “Disturbing”, although no substantial glare sources were detected by evalglare and factor 7 method.

From the results, it can also be inferred that the choice of an evalglare method can be done according to the type of discomfort glare that is the most probable to occur in the studied visual scene. It appears that the task area method would be the most appropriate for visual scenes, in which contrast glare is likely to occur. On the other hand, the threshold method offers some advantages when being used for visual scenes with saturation glare, although the task area method delivers results in a similar range. This observation was expected and can be explained.

In the case of contrast glare, i.e., in the case of low vertical illuminance scenes, like in the field study, the task area method would be more appropriate since the adaptation level of the subject’s eyes plays an important role in the determination of the glare source luminance level at which glare is perceived. The task area method includes the adaptation level in the glare source detection process, by using a task area as reference for the eyes adaptation level.
On the other hand, for saturation glare, which occurs in scenes with relatively high vertical illuminance, like in the laboratory study, the determination of the glare source luminance threshold does not directly depend on the adaptation of the subject’s eyes. Therefore, an absolute threshold would offer better results for saturation glare detection. Up to now, the most common threshold value has been 2000 cd/m², and this value is supported by this study.

4.2. Background Luminance Definition

Figures 12–17 compare the two background luminance definitions by using boxplots for both the field (left) and laboratory (right) studies, of the three indicators of accuracy of discomfort glare prediction. More specifically, each boxplot is based on a group of 44 datapoints, with each one being an indicator corresponding to one of the four discomfort glare indices (DGP is left out of the boxplots) and one of the 11 evalglare methods (b5, b6, b7, b8, b1000, b2000, b4000, t3, t4, t5, t6). Non-significant statistics (Spearman correlation and logistic regressions) are included in the boxplots but are plotted as empty grey dots. The orange triangle points represent the indicators based on the DGP index. At last, the lines connecting two adjacent boxplots represent the evolution of an indicator when the background luminance definition is varied. If the lines would cross each other, then the influence of the background luminance definition would depend on the evalglare method or on the discomfort glare index used. Since the lines are not crossing much in this case, the influence of the background luminance definition is constant, whatever the evalglare method or the discomfort glare index is.

Figure 11. Glare source detection by evalglare factor 7 method for a visual scene of the laboratory study.

Figure 12. Boxplots of Spearman rho for the two background luminance definitions (field study).
eyes plays an important role in the determination of the glare source luminance level at which glare is perceived. The task area method includes the adaptation level in the glare source detection process, by using a task area as reference for the eyes adaptation level. On the other hand, for saturation glare, which occurs in scenes with relatively high vertical illuminance, like in the laboratory study, the determination of the glare source luminance threshold does not directly depend on the adaptation of the subject’s eyes. Therefore, an absolute threshold would offer better results for saturation glare detection. Up to now, the most common threshold value has been 2000 cd/m², and this value is supported by this study.

4.2. Background Luminance Definition

Figures 12–17 compare the two background luminance definitions by using boxplots for both the field (left) and laboratory (right) studies, of the three indicators of accuracy of discomfort glare prediction. More specifically, each boxplot is based on a group of 44 datapoints, with each one being an indicator corresponding to one of the four discomfort glare indices (DGP is left out of the boxplots) and one of the 11 evalglare methods (b5, b6, b7, b8, b1000, b2000, b4000, t3, t4, t5, t6). Non-significant statistics (Spearman correlation and logistic regressions) are included in the boxplots but are plotted as empty grey dots. The orange triangle points represent the indicators based on the DGP index. At last, the lines connecting two adjacent boxplots represent the evolution of an indicator when the background luminance definition is varied. If the lines would cross each other, then the influence of the background luminance definition would depend on the evalglare method or on the discomfort glare index used. Since the lines are not crossing much in this case, the influence of the background luminance definition is constant, whatever the evalglare method or the discomfort glare index is.

Figure 13. Boxplots of Spearman rho for the two background luminance definitions (laboratory study).

Figure 14. Boxplots of AUC for the two background luminance definitions (field study).

Figure 15. Boxplots of AUC for the two background luminance definitions (laboratory study).
Figure 16. Boxplots of AICc for the two background luminance definitions (field study).

Figure 17. Boxplots of AICc for the two background luminance definitions (laboratory study).

In each figure (Figures 12–17), the overall accuracy of discomfort glare prediction can be compared between the use of the CIE definition of the background luminance and its mathematical definition. The difference between the two background luminance definitions lies in the fact that the CIE definition takes into account the cosine correction (Lambert’s cosine law) in the computation of the background luminance. But, it seems that this difference does not show in the accuracy of discomfort glare prediction: the boxplots are similar for the field and laboratory studies and for each statistical approach. On another note, the boxplots of the laboratory study are more spread than those of the field study. Therefore, the variation in the accuracy of discomfort glare prediction between the evalglare methods or between the discomfort glare indices are larger for the laboratory study, as it was already observed in Figures 4–9.

Significance tests looking at the difference between the two background luminance definitions support the observations that are made according to the boxplots. The significant difference scores (Tables 6 and 7) do not exceed 13%, and are mainly 0%. This illustrates that the difference between the two definitions is almost never significant, depending on which significance test is applied. This is confirmed by looking more closely to the boxplots that are related to the AICc indicator: the variation in the AICc values between the use of the CIE definition or the mathematical definition is never larger than 10 points.
Table 6. Significant difference scores (%) between the two background luminance definitions (field study).

<table>
<thead>
<tr>
<th></th>
<th>b5</th>
<th>b6</th>
<th>b7</th>
<th>b8</th>
<th>b1000</th>
<th>b2000</th>
<th>b4000</th>
<th>t3</th>
<th>t4</th>
<th>t5</th>
<th>t6</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIE Lb &gt;&gt;&lt; Math. Lb</td>
<td>0 0 6 6 0 0 2 2 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Significant difference scores (%) between the two background luminance definitions (lab. study).

<table>
<thead>
<tr>
<th></th>
<th>b5</th>
<th>b6</th>
<th>b7</th>
<th>b8</th>
<th>b1000</th>
<th>b2000</th>
<th>b4000</th>
<th>t3</th>
<th>t4</th>
<th>t5</th>
<th>t6</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIE Lb &gt;&gt;&lt; Math. Lb</td>
<td>0 0 0 9 13 12 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From these observations, it appears that there is no significant difference in the accuracy of discomfort glare prediction between the use of the CIE definition and the mathematical definition of the background luminance. Both could be used alternatively without observing any change in the results of a study. However, the influence of the background luminance definition, namely the influence of the use of the cosine correction in the background luminance computation, should be checked in the case of extreme visual scenes. Indeed, this parameter could have an influence when the luminance distribution of the background of a visual scene is extremely heterogeneous, for instance, when background luminance values are much higher—but is still not considered as a glare source—in one specific part of the field of view.

4.3. Search Radius

Figures 18–23 show boxplots that are built on the same principals than those in Figures 12–17, but in this case, the evalglare parameter being varied is the search radius. In each figure (Figures 18–23), the overall accuracy of discomfort glare prediction can be compared between the use of a search radius having an opening angle of 0.06, 0.2, or 0.3 radians. By varying the search radius, the maximal distance within which two nearby glaring pixels are merged in one glare source is varied. Therefore, the smaller the search radius, the smaller the solid angle of the detected glare sources but the more of them.

![Figure 18. Boxplots of Spearman rho for the three search radius (field study).](image-url)
the luminance distribution of the background of a visual scene is extremely heterogeneous, for instance, when background luminance values are much higher—but is still not considered as a glare source—in one specific part of the field of view.

4.3. Search Radius

Figures 18–23 show boxplots that are built on the same principals than those in Figures 12–17, but in this case, the evalglare parameter being varied is the search radius. In each figure (Figures 18–23), the overall accuracy of discomfort glare prediction can be compared between the use of a search radius having an opening angle of 0.06, 0.2, or 0.3 radians. By varying the search radius, the maximal distance within which two nearby glaring pixels are merged in one glare source is varied. Therefore, the smaller the search radius, the smaller the solid angle of the detected glare sources but the more of them.

The default search radius in evalglare is 0.2 radians, and it appears from the boxplots that this default parameter is appropriate. It is the one providing the best accuracy of discomfort glare prediction in the field and laboratory studies. However, several lines are crossing, especially in the laboratory study, as some lines go up while others go down when varying the search radius. This is a sign that the influence of the search radius is not constant.

Figure 19. Boxplots of Spearman rho for the three search radius (laboratory study).

Figure 20. Boxplots of AUC for the three search radius (field study).

Figure 21. Boxplots of AUC for the three search radius (laboratory study).
The default search radius in evalglare is 0.2 radians, and it appears from the boxplots that this default parameter is appropriate. It is the one providing the best accuracy of discomfort glare prediction in the field and laboratory studies. However, several lines are crossing, especially in the laboratory study, as some lines go up while others go down when varying the search radius. This is a sign that the influence of the search radius is not constant.

Looking at the significant difference scores between the three search radius parameters (Tables 8 and 9), it appears that this parameter does not produce significant differences on the accuracy of discomfort glare prediction, at least not for the factor and threshold methods. When using the task area method, the differences might be interpreted as statistically significant in some cases. These cases correspond to the lines with the steepest slopes in the boxplot graphs.

### Table 8. Significant difference scores (%) between the three search radius (field study).

<table>
<thead>
<tr>
<th></th>
<th>b5</th>
<th>b6</th>
<th>b7</th>
<th>b8</th>
<th>b1000</th>
<th>b2000</th>
<th>b4000</th>
<th>t3</th>
<th>t4</th>
<th>t5</th>
<th>t6</th>
</tr>
</thead>
<tbody>
<tr>
<td>r0.2 &gt;&gt; r0.06</td>
<td>0</td>
<td>12</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>r0.2 &gt;&gt; r0.3</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>62</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>r0.06 &gt;&gt; r0.3</td>
<td>0</td>
<td>13</td>
<td>7</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>13</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 22. Boxplots of AICc for the three search radius (field study).

Figure 23. Boxplots of AICc for the three search radius (laboratory study).
Table 9. Significant difference scores (%) between the three search radius (laboratory study).

<table>
<thead>
<tr>
<th></th>
<th>b5</th>
<th>b6</th>
<th>b7</th>
<th>b8</th>
<th>b1000</th>
<th>b2000</th>
<th>b4000</th>
<th>t3</th>
<th>t4</th>
<th>t5</th>
<th>t6</th>
</tr>
</thead>
<tbody>
<tr>
<td>r0.2 &gt;= r0.06</td>
<td>13</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>15</td>
<td>27</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>r0.2 &gt;= r0.3</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>24</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>r0.06 &gt;= r0.3</td>
<td>15</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>9</td>
<td>33</td>
<td>40</td>
</tr>
</tbody>
</table>

Although the differences in the accuracy of glare prediction could not be demonstrated as being significant in a majority of cases, there seems to be a tendency towards a better accuracy of discomfort glare prediction when using the default search radius. However, using only three variations of the search radius is not enough to grasp the full extent of the influence of the search radius on glare source detection, and indirectly on the accuracy of discomfort glare prediction. Moreover, the influence of the search radius most probably depends on the visual scene, and especially on the distance between two contrasted glare pixels in a luminance map. In the case of this study, the observers from both datasets were sitting close to the façade, thus at a relatively close distance from the blinds. But, this might not be the case for large open-plan offices. If the observer is located further away from the blinds, the distance between the contrasted pixels of the blinds will vary in the luminance map, and the opening angle of the search radius will have to be varied in order to produce a similar result than if the observer was sitting close to the façade. An extended study on the appropriate search radius for glare source detection would be required to thoroughly understand the influence of this parameter. In the meantime, it seems reasonable to keep using the default evalglare search radius having an opening angle of 0.2 radians.

4.4. Task Area Size

Figures 24–29 show boxplots that are similar than the ones in Figures 12–23, for both the field (left) and laboratory (right) studies, and for the three indicators of accuracy of discomfort glare prediction. However, in the case of the task area size parameter, each boxplot is based on a group of 16 datapoints. The 16 datapoints are the indicators corresponding to the four discomfort glare indices (DGI, CGI, DGImod, and UGP) and the four task area methods (t3, t4, t5, t6). The factor and threshold methods are left out of the boxplots since the variation due to the task area size has no influence on their accuracy of discomfort glare prediction. As the few non-significant statistics (Spearman correlation and logistic regressions) are found when using the factor method, all of the datapoints plotted in Figures 24–29 are based on significant statistics. At last, the orange triangle points represent the indicators based on the DGP index.

Figure 24. Boxplots of Spearman rho for the three task area sizes (field study).
4.4. Task Area Size

Figures 24–29 show boxplots that are similar than the ones in Figures 12–23, for both the field (left) and laboratory (right) studies, and for the three indicators of accuracy of discomfort glare prediction. However, in the case of the task area size parameter, each boxplot is based on a group of 16 datapoints. The 16 datapoints are the indicators corresponding to the four discomfort glare indices (DGI, CGI, DGImod, and UGP) and the four task area methods (t3, t4, t5, t6). The factor and threshold methods are left out of the boxplots since the variation due to the task area size has no influence on their accuracy of discomfort glare prediction. As the few non-significant statistics (Spearman correlation and logistic regressions) are found when using the factor method, all of the datapoints plotted in Figures 24–29 are based on significant statistics. At last, the orange triangle points represent the indicators based on the DGP index.

Figure 25. Boxplots of Spearman rho for the three task area sizes (laboratory study).

Figure 26. Boxplots of AUC for the three task area sizes (field study).

Figure 27. Boxplots of AUC for the three task area sizes (laboratory study).
The overall accuracy of discomfort glare prediction can be compared on the boxplots between the three different task area sizes, having, respectively, an opening angle of 30° (0.52 rad.), 60° (1 rad.), and 90° (1.57 rad.). The 60° task area opening angle is what is believed to be commonly used in evalglare, as this corresponds to the ergorama. Varying the task area size might be interpreted as varying the size of the part of the field of view to which the subject’s eyes are adapting. But, increasing this task area size does not systematically mean increasing the average luminance of this task area; the visual scene will be determinant in this case. Figures 30 and 31 help to understand the implication of varying the task area size on the average task luminance, and thus on the glare source detection threshold. For the laboratory study (Figure 31), the variation of the task area size has a small and relatively constant impact on the task luminance: the larger the task area size, the larger the task luminance. In the case of the field study (Figure 30), the impact of the variation of the task area size on the task luminance is larger, but more chaotic. This is due to the fact that, in real office settings, the field of view changes a lot from one desk to the other, hence the luminance distribution of this field of view varies a lot as well. In a laboratory setting, on the contrary, the visual field is relatively constant, causing the variation in the task luminance to be relatively constant as well.
Figure 30. Comparison of the task area average luminance between the three different task area sizes for all glare evaluations of the field study.

Figure 31. Comparison of the task area average luminance between the 3 different task area sizes for all glare evaluations of the lab study.

However, it seems that a consistent variation of the glare source detection threshold—due to a consistent variation of the task luminance—does not produce a consistent influence on the accuracy of discomfort glare prediction. In the boxplots of the laboratory study (Figures 25, 27 and 29), the lines are crossing and going in opposite directions, which means that the influence of the task area size is not consistent throughout the discomfort glare indices or the task area methods. Moreover, the three indicators of the accuracy of discomfort glare prediction disagree on which would be the best task area size. At last, the significant difference scores between the three task area sizes for the laboratory study (Table 10) are low or equal to 0%. No conclusions can therefore be drawn from the analysis of the task area size influence while using the laboratory dataset.

Table 10. Significant difference scores (%) between the three task area sizes (laboratory study).

<table>
<thead>
<tr>
<th></th>
<th>t3</th>
<th>t4</th>
<th>t5</th>
<th>t6</th>
</tr>
</thead>
<tbody>
<tr>
<td>60° X 30°</td>
<td>0</td>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>60° X 90°</td>
<td>2</td>
<td>0</td>
<td>24</td>
<td>13</td>
</tr>
<tr>
<td>30° X 90°</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
On the other hand, from the boxplots of the field study (Figures 24, 26 and 28), a steady trend can be observed: by decreasing the task area size, the accuracy of discomfort glare prediction is increased. It is however quite difficult to explain this trend. What could be observed in Figure 30 is that when the task luminance is relatively low, using a smaller task area size tends to increase this task luminance; but when the task luminance is relatively high, using a smaller task area size tends to decrease the task luminance. A small task area size thus leads to a more constant task luminance throughout different visual scenes. A more accurate discomfort glare prediction could therefore be achieved thanks to the use of a less fluctuating eye adaptation level. In reality, it is indeed expected that the subject’s eyes adapt to the computer screen brightness, which should not vary a lot. However, the differences between the three task area sizes do not appear to be statistically significant, even for the field study (Table 11). More insight on the actual task area, namely the area of the field of view to which the subject’s eyes are really adapting, are required to better understand what can be seen here, and to determine an appropriate task area size.

Table 11. Significant difference scores (%) between the three task area sizes (field study).

<table>
<thead>
<tr>
<th></th>
<th>t3</th>
<th>t4</th>
<th>t5</th>
<th>t6</th>
</tr>
</thead>
<tbody>
<tr>
<td>60° X 30°</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>60° X 90°</td>
<td>0</td>
<td>16</td>
<td>0</td>
<td>26</td>
</tr>
<tr>
<td>30° X 90°</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>10</td>
</tr>
</tbody>
</table>

4.5. Smooth Option

Figures 32–37 compare the accuracy of discomfort glare prediction when the detected glare sources are smoothed or not. Using the smooth parameter causes the pixels that are not detected as glaring pixels by the algorithm, but that are nested inside an area of glaring pixels to be considered as glaring pixels as well and included in the surrounding glare source. Therefore, when the smooth parameter is applied, a detected glare source in a luminance map will have a larger solid angle, but a lower average luminance. The smooth parameter is presumably seldom used, mainly because it did not belong to the recommended options in evalglare, and little data have been published about it, making its contribution not well understood. In addition, its computation time is three to four times longer.

Figure 32. Boxplots of Spearman rho for the non-smooth/smooth parameter (field study).
4.5. Smooth Option

Figures 32–37 compare the accuracy of discomfort glare prediction when the detected glare sources are smoothed or not. Using the smooth parameter causes the pixels that are not detected as glaring pixels by the algorithm, but that are nested inside an area of glaring pixels to be considered as glaring pixels as well and included in the surrounding glare source. Therefore, when the smooth parameter is applied, a detected glare source in a luminance map will have a larger solid angle, but a lower average luminance. The smooth parameter is presumably seldom used, mainly because it did not belong to the recommended options in Evalglare, and little data have been published about it, making its contribution not well understood. In addition, its computation time is three to four times longer.

**Figure 33.** Boxplots of Spearman rho for the non-smooth/smooth parameter (laboratory study).

**Figure 34.** Boxplots of AUC for the non-smooth/smooth parameter (field study).

**Figure 35.** Boxplots of AUC for the non-smooth/smooth parameter (laboratory study).
From the boxplots (Figures 32–37), a general trend is observed towards a higher accuracy of discomfort glare prediction with the smooth parameter. This is especially visible for the field study, as the lines all go in the same direction. This implies that the influence of the smooth option is not dependent on the discomfort glare index that is used or the evalglare method applied. To understand why the smooth parameter offers a constant improvement of discomfort glare prediction, its impact on the four main physical quantities influencing discomfort glare [1] was investigated through the Glare Impact (GI). The GI was first introduced by [32], and it was redefined here, according to Equation (2).

\[
GI = \sum \frac{L_{s,j}^2 \cdot \omega_j}{L_b \cdot P_i^2}
\]  

with \(L_{s,j}\) the luminance of the glare source.
ω_i, the solid angle of the glare source; 
L_{b}, the luminance of the background; and, 
P_i, the position index related to the glare source.

First, the variation of the GI according to the smooth parameter was studied. This did not help understanding the influence of the smooth parameter, since the variations of the GI due to the smoothing were not constant and very dependent on the visual scene. In bright visual scenes, a squared decrease in the average glare source luminance due to the use of the smooth parameter was generally balanced by the increase in the solid angle of this glare source. However, in low-light scenes, the squared decrease in the glare source luminance could most of the time not be entirely balanced by the increase in the solid angle. The only constant variation that is brought by the smooth parameter is the decrease in background luminance, as can be seen in Figures 38 and 39. Since the originally non-glaring pixels located next to a glare source are included in this glare source due to the smoothing, the average background luminance is lowered as some of the brightest pixels of the background—those located next to a glare source—are retrieved from this background. The constant decrease in the background luminance due to the smoothing could thus be linked to the constant increase in the accuracy of discomfort glare perception.

![Graph showing background luminance variations](image)

**Figure 38.** Comparison of the background luminance while varying the smooth parameter with the t4 method (task area method with a factor 4), for all glare evaluations of the field study.

Looking at the significant difference scores between the smooth/non-smooth parameter (Tables 12 and 13), the differences in the accuracy of discomfort glare prediction can be considered to be statistically significant only for a few cases, especially in the field study. The smooth parameter appears not to produce a strong significant difference in the accuracy of discomfort glare prediction, despite a clear tendency towards a better glare prediction with the smooth parameter applied (Figures 32–37).

**Table 12.** Significant difference scores (%) between the smooth/non-smooth parameter (field study).

<table>
<thead>
<tr>
<th></th>
<th>b5</th>
<th>b6</th>
<th>b7</th>
<th>b8</th>
<th>b1000</th>
<th>b2000</th>
<th>b4000</th>
<th>t3</th>
<th>t4</th>
<th>t5</th>
<th>t6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt;=</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-smooth</td>
<td>12</td>
<td>24</td>
<td>44</td>
<td>49</td>
<td>2</td>
<td>16</td>
<td>31</td>
<td>0</td>
<td>0</td>
<td>27</td>
<td>29</td>
</tr>
</tbody>
</table>
Despite a clear tendency towards a better glare prediction with the smooth parameter applied (Figures 32–37).

Figure 38. Comparison of the background luminance while varying the smooth parameter with the t4 method (task area method with a factor 4), for all glare evaluations of the laboratory study.

Figure 39. Comparison of the background luminance while varying the smooth parameter with the b2000 method (method with a threshold of 2000 cd/m²), for all glare evaluations of the laboratory study.

Table 12. Significant difference scores (%) between the smooth/non-smooth parameter (field study).

<table>
<thead>
<tr>
<th></th>
<th>b5</th>
<th>b6</th>
<th>b7</th>
<th>b8</th>
<th>b1000</th>
<th>b2000</th>
<th>b4000</th>
<th>t3</th>
<th>t4</th>
<th>t5</th>
<th>t6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth</td>
<td>&gt;&lt;</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Non-smooth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The observations that are made here following the investigation of the smooth parameter should not lead to an excessive and indiscriminate use of this parameter, with the sole purpose to improve the correlation between the subjective glare ratings and the discomfort glare indices in a study. These results should first be validated in an extended study. Moreover, the settings choice in evalglare should always be done in an objective and sensible way, so as not to bias the results.

At last, the results that are presented here should be interpreted with respect to the limitations of the study. This study concentrated on the most common settings that are available in evalglare. However, other settings—such as the definition of the position index—might also influence the accuracy of discomfort glare prediction. Moreover, the observations are made based on a limited number of visual scenes. It is believed that the use of two different datasets brings a larger diversity in the studied visual scenes and their luminance distributions, making the results applicable to a large number of situations. But, different or extreme visual scenes could produce different results. Finally, these results are based on the five most common discomfort glare indices for daylighting. However, these indices are not performing as well as could be expected [33], and a lot of research is still going on to understand the mechanism behind discomfort glare perception and to determine an accurate way of measuring it. Moreover, one of these five indices, the DGP, possesses a validity range, which means that DGP values lower than 0.2 or higher than 0.8 should be interpreted with an additional layer of caution.

5. Conclusions

In this study, the influence of the choice of evalglare methods and parameters on the accuracy of discomfort glare prediction was investigated. The aim was to determine which method and parameters offer the best discomfort glare prediction for both types of discomfort glare, namely the contrast and
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saturation glare. Therefore, two datasets were used in this study, each one representative of one type of glare. In total, 63 different evalglare options were tested (Table 2), and for each option, five common daylight discomfort glare indices were calculated (DGP, DGI, CGI, DGImod, and UGP). Three statistical indicators were computed for each index, for each evalglare option, and for both datasets, so that the accuracy of discomfort glare prediction deriving from each evalglare option can be evaluated. These three statistical indicators are the Spearman correlation coefficient (or Spearman rho), the Area Under the ROC Curve of a binomial logistic regression model (or AUC), and the corrected Akaike’s Information Criterion of an ordinal logistic regression model (or AICc).

The results confirmed that the task area method should be preferred when evaluating visual scenes with contrast glare. For visual scenes where saturation glare is more predominant, the threshold method seems the most appropriate one, although the task area method offers very similar results. More specifically, the results showed that the task area method should be applied with a multiplying factor of 4 or 5, while the most appropriate threshold for the threshold method seems to be 2000 cd/m², as is generally found in the literature. The calculation method of the background luminance—CIE definition or mathematical definition—seems to have no influence on the accuracy of discomfort prediction. A small trend could be observed for the influence of the search radius and the task area size parameter, although their influence on the accuracy of discomfort glare prediction could not be demonstrated as being statistically significant. The default search radius in evalglare, having an opening angle of 0.2 radians, was the one leading to the best discomfort glare prediction. As for the task area size, it seems that a smaller task area size, having an opening angle between 30° and 60°, would be more appropriate for discomfort glare prediction. However, more research involving datasets with different visual conditions is required to confirm these results. At last and quite surprisingly, applying the smooth parameter appeared to generate a more accurate discomfort glare prediction. It was hypothesized that this effect might be due to the decrease in background luminance when applying the smoothing. Rather than resulting in an unreasonable use of the smooth parameter to improve discomfort glare studies results, this observation should initiate the reconsideration of the basis of most discomfort glare indices nowadays, namely the Glare Impact formula (Equation (2)). Since it was observed that, for both studies, the accuracy of discomfort glare prediction was most certainly improved by decreasing the background luminance, the weighting or even the use of this physical quantity in discomfort glare models could be questioned. An extended laboratory study reassessing the influence of each one of the four main variables that is used in discomfort glare models (Ls, ω, Lb, and P) would be required, to validate the basis of the discomfort glare knowledge and to provide a clear definition of a glare source.

In addition, the authors would like to emphasize the importance of the choice of evalglare methods and parameters. When using evalglare, one should always be aware that this tool could lead to very different results in discomfort glare index calculation depending on these choices. Figures 40 and 41 show extreme examples of such variations in discomfort glare indices values that were observed in the framework of this study. Although the DGP was found to be only slightly influenced by the detection parameters and methods in evalglare, the settings could matter as well for specific cases. In Figure 40, an extreme visual scene from each dataset would change from the “disturbing glare” category to the “intolerable glare” category (thresholds defined according to [34]) due to the use of different settings in evalglare. More extreme variations were observed for the four other discomfort glare indices (DGI, CGI, DGImod, and UGP) (Figure 41). In the given examples (Figures 42 and 43), no glare source was found by using the b1000_Lb method for the field study example (Figure 42, left) or the b7_Lb method for the laboratory study example (Figure 43, right). The value of the CGI index corresponding to these two scenes is 0, and they are therefore categorized as “Imperceptible glare” (Figure 41). But, for other settings, such as the t3_smoothed method for the field study example (Figure 42, right) and the b1000_r0.06 method for the laboratory study example (Figure 43, left), glare sources are detected in the scenes. The same scenes are then categorized as “Unacceptable glare” or even “Uncomfortable glare” (thresholds defined according to [17,35]) (Figure 41). It is therefore
strongly recommended to create a check file when using evalglare to calculate discomfort glare indices from a luminance map and examine visually the glare source(s) detected. The visual analysis of the glare sources is a useful way to verify that the glare sources detected are reasonable.

**Figure 40.** DGP of the same visual scene for different evalglare methods and parameters (field and laboratory studies).

**Figure 41.** Commission on Illumination Glare Index (CGI) of the same visual scene for different evalglare methods and parameters (field and laboratory studies).

**Figure 42.** Extreme example (field study) of the difference in glare source(s) detection resulting from the b1000_Lb setting (left) and the t3_smoothed setting (right) in evalglare.
To conclude, for predominating saturation glare scenes, it would be beneficial to use an absolute threshold of 2000 cd/m². This method should also be preferred for simulation work with an observer location close to the façade. Using the task area method with a factor 4 or 5 delivers for all of the investigated cases (saturation and contrast glare scenes) reasonable results and it is the preferred option for predominating contrast glare scenes. This method should be applied in simulation work, when the observer is located further away from the façade, although the task area definition might be sensitive. Using the factor method—evalglare default method—was found to lead to significantly lower performances and is therefore not recommended. From this study, the influences of the background luminance definition, the search radius, and the task area size were found to be not statistically significant. It is therefore recommended to use the default setting for these parameters. Further research on the definition of a glare source in daylighting is required, so that these parameters can be determined knowingly and reliably.
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