Hydrological Modeling Response to Climate Model Spatial Analysis of a South Eastern Europe International Basin
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Abstract: One of the most common questions in hydrological modeling addresses the issue of input data resolution. Is the spatial analysis of the meteorological/climatological data adequate to ensure the description of simulated phenomena, e.g., the discharges in rainfall–runoff models at the river basin scale, to a sufficient degree? The aim of the proposed research was to answer this specific question by investigating the response of a spatially distributed hydrological model to climatic inputs of various spatial resolution. In particular, ERA-Interim gridded precipitation and temperature datasets of low, medium, and high resolution, i.e., $0.50^\circ \times 0.50^\circ$, $0.25^\circ \times 0.25^\circ$, and $0.125^\circ \times 0.125^\circ$, respectively, were used to feed a distributed hydrological model that was applied to a transboundary river basin in the Balkan Peninsula, while all the other model’s parameters were maintained the same at each simulation run. The outputs demonstrate that, for the extent of the specific basin study, the simulated discharges were adequately correlated with the observed ones, with the marginally best results presented in the case of precipitation and temperature of $0.25^\circ \times 0.25^\circ$ spatial analysis. The results of the research indicate that the selection of ERA-Interim data can indeed improve or facilitate the researcher’s outputs when dealing with regional hydrologic simulations.
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1. Introduction

The accuracy of hydrologic models is limited by many factors [1,2]. Data availability, both in terms of quantity, i.e., large data series and spatial coverage of the case study basin, and quality, i.e., reliable and unbiased datasets, plays a significant role in the modeling procedure and is one of the factors that are bound to affect the produced results. O’Riordan [3] demonstrated that the lack of historic data or even the comprehensiveness of monitoring could lead to distorted findings. In hydrological simulations and forecasting, precipitation is one of the most important inputs, with the precipitation’s gauge network density and the gauges’ spatial distribution having direct impacts on the modeling results [4]. Xu et al. [5] showed that the error of the simulated runoff was gradually narrowed to a specific threshold number of gauges, beyond which the model’s performance did not demonstrate considerable improvements. Similarly, Arctil et al. [6] demonstrated that a model’s performance was reduced when spatial rainfall was derived from a network where the number of network gauges was lower than a specific threshold. Woods et al. [7] found that the size of the representative elementary area [8] was influenced more by the catchment topography than by the spatial resolution of the rainfall data. Moreover, the density of the stations/grids for a hydrologic network that was defined by the World Meteorological Organization [9] indicated that the density was strongly dependent on the
physiographic characteristics of the regions. The current availability of gridded precipitation data series [10–12] offers spatial coverage at various resolutions on a worldwide scale.

The accuracy of gridded data sources was thoroughly examined in the literature [13–16]. In northeast China, for example, a comparative study regarding gridded datasets, such as those of the Global Precipitation Climatology Center (GPCC), the Climate Research Unit (CRU), and the University of Delaware (UDEL), with station-based precipitation data, demonstrated that gridded databases overestimated the annual precipitation [17]. At the European scale, the comparison of existing precipitation datasets with E-OBS gridded data revealed that the differences were relatively large, and usually biased toward lower values in E-OBS [18]. Nevertheless, the selection of the proper grid resolution is of particular significance, since low grid resolution could lead to uncertainty of the predictions, while, in the case of overestimation of resolution, the workload is increasingly demanding [19]. Gridded climatic variables were also exploited for the assessment of other atmospheric processes, such as the daily global solar radiation [20].

Meteorological reanalysis data are among the most used gridded datasets, with those most widely used presented by Fuka et al. [21]. Although both gridded data and reanalysis data initially come from terrestrial and airborne observation networks, the reanalysis data go a step forward, i.e., they are assimilated into a numerical weather prediction model to produce a spatially and temporally coherent synthesis of meteorological variables covering the last few decades [22]. Reanalysis provides a multivariate, spatially complete, and coherent record of the global atmospheric circulation [23], and its usefulness was proven both in areas where there is a plethora of data and in areas where weather stations are limited or even do not exist [24]. Many studies compared reanalysis products to observation data, and, in general, they concluded that reanalysis products are comparable to station measurements [23,25,26]. ERA-Interim is one of the latest global reanalysis products developed by the European Center for Medium-Range Weather Forecasts (ECMWF) [23]. ERA-Interim is highly used over regions with sparse observations, such as high mountainous regions or complex terrains [27,28]. The accuracy of these datasets was evaluated in many places of the world. For example, the Hu et al. [29] investigation regarding the reliability of the precipitation variable took place in central Asia. ERA-Interim was also used to assess, in terms of consistency, the temperature and precipitation extremes [30].

One of the principal hydro-climate applications of gridded datasets is to incorporate them into spatially distributed hydrologic models as climate forcings [31]. The literature presents some recent studies that investigated the impact of the spatial resolution of reanalysis products on hydrologic modeling [32,33]. In a large mountain watershed in Canada, for example, Woo and Thorne [34] exploited ERA-40, NCEP–NCAR, and NARR reanalysis products to simulate the contribution of snowmelt to the river regime. However, coupling of reanalysis data with hydrologic models was less explored and, in general, studies on this topic focused on a limited number of basins [22]. Moreover, the literature review showed that the coupling of reanalysis data with hydrologic models is mainly based on single spatial resolutions [35,36]. Fuka et al. [21], for example, in their hydrologic simulation, used specific reanalysis products covering the globe at hourly time steps since 1979 at a 38-km resolution. Limited researches evaluated a broader range of spatial analysis, such as Essou et al. [22], where they used three different reanalysis datasets of spatial resolution varying between 30 km and 10 km to trigger the hydrologic simulation procedure.

Based on the aforementioned review, this specific research aims at investigating the runoff response of a watershed in reanalysis climatic data of varying resolution. In particular, this study seeks to assess the sensitivity of a hydrologic model, namely MODSUR, by comparing the low-resolution ERA-Interim datasets (0.50° × 0.50°) with the medium-resolution ERA-Interim datasets (0.25° × 0.25°) and the high-resolution ERA-Interim datasets (0.125° × 0.125°). The case study area is a transboundary river basin in southeastern Europe (SEE), where the climatic conditions in the upstream part of the basin are different to those of the downstream part due to its proximity to the sea. The performed analysis on the three different datasets demonstrated the degree of correlation among the relevant
climatic variables, as well as the correlation of the simulated discharges with the observed discharges of the river. This research is considered of significant importance because ERA-Interim reanalysis data are routinely used for (i) case areas where the lack of data is dominant, and (ii) the bias correction of climatic variables, when climate change is inserted into the research. Hence, the outputs could shed light on questions relative to the required resolution of climatic data when used in hydrologic studies.

2. Materials and Methods

2.1. Case Study Area

The transboundary basin of Mesta/Nestos River, which is shared between Bulgaria and Greece, was the area of interest in this research. The specific basin is one of the 18 international rivers and lake basins in southeastern Europe and one of the five transboundary river basins of Greece. Moreover, this basin forms part of the Hydrology for the Environment, Life and Policy (HELP) demonstration basins of UNESCO’s Intergovernmental Hydrological Programme (IHP) [37]. The morphology of the catchment is mountainous with the exception of the delta region (Figure 1). Due to the basin’s (i) orientation from north to south and (ii) complex topography, since it spreads among the highest mountains of SEE and the sea level, the climate can change from typically coastal Mediterranean to practically alpine [38].
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**Figure 1.** Case study basin with overlaying grids of the hydrologic model (gray rectangles) and of the 0.50° × 0.50° (blue cells), 0.25° × 0.25° (red cells), and 0.125° × 0.125° (green cells) ERA-Interim meshes.

The headwaters are located in southwestern Bulgaria, while the river outlets are located in the north Aegean Sea, in Greece. The total length of the river’s main course and the basin’s extent are 255.0 km and 6,218.0 km², respectively, figures that are almost equally shared by the two countries (Figure 1). The average inflows into Greece are estimated at 0.14 × 10⁹ m³, i.e., water volumes that are significantly lower (approximately 50%) than the 0.278 × 10⁹ m³ that are referred to in the Water Convention [39]. The observed decrease in water inflows from the upstream country to the downstream country are mainly attributed to the climatic variations. Bulgaria, in particular, argues [39] that, over the last 20 years, precipitation presented a decrease of 30%, thus leading to a subsequent decrease in water discharge.
2.2. Reanalysis Data and Derived Datasets

The analyzed data consisted of temperature and precipitation time series obtained from ERA-Interim, produced by the ECMWF (European Center for Medium-Range Weather Forecasts). Detailed information about the ERA-Interim reanalysis can be found in Dee et al. [23]. The precipitation data used in this study were projected on a grid of 0.5° × 0.5° (ERAI_50), 0.25° × 0.25° (ERAI_25), and 0.125° × 0.125° (ERAI_12.5) from the original Gaussian reduced grid (T255 reduced Gaussian grid of about 0.7° × 0.7°) [40], and they are provided at a daily time step. The length of the time series was 35 years extending from 1981 to 2015, with the specific length considered sufficient to carry out statistical analysis of the climatic data. ERA-Interim is an improved version compared to previous reanalysis products of ECMWF, based on the use of additional observations, the updated data assimilation system, and the increased resolution [23].

2.3. River Basin Simulation

The simulation of the basin’s discharges was accomplished with the MODSUR (modélisation de transfers de surface) spatial distributed hydrologic model. MODSUR is the surface modeling component of the coupled surface and groundwater MODCOU (modélisation couplée) simulation model, which was developed by the Ecole Nationale Supérieure des Mines de Paris [41]. The model operation is based on a densely spaced grid, and it uses a progressive quadtree structure with varying cell sizes. This means that the surface domain is divided into grid cells of size a, 2a, 4a, and 8a, with the higher resolution attributed to the grid cells representing the river. For the selected case study basin, the utilized grid was composed of 9212 cells. The ensemble of connected cells builds the runoff network, which gathers the flow down to the catchment outlet. The water budget in the model was computed in each grid cell using a system of four reservoirs [41,42], as a function of precipitation (P), evapotranspiration (ETR), and water level of the reservoir (R), i.e., the initial stocked water in the soil. The system of reservoirs is responsible for the repartition of rainfall water into runoff, infiltration, evapotranspiration, and soil water storage (Figure 2).
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**Figure 2.** Representation of the MODSUR (modélisation de transfers de surface) hydrologic model operation mode.

The excess water transferred from the first to the second reservoir is defined as follows:

\[
Q_w = \max(R + P - R_{max}, 0) + \frac{dR(2RBA + dR)}{4(CRT - DCRT)},
\]

(1)
where $DCRT$ is the minimum stocked water (mm) in the soil below which no water quantity is available, and $CRT$ the average stocked water quantity (mm), while $R_{\text{max}}$, $RBA$, and $dR$ are expressed as follows:

\[
R_{\text{max}} = 2(CRT - DCRT) + DCRT; \\
RBA = \max(DCRT, R) - DCRT; \\
dR = \max(0, RHA - RBA); \\
RHA = \min(R + P, R_{\text{max}}) - DCRT.
\] (2)

The partitioning of the water to runoff ($QR$) and infiltration ($QI$) is conducted in the second reservoir. It is controlled by the parameter $FN$ that corresponds to the maximum value of infiltration over a time step (mm/day), and it is expressed as follows:

\[
\text{If } Q_w < FN, \text{ then } QI = Q_w \text{ and } QR = 0, \\
\text{If } Q_w > FN, \text{ then } QI = FN \text{ and } QR = Q_w - FN.
\] (3)

The third and fourth reservoirs are responsible for the calculation of the final infiltration ($QII$) and the surface runoff ($QRR$). The latter is further analyzed as pure runoff (if overflowing) and delayed runoff. The final calculation of the $QRR$ is given as follows:

\[
R_{\text{sur}} = R_{\text{sur}} + QR, \\
\text{If } R_{\text{sur}} < QR_{\text{max}}, \text{ then } QRR = C_{QR} \times R_{\text{sur}}, \\
\text{If } R_{\text{sur}} \geq QR_{\text{max}}, \text{ then } QRR = C_{QR} \times R_{\text{sur}} + (QR - R_{\text{sur}}),
\] (4)

where $R_{\text{sur}}$ is the level of the surface runoff reservoir (mm), $QR_{\text{max}}$ the surface runoff reservoir’s overflow level (mm), and $C_{QR}$ is the depletion ratio of the surface runoff reservoir (mm). The operation of the infiltration reservoir is similar to the aforementioned reservoir. For the specific case study, no interactions between the surface domain and the water table were introduced due to lack of data. Thus, the infiltration reservoir was not inserted in the simulation process.

For the Mesta/Nestos basin, the reservoir parameters were based on the catchment characteristics with digitized maps of geology and land uses to be overlaid on the hydrologic grid. For each cell of the grid, the dominant characteristics, e.g., geological formations and land-use types, were selected to define the relevant infiltration and evapotranspiration coefficients per cell. The MODSUR model was implemented in basins of varying scales, e.g., the Maritza basin in Bulgaria [43], as well as the selected case study [37].

Because of the increased altimetry of the basin, as the highest peak of the Balkan Peninsula (namely, peak Musala of 2925 m above sea level) is located within the basin, the snow coverage and melting processes play a significant role both in the river’s spring increased discharge and in the continuity of the discharge during the summer. The snow component NEIGE, which is a compatible add-on of the MODSUR model, was used to simulate the snow cover regime on the principle of “degree days” [44,45], using an approach which distinguishes snow melting processes between forested and non-forested areas. The degree-day method is a temperature index method that equates the total daily melt to a coefficient times the temperature difference between the mean daily temperature and a base temperature (generally 0 °C).

\[
M = C_M(T_a - T_b),
\] (5)

where $M$ is the snowmelt expressed in mm/day, $C_M$ is the degree-day coefficient (mm/degree-day °C), and $T_a$ and $T_b$ are the mean daily air and base temperatures (°C), respectively. The coefficient $C_M$ depends on the season and the location, and it varies between 1.6 and 6.0 mm/degree-day °C [45].
In the NEIGE model [46], the snowmelt process is conditioned by the following equation:

\[ t_{sto}(j) = ((1 - cof) \times t_{sto}(j - 1) + cof \times t_{mean}(j)) > t_s, \]

where \( t_{sto} \) is the temperature of the stocked snow (°C), \( cof \) is a coefficient of warming of the stocked snow, \( t_{mean} \) is the average daily air temperature (°C), and \( t_s \) is the threshold temperature for the snow melting (°C).

If this first condition is verified, then a portion of the stocked snow layer could be melted. However, the stocked snow layer has a specific storage capacity of liquid water. In order for the water to be outflowed, the volume of the stocked water should exceed that storage capacity, with the latter expressed as follows:

\[ S_{nt}(j) = S_{nt}(j - 1) + t_{tf} \times (t_{sto}(j) - S_{ts}) > S_n(j), \]

where \( S_{nt} \) is the water (in liquid form) accumulated in the stocked snow layer (mm), \( t_{tf} \) is the percentage of transformation (mm/°C), \( S_{ts} \) is the threshold temperature for the transformation (°C), and \( S_n \) is the stocked snow (mm). When the previous conditions are coupled, then the quantity, \( F_n(j) \), of the melted snow in mm is given as follows:

\[ F_n(j) = \min\left[ S_n(j), t_{tf} \times (t_{mean}(j) - t_s) \right]. \]

For the case study basin, the parameters of the NEIGE model, such as the threshold temperatures in °C for the snow melting in the forested and non-forested areas, were retrieved by Etchevers and Martin [47]. The variables proposed by the aforementioned authors were used by the French Meteorological Organization in their snow melt model for a Mediterranean basin, i.e., a basin which has similar characteristics to the current case study.

As aforementioned, the MODSUR model was already successfully applied to the study area, with the calibration and validation period from 1987 to 1993 (\( R^2 = 0.64 \)) and from 1994 to 1995 (\( R^2 = 0.68 \)), respectively [37]. For the model calibration, the precipitation data came from a network of 18 stations covering both parts of the basin, while the measured discharges were derived from two gauge stations. Although the rainfall datasets were available at a daily time step, the time step of the historical discharges was at the monthly level. For that purpose, the daily simulated outputs of the hydrologic model were averaged at monthly mean values in order to perform the model validation. In the present research, the parameterization of the model was the same as the aforementioned one [37], and the modifications were related to the forcing variables. Daily precipitation and temperature came from the three different climatic datasets, one per climate model, and they covered a period of 15 years, i.e., from 1 January 1981 to 31 December 1995. The potential evapotranspiration (PET) was calculated based on the Thornthwaite method utilizing the temperature time series of each dataset. The climatic gridded variables were nested in the hydrologic model grid with the use of Geographic Information Systems’ (GIS) spatial analyst tools. Finally, in order to perform a comparison with the historical monthly observations, the simulated daily discharges for each one of the ERA-Interim datasets were aggregated at monthly level. It should also be stated that the simulated flows using different ERA-Interim resolution datasets were conducted on a 15-year period (1981–1995) that included the nine-year calibration validation period (1987–1995) of the hydrologic model.

The evaluation of the model’s results was conducted with the coefficient of determination \( (R^2) \), which describes the degree of collinearity between simulated and measured data, as well as the percent bias (PBIAS). The latter assesses the average tendency of the simulated dataset to be either smaller or larger than the observed corresponding items [48].

3. Results

In the following two sections, the analysis of both annual and seasonal temperature and precipitation of 35 years, i.e., from 1981 to 2015, is presented. The spatial variability of the temperature
and precipitation variables was explored based on the rotated principal component analysis (RPCA). By using the RPCA, newly projected data were acquired by transforming (rotating) all the original variables with the principal components [49]. Two rotated components were explored for both temperature and precipitation annual data representing climatic variability over the northern (N) and southern (S) parts of the river basin. The last section is devoted to the comparable analysis of the basin discharges that were produced by the coupling of the three different reanalysis datasets with the hydrologic model.

3.1. Climate Analysis of Temperature Data

The annual temperature line plots for the northern (solid lines) and southern (dashed lines) Mesta/Nestos catchment are demonstrated in Figure 3. The different colors attribute the results of ERAI_50 (gray-colored curves), ERAI_25 (yellow-colored curves), and ERAI_12.5 (blue-colored curves) spatial analysis. As shown in the figure, there was a difference of almost 2.0–3.0 °C between the temperature of the northern and the southern parts of the basin, since the northern part is dominated by high mountains while the southern part gets gradually flatter upon approaching to the sea. The temperature difference was detected for all the evaluated data resolutions. Additionally, the data with the highest resolution (0.125° × 0.125°) presented the lowest temperature in both areas, while the data of 0.50° × 0.50° resolution were associated with the highest temperatures. The temperature for ERAI_25 varied between the temperatures of high- and low-resolution datasets.

![Figure 3. Line plot of annual temperature data for the northern (solid lines) and southern (dashed lines) parts of the Mesta/Nestos basin. Temperatures at 0.50° × 0.50°, 0.25° × 0.25°, and 0.125° × 0.125° resolution are represented in gray, yellow, and blue, respectively.](image)

The seasonal diagram, as depicted in Figure 4, shows that the southern part of the basin had the highest temperatures during the whole year (all seasons). Additionally, the temperatures (blue colored lines) derived from the higher-resolution spatial analysis datasets were the lowest in both areas and during all seasons, while those derived from the coarser-resolution datasets were the highest (gray-colored lines). The most evident temperature bias between the two regions was detected during summer, with the southern flat region warmer than the northern mountainous region by about 2.0–3.0 °C. According to the seasonal graphs, the second warmest season was spring (MAM: March–April–May). The corresponding boxplots describe the difference between the northern and the southern parts of the Mesta/Nestos basin for the three spatial resolutions (N50–S50: gray; N25–S25: yellow; N12.5–S12.5: blue).
northern and southern parts of basin with data at 0.50° × 0.50°, respectively, was equal to 2.3 mm and 1.9 mm, respectively. The skewness and kurtosis were lower in the northern than in the southern part, while the standard deviation was almost equal in both parts of the basin. The results between the different spatial analyses in the same area presented no differences. As it can be seen in Table 1, in both areas, the climatic characteristics of precipitation were very close, meaning that the lowest-resolution spatial analysis could provide the same accuracy as the highest one.

Figure 4. Line plots and boxplots of seasonal temperature data for the northern (solid line) and southern (dash line) parts of the basin. The temperatures at 0.50° × 0.50°, 0.25° × 0.25°, and 0.125° × 0.125° resolution are represented in gray, yellow, and blue, respectively.

3.2. Climate Analysis of Precipitation Data

The results for the precipitation parameter show that the southern part of the basin, which is the warmest, was also the driest, since its precipitation was almost 100 mm lower than that of the upstream part. The most important output for the precipitation variable was that all the datasets with different spatial resolution presented almost equal results. The statistics of the annual results can be seen in Table 1, where the values of the mean, maximum, interquartile range (IQR), standard deviation (SD), skewness, and kurtosis are presented for the two parts of the basin and for all resolutions. According to the analysis, the mean, maximum, and IQR values were higher in the northern part of the basin, e.g., the mean precipitation of N50 and S50 (N50 and S50 stands for the northern and southern parts of basin with data at 0.50° × 0.50°, respectively) was equal to 2.3 mm and 1.9 mm, respectively. The skewness and kurtosis were lower in the northern than in the southern part, while the standard deviation was almost equal in both parts of the basin. The results between the different spatial analyses in the same area presented no differences. As it can be seen in Table 1, in both areas, the climatic characteristics of precipitation were very close, meaning that the lowest-resolution spatial analysis could provide the same accuracy as the highest one.
Table 1. Statistics of the precipitation data at 50.0 × 50.0, 25.0 × 25.0, and 12.5 × 12.5 km resolution for the northern and southern parts of the Mesta/Nestos basin. IQR—interquartile range.

<table>
<thead>
<tr>
<th></th>
<th>N50</th>
<th>N25</th>
<th>N12.5</th>
<th>S50</th>
<th>S25</th>
<th>S12.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>2.3</td>
<td>2.4</td>
<td>2.4</td>
<td>1.9</td>
<td>1.9</td>
<td>1.9</td>
</tr>
<tr>
<td>Maximum</td>
<td>60.9</td>
<td>60.1</td>
<td>59.3</td>
<td>72.5</td>
<td>69.8</td>
<td>69.6</td>
</tr>
<tr>
<td>IQR</td>
<td>2.8</td>
<td>2.9</td>
<td>2.9</td>
<td>1.5</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>SD</td>
<td>4.4</td>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
<td>4.4</td>
<td>4.4</td>
</tr>
<tr>
<td>Skewness</td>
<td>3.6</td>
<td>3.5</td>
<td>3.4</td>
<td>4.6</td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>18.7</td>
<td>17.5</td>
<td>17.0</td>
<td>31.1</td>
<td>30.2</td>
<td>30.4</td>
</tr>
</tbody>
</table>

The corresponding seasonal results for the two basin regions and for the three spatial resolutions are demonstrated in Figure 5. In both parts of the basin, the three spatial analyses had almost equal results during the four seasons and during the 35 years of data availability. The results were equal in most years except for some very specific cases. For example, in 1982, in both areas, the analysis of the ERA_12.5 data presented slightly higher precipitation for the summer season (JJA: June–July–August), while, in the year 2000, the data derived from the lowest-resolution dataset presented a slightly lower precipitation during summer (north part of the basin) and slightly more rainfall during autumn (south part of the basin). It should be mentioned that, after 2003, the wet seasons were more intense in both parts of the basin, while the previous years were characterized by drought conditions, particularly the years of 1984, 1986, and 1992 for both parts of the basin, while the years 2000 and 2001 were more intense in the southern part of the basin.
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Figure 5. Seasonal precipitation data for north and south Mesta/Nestos catchment.

3.3. Hydrologic Model Outputs

Altogether, the simulation results demonstrated a satisfactory correlation among the observed discharges and the simulated ones, as depicted in Figure 6. In terms of streamflow seasonality, the
simulated discharges followed the Mediterranean area’s pattern, i.e., high flows during late winter and spring, and low flows during summer and autumn. In the case of ERAI_50 and ERAI_25, the average discharges over the designated period from 1981 to 1995 were 20.7 m³/s and 21.9 m³/s, respectively. The aforementioned discharges were relatively higher than the 18.1 m³/s that was observed during the same period. This means that, in the case of ERAI_50 and ERAI_25, there was an overestimation of the river discharges of approximately 14.3% and 20.9%, respectively. On the other hand, for the ERAI_12.5 simulation, the discharges were equal to 15.8 m³/s, i.e., there is an underestimation of approximately 13.7% of the runoff. Moreover, in all simulation runs, the observed dry period of 1989 to 1994 was clearly depicted, as well as the maximum monthly flows that occurred in the period 1986–1987.

Regarding the observed discharges at the interannual (15 years of data) time scale, the maxima of 34.8 m³/s and 35.7 m³/s occurred during April and May, as demonstrated in Figure 7 for the MAM (March–April–May) time period. The simulated discharges of 31.1 m³/s at 0.50° × 0.50°, 33.7 m³/s at 0.25° × 0.25°, and 23.9 m³/s at 0.125° × 0.125° resolution are shown for the same period. As for the minimum discharges, all scenarios matched the observed minimum flows in autumn. The observed minimum of 5.5 m³/s in September was slightly lower than the 7.7 m³/s and 6.5 m³/s of the ERAI_50 and ERAI_25, as demonstrated in Figure 7 for the SON (September–October–November) time period. For the ERAI_12.5 simulations, the minimum of 5.6 m³/s occurred in October. The relatively high streamflows of June, as shown in the JJA (June–July–August) diagram of Figure 7, were attributed to increased precipitation that generally occurs during the beginning of the summer season.

The coefficient of determination $R^2$ for the simulations was equal to 0.63 for the 0.125° × 0.125°, 0.69 for the 0.25° × 0.25°, and 0.66 for the 0.50° × 0.50° simulation. At the same time, the PBIAS for the same sequence of simulations was 24.81, −8.82, and −3.31, respectively. The monthly analysis of the results (Figure 8) revealed an increased correlation of all the datasets. In particular, the observed minimum flow of 0.9 m³/s was of the same magnitude as the 1.8 m³/s (ERAI_50), 1.9 m³/s (ERAI_25), and 1.6 m³/s (ERAI_12.5) simulations. At the same time, the maximum discharge of 74.0 m³/s was comparable to 82.8 m³/s (ERAI_50), 79.3 m³/s (ERAI_25), and 68.7 m³/s (ERAI_12.5). The median of all the datasets ranged between 12.5 m³/s and 19.0 m³/s, with the minimum and maximum values related to 0.125° × 0.125° and 0.25° × 0.25° simulations, respectively. Finally, what can also be observed is that the interquartile range, i.e., the area between the upper and lower quartiles, of the ERAI_50 and ERAI_25 datasets was almost identical.
The aim of the present research was to assess the spatial resolution of reanalysis climatic data below or over which the hydrologic modeling simulation was not affected by the scale of the inputs. To address this issue, three different reanalysis datasets of $0.50\times0.50^\circ$, $0.25\times0.25^\circ$, and $0.125\times0.125^\circ$ resolution were used as inputs to a spatially distributed hydrologic model in order to generate discharges of a study basin.

The literature demonstrates a number of researches where either reanalysis products were evaluated with ground truth data [23,25,26] or reanalysis products of different origin were used for hydrologic simulations. Regarding the latter, Essou et al. [22] investigated the hydrologic response of 370 watersheds based on three reanalysis products with the same spatial resolution. The watershed areas ranged between 104 and 10,325 km$^2$, and they were allocated in five different climatic regions, including the Mediterranean and continental climates, which is the climate of the region to which the Mesta/Nestos basin belongs. The novelty of the current research consists of the assessment of reanalysis
data coming from the same source, i.e., the ECMWF reanalysis product, but with different spatial resolutions, determining the performance of hydrologic simulations at a river basin scale. To the authors’ knowledge, no similar analysis regarding the impact of the spatial analysis of ERA reanalysis gridded data on the hydrologic modeling procedure is referenced in the literature. At the same time, apart from the sensitivity analysis of the simulated discharges for the ERAI_50, ERAI_25, and ERAI_12.5 datasets, the current research explicitly provides a comparative analysis of the aforementioned reanalysis gridded variables of precipitation and temperature, and important outputs are designated.

As for the gridded variables of temperature and precipitation, the performed analysis demonstrated that, in the case of temperatures, the lower temperatures originated from the data with the finer spatial resolution. On the other hand, the higher temperatures over the basin area were attributed to the data with coarser spatial analysis. This difference was observed as the higher-resolution datasets managed to detect the altitude and the vertical temperature gradient in a more detailed way. The representation of the terrain’s elevation in the case of finer-resolution datasets attributes the regional climatic characteristics in a more accurate manner, particularly in mountainous watersheds. In the case of a coarser mesh, these topographic variations are smoothed due to the average elevation that is attributed to each cell. Erum et al. [31] used three high-resolution gridded datasets with different resolutions, namely, NARR, ANUSPLIN, and CaPA, with resolutions of ~32 km, 10 km, and 15 km, respectively, for a case study area in western Canada. The coarsest of the three aforementioned datasets demonstrated warmer temperatures in all seasons except for winter, where the second in terms of resolution data presented almost the same outputs as the first. Regarding the precipitation variable, the analysis revealed negligible statistical differences in the two parts of the basin. The Mesta/Nestos catchment, due to its complex topography and adjacency to the north Aegean Sea, probably required much more than basic elevation information for the successful climate interpolation of precipitation data. This finding is consistent with that of Daly et al. [33] and Leung and Qian [50], who proved that elements such as elevation, location, the vicinity of the sea, catchment topographic orientation, and vertical atmospheric layer are essential for the interpolation of precipitation.

The catchment size seems to affect the impact of resolution of precipitation input on stream discharge, since the impact of fine-resolution precipitation input was negligible for the specific catchment. In small catchment areas up to 100.0 km², Berne et al. [51] demonstrated that, under specific characteristics, such as a slope between 1% and 10%, impermeability between 10% and 60%, and the Mediterranean climate, the required resolution of precipitation input should be 5.2 km. For catchment areas larger than 1000 km², it was demonstrated [52] that they are not highly affected by the spatial resolution of precipitation. According to Fu et al. [52], all simulations that are related to lower discharges are linked with datasets of finer resolution, apart from during the warm periods of the year. Temperature variability seems to be a primary factor of discharge reduction at the lower resolution, while rainfall coverage can remain a principal factor at finer resolutions. Kouwen [53] also showed in his research that lower-resolution radar rainfall data of 10.0 km × 10.0 km can sufficiently be used for modeling floods compared to higher-resolution data of 2.0 km × 2.0 km.

The increased resolution has the benefit of reducing numerical truncation errors [54], while it permits the simulation of fine-scale details. However, in complex terrains, such as mountainous areas coupled with plains, and in complex climates, such as continental climate affected by seacoast climate, lower-resolution data might be more suitable for the simulation and prediction of the temperature [55]. Colle et al. [56] reached similar conclusions by indicating that higher resolution is more sensitive to the convective parameterization and reduces the accuracy of climate parameters, especially when the topography is complex. As demonstrated in the results, in the case of low and medium resolution, the overestimation of the discharges was on the order of 14.3% and 20.9%, respectively, while, in the case of higher resolution, there was an underestimation of 13.7%. Similar hydrologic modeling performance was presented in a German catchment of approximately 4000 km² [57]. That research, where the spatial variation was based on kriging from point measurements, proved that simulations with coarser-resolution data outperformed the finer-resolution simulations. On the other hand,
Haddeland et al. [58] concluded that, when the topographic and land-cover data resolution is altered, as well as the forcing variables, then the coarser-resolution forced simulations are more biased than finer-resolution simulations. In any case, since the runoff response of a watershed is not directly proportional to precipitation, but it is also governed by the physical characteristics of a watershed (e.g., topography, soil, and land cover), differences in the timing and volume of the produced discharges is bound to occur. The need for amelioration of the distributed model structure to make better use of inputs of fine resolution could be proposed as a solution to the simulation process uncertainty.

The later output agrees with Bell and Moore [59], who demonstrated in their research, contrary to what they initially believed, that, in the case of gridded rainfalls, the best performance is obtained when lower-resolution radar data are utilized, and they suggested a revision of the model structure.

An additional reason behind the simulated outputs is the dependence of the river’s flow, particularly in the summer period, on the snowmelt process. The temperature is the principal variable that affects the melting of snow when using a snowmelt runoff model. For the current case basin, the underestimated discharges of ERAI_50 and EAI_25 data coincided with the high temperatures that were presented in both datasets. Thus, it is believed that the ERA dataset resolution does not compensate for errors in the model calibration in the region. However, the application of different hydrological models that contain snowmelt-computing options could provide different outputs, since each model has its own snowmelt algorithm. Verden et al. [60] investigated the performance of snowmelt algorithms that are integrated into watershed models, namely, HEC-1, SSARR UBC, NWSRFS, PRMS, SHE, SRM, and TANK, and they reached the conclusion that different snowpack melt quantities were derived from each model in the same case area. Jain et al. [61] demonstrated that warmer climatic conditions increase the annual stream flow but not severely. At the same time, Lutz et al. [62] concluded that, in the case of climate change, i.e., increased temperatures, the snowmelt process is caused by an increase in precipitation and from accelerated melt due to the higher temperatures. The aforementioned finding might be contradictory to the temperature’s impact on evapotranspiration, meaning that high temperatures result in increased evapotranspiration and, hence, decreased water flows. However, Koedyk and Kingston [63], in order to investigate the influence of PET on a river’s runoff, used six different PET methods for a temperature increase of 2.0 °C as derived from five general circulation models. The output of their research demonstrated that, in rivers of continuous flow, the impact is relatively small, i.e., under 5% at the monthly scale and at most 5.2% at the annual scale.

Concerning the accuracy of the simulated discharges, their statistical assessment demonstrated the reliability of the outputs, i.e., $R^2 > 0.63$ for each of the simulated datasets, since values greater than 0.5 are typically considered acceptable [64]. It should be mentioned that the derived model evaluation statistics are sensitive to high values (outliers) and insensitive to additive and proportional differences between model predictions and measured data [65]. However, the daily and monthly datasets used in this study do not fall into the previous categories. As for the PBIAS method, low-magnitude values indicate accurate model simulation, as in the case of the 0.50° × 0.50° and 0.25° × 0.25° resolution, while positive and negative values indicate model underestimation and overestimation bias, respectively [48]. Moreover, according to the general performance ratings for recommended statistics for a monthly time step [65], a PBIAS (%) of the streamflow with ranges of $±10 < $PBIAS$ < ±15$ and $±15 < $PBIAS$ < ±25$ is considered good and satisfactory, respectively. In the proposed research, the results derived from climate data of 0.50° × 0.50° and 0.25° × 0.25° (PBIAS equal to −3.31 and −8.82, respectively) were classified as good, and those of 0.125° × 0.125° (PBIAS equal to +24.2) were classified as satisfactory [66].

Considering the number of areas in Europe, as well as other parts of the world, where dense meteorological monitoring networks are lacking, the potential offered by the gridded and reanalysis datasets is unique. The proposed research outputs are considered appropriate for assisting the selection of reanalysis data resolution, mostly in cases with similar geomorphological characteristics and climatic conditions. Moreover, since the climatic change impact on water resources is ongoing research, it is believed that the present study could offer added value to the selection process of reanalysis data that will be used for the bias correction of climate change datasets.
5. Conclusions

Data availability and, in particular, precipitation and temperature data series are crucial for the hydrologic simulation of river basins. Apart from the accuracy and reliability of data, their spatial coverage and density have increased impact on the hydrologic modeling behavior. Currently, the availability of gridded dataset products of various resolutions provides solutions in areas of coarse gauge networks or even in regions with a lack of observations. However, this plethora of data sources that provide meteorological and climatological variables at meshes of varying resolution could be a bottleneck in hydrologic modeling.

The assessment of the impact of three different ERA-Interim reanalysis datasets, in terms of spatial resolution, on river basin hydrology suggests that, for the runoff simulations at a daily time step, the most appropriate dataset is of medium resolution. The produced biases in the case of climatic variables of coarser or more refined resolution are relatively low (≤ ±10%); thus, these data could also be used for the long-term management of water resources. An important factor of the outputs is the dependence of the summer runoff on the snowmelt process. Moreover, the scale of the basin plays an important role in the selection of the most appropriate resolution. Overall, the results presented that reanalysis data sources could be used as proxies to successfully force hydrological models. Finally, the proposed research could also shed light in studies focusing on climate change impacts on hydrology; thus, the question whether climate input data having higher spatial resolution result in better model simulations could be explored.
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