Effects of Climate Change on Precipitation and the Maximum Daily Temperature ($T_{\text{max}}$) at Two US Military Bases with Different Present-Day Climates
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Abstract: In this study, the effects of climate change on precipitation and the maximum daily temperature ($T_{\text{max}}$) at two USA locations that have different climates—the Travis Airforce Base (AFB) in California [38.27° N, 121.93° W] and Fort Bragg (FBR) in North Carolina [35.14 N, 79.00 W]—are analyzed. The effects of climate change on central tendency, tail distributions, and both auto- and cross-covariance structures in precipitation and $T_{\text{max}}$ fields for three time periods in the 21st century centered on the years 2020, 2050, and 2100 were analyzed. It was found that, on average, $T_{\text{max}}$ under the Representative Concentration Pathway (RCP) 4.5 emission scenario is projected to increase for the years 2020, 2050, and 2100 by 1.1, 2.0, and 2.2 °C, respectively, for AFB, and 0.9, 1.2, and 1.6 °C, respectively, for FBR, while under the RCP8.5 emission scenario $T_{\text{max}}$ will increase by 1.1, 1.9, and 2.7 °C, respectively, for AFB, and 0.1, 1.5, and 2.2 °C, respectively, for FBR. The climate change signal in precipitation is weak. The results show that, under different emission scenarios, events considered to be within 1% of the most extreme events in the past will become ~13–30 times more frequent for $T_{\text{max}}$, ~and 0.05–3 times more frequent for precipitation in both locations. Several analytical methods were deployed in a sequence, creating an easily scalable framework for similar analyses in the future.
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1. Introduction

Accurate future climate modeling is beneficial for a range of reasons, from gaining a fundamental understanding of the Earth system to gaining a regional or domain-specific understanding of climate change consequences, both of which enable the expansion of planning capabilities. Climate change directly affects agriculture and food production [1], human health [2], water management [3], infrastructural planning [4–6], overall economy [7], and society [8]. While there is confidence within the scientific community about long-term trends at a broad scale, uncertainty about the future statistical properties of the climate at the time and the spatial scales required for local planning and design purposes [9] needs more investigation.

There are three major challenges faced by future climate change studies when it comes to local and regional scales: (1) a large number of possible climate model/emission scenario combinations, (2) downscaling, and (3) bias-correction.

1. Different climate models contain different realizations of the processes relevant to long-term climate projections. Previous studies found that the simulation ensemble performed better than the individual models when a broad range of historical climate metrics were considered [10]. However, the range in emissions scenarios and climate model responses [11–13] provide far too many simulations...
(e.g., for the purposes of water planning exercises). Preliminary guidelines propose using a limited set of tailored scenarios to optimally represent the range of climate scenarios [14]. Thus, in this study, we follow the ensemble approach by deploying multi-linear regression within a specific setup (see Section 3.2) and focus on only two emission scenarios (RCP4.5 and RCP8.5).

2. The second main challenge for developing climate projections is that global models provide outputs at resolutions at about 100 km scale, which is far too coarse to understand local climate change effects [15,16]. The models exhibit a range of performances relative to the historical record at global [17] and regional levels [18]. In this study, we utilize downscaled model outputs using Localized Constructed Analogs (LOCA) [19] (see Section 2.4 for details).

3. Apart from an apparent need to use climate model fields to develop local and regional precipitation and temperature projections in the future, the use of raw model output can be quite problematic. Models generally fail to reproduce low- and high-order moments of the observed historical distribution of precipitation and temperature on regional scales [20–22]. It is well established that simulated precipitation outputs from global climate models (GCMs) and regional climate models (RCMs) can exhibit large systematic biases relative to observational datasets [21–23]. Bias-correction can be based on the comparison between historical observations and historical climate-model projections, and, while the bias-correction approach is controversial [24–26], it has been shown to be tenable [27–29]. The traditional bias-correction approach, quantile mapping (QM), performed by scaling historical precipitation cumulative distribution function by the ratio of the mean future modeled distribution to the mean historical modeled distribution, can lead to artificial corruption where the mapped precipitation quantities do not reflect the parent model’s relative change in precipitation across quantiles [23,26,30–32]. In this study, we use Quantile Delta Mapping, recently developed by Cannon et al. (2015) [23], which has been shown to be less prone to inflate relative trends in the precipitation extremes indices projected by GCMs, frequently entailed to QM, is used in this study (see Section 2.5.2 for details).

This study focuses on the effect of climate change in the 21st century on local military infrastructure, specifically the Travis Airforce Base (AFB), in California (38.27° N, 121.93° W), and Fort Bragg (FBR), in North Carolina (35.14° N, 79.00° W). The choice of these two locations resulted partially from the constraints imposed by the funding institution and specific goals of the call under which the study was conducted. These two locations belong to different climate classes according to the Köppen-Geiger classification system (AFB to Csa, and FBR to Cfa), and thus are good test grounds for this method’s development. The main goal of this study is to evaluate the frequency and severity of climate extremes, as well as to understand changes in central tendency of maximum daily temperature (T_{max}) and precipitation and their possible correlations. The second goal is to pave a road for future similar analytical efforts, which are likely to include more locations due to the scalability of the utilized framework, as well as to point common challenges in performing this type of analysis to assure easy reproducibility. The roadmap of the entire research is shown in Figure 1. The inputs are observational T_{max} and precipitation data, both of which were prepared by Livneh et al. (2013) [33], cover the period 1915–2011 and the downscaled general circulation model outputs (32 models) of the same variables given at the same high-resolution grid (approximately 6 km) for the period 1950–2100.
Figure 1. The flow diagram of the analysis. (1) Input data (observational and model data) are first converted into empirical PDFs and CDFs. (2) PDFs and CDFs are subjected to MLR to reconstruct observational CDFs using model CDFs. Next, (3) QDM is applied to observational data using past and future CDFs. (4) Once bias-corrected future data are available, we apply GEV theory and examine change in likelihood of extreme events. Finally, (5) copula theory is applied to assess whether climate change increases risk of simultaneous or collocated extreme events.

2. Methodology and Materials

2.1. General Approach

A pseudo-stationarity of $T_{\text{max}}$ and precipitation fields within 30-year-wide windows, for four periods, is assumed: 1985–2015 (the baseline period), 2005–2035, 2035–2065, and 2085–2115. In case of precipitation, this assumption is relatively easy to justify, as even at the larger timescales (on the order of 100 years) the climate change signal is weak and unclear, as is shown in this study. For $T_{\text{max}}$, the assumption of pseudostationarity is harder to defend, as it has been well established that the Earth system is getting warmer. Yet, apart from statistical tests, there are few arguments for skipping the detrending step within each of the time windows used. First, discretized empirical cumulative distribution functions (CDFs), not parametric ones, are used to derive the relationships between historical-modeled and observational datasets and project observations in the future. Thus, no assumption about the distribution type of the residuals or trend type had to be made, i.e., the effects of potential trends are preserved within empirical CDFs. Second, all data within each 30-year wide window are treated as integral populations, regardless of the chronology of the appearance of extreme values within selected windows. In other words, data are treated as sets rather than sequences within each window. The potential presence of trends within time-windows is irrelevant for the purpose of our analysis. Furthermore, in an ideal scenario, models should capture trends as well, which would be subsequently encoded in the discretized empirical CDFs of modeled data, used for bias-correction. Consequently, CDFs that all include supposedly the same trend are, actually, used. Finally, the fact that there is one dimension (in this case temporal) inside the populations for which it was suspected that the data exhibit trending behavior is, per se, not a sufficient argument for detrending as it depends on the specific purpose and the type of analysis. The topic of interest is the overall population statistics within predefined temporal windows, not chronology, inside the windows or the tendency of the extreme values to group in any subspace of the windows. Thereafter, discretized empirical CDFs provide a sufficient and complete description of the population statistics required for applying the quantile mapping family of methods. Eventually, to preserve a rigorous scientific approach, an original two tailed Mann–Kendall test of the trend null hypothesis is performed. The result clearly shows that, at the level of significance of 0.05, there is no trend in the historical observations of $T_{\text{max}}$ within a 30-year
window at AFB ($p = 0.58$) and FBR ($p = 0.97$), and thus the null hypothesis is not rejected. The scatter plots and linear fits are shown in Figure S1.

The size of the windows (30-year) follows the same approach as in Cannon et al. (2015) [23], a seminal paper where the Quantile Delta Mapping (QDM) technique (also used in our study) was first presented. The approach stems from a relatively simple idea, initially proposed by Haas (1990) [34], that even in generally non-stationary environments there is always a window small enough so that the assumption of stationarity holds. It has been utilized in numerous recent studies where local covariances were modeled within a sliding window, assuming pseudo-stationarity (e.g., [35]). Furthermore, in future climate studies supporting policy and decision making (e.g., [36]), it is often standard to use 30-year sliding windows.

Before any analysis is conducted, the consistency between model ensemble members and observations using Bhattacharyya distances is checked (Section 3.1). The first step is to convert all data into empirical probability distribution functions (PDFs) and corresponding cumulative distribution functions (CDFs). The second step is bias correction, which can be achieved by deploying Multi-Linear Regression (MLR) machinery to reproduce past observational CDFs using modeled past CDFs, and, assuming stationarity in MLR beta coefficients, to reproduce future CDFs using future modeled CDFs and the same betas (Section 3.3). At this point, the climate change signal per quantile can be extracted from past (reconstructed) and future (constructed) CDFs. For $T_{\text{max}}$, absolute (difference), and for precipitation relative (ratio), climate change signals per quantile are extracted. Then, extracted climate change signals are used to project the observational dataset into the future. Next, tail-distributions using the Generalized Extreme Value theory (GEV) are analyzed. Annual maximums for $T_{\text{max}}$ and precipitation are extracted and their distributions separately modeled (Section 3.4). Finally, the copula theory is deployed to model the autocorrelation and cross-correlation fields at both AFB and FBR locations. Copulas are sampled using the Monte-Carlo approach to assess the risk of having collocated or coincident extreme events in both precipitation and $T_{\text{max}}$ fields (Section 2.5). The theoretical backgrounds of the applied techniques are given in Section 2.3.

2.2. Observational Datasets

High-resolution observational precipitation and $T_{\text{max}}$ datasets prepared by Livneh et al. (2013) are used [33], downloaded from ftp://ftp.cdc.noaa.gov/Projects/Datasets/livneh/metvars. It is a publicly available, long-term (1915–2011), hydrologically-consistent dataset for the conterminous United States, intended to aid in the study of water and energy exchanges at the land’s surface. The data are provided for a 1/16th degree grid (approximately 6 km, or approximately 3.75 miles), which matches the grid in which the modeled data are given (see Section 2.3). The reported data are derived from daily temperature and precipitation observations from approximately 20,000 NOAA Cooperative Observer (COOP) stations. Data from the grid cells that are closest to the target locations (2.6 miles from AFB, and 1.8 miles from FBR) are used as representatives of the data at target locations, because the target locations are very close to the grid cells and the intention is to avoid additional smoothing effects that are usually caused by interpolation attempts (e.g., kriging).

2.3. Global Circulation Models

Global circulation models (GCMs), sometimes referred to as climate models, can be a tool to assess changes in the distribution of temperature and precipitation as a function of the future human activities, which are conventionally divided into discrete emissions scenarios [11]. However, these models can also be blunt tools: the numerical integration of the intricate computer program that represents a GCM must balance a number of competing factors that include, but are not limited to, top-of-atmosphere energy balance, large-scale circulation, cloud formation and dissipation, ocean dynamics, and earth system response [37], so it is not known a priori that a given model will be most appropriate for predicting temperature and precipitation distribution changes. Representing these components of the earth system is a challenge due to multiple factors, including unresolved process
scales, physics parameterizations, initial/boundary conditions, etc. Furthermore, model development often focuses on achieving unbiased assessments of the mean temperature and precipitation at larger spatial-scales and long timescales, so their utility, for questions of stationarity, must be tested.

This is highlighted in Figure S2, which is derived from GCM results that are downscaled to Monterey County, California [19]. The rise in temperature, associated with two different emission scenarios, RCP4.5 and RCP8.5 [11] across the county for several different Coupled Model Intercomparison Project – Phase 5 (CMIP5) models [12] shows a general increase in average daily maximum temperature, but shows disagreement (5x range) between models for the occurrence of extreme temperature events (Emissions in RCP 4.5 peak around 2040 and then decline, and in RCP8.5 emissions continue to rise throughout the 21st century). A similar analysis of all counties in California and Nevada, again, finds substantial agreement between models for average changes, but not for extremes, and reflects the global findings of Kharin et al., (2013) [38]. In this study, already downscaled model outputs are used, using a localized constructed analogs (LOCA) technique (see Section 2.4). The detailed information about all downscaled models used in this study can be found at the following link, and a brief summary of the model parameters and associated centers can be found in Table S1: https://portal.enes.org/data/enes-model-data/cmip5.

2.4. Localized Constructed Analogs (LOCA)

LOCA is a relatively new technique for statistically downscaling climate model simulations of daily temperature and precipitation that was developed and demonstrated over the western United States by Pierce et al. (2014) [19]. It produces downscaled estimates suitable for hydrological simulations using a multiscale spatial matching scheme to pick appropriate analog days from past observations. In essence, it first creates a pool of candidate-days from the past that regionally matches patterns of observations (or modeled data) at a coarse scale. Out of this pool, it then chooses the day that best matches data in the local area around the grid cell being downscaled. LOCA, unlike prior similar techniques [39], produces better estimates of extreme days due to the way it handles the averaging problem in the modeling approach (for details, please see [19]), constructs a more realistic depiction of the spatial coherence of the downscaled field, and reduces the problem of producing too many light-precipitation days. As it will later be shown, this last problem has not been completely eliminated (Section 3.4.2).

Statistical downscaling techniques can be augmented to include bias-correction, as has been shown in multiple studies [40–42]. In this study, we start from multiple model outputs—their LOCA downscaled derivates (32 different models in total), so we use native LOCA data products for each model and do the bias-correction in a separate step (see Section 2.5.2). High-resolution LOCA precipitation and $T_{\text{max}}$ data (given at 1/16th degree (approximately 6 km, or approximately 3.75 miles)) were downloaded for the entire US (ftp://gdo-dcp.ucnl.org/pub/dcp/archive/cmip5/loca/LOCA_2016-04-02/), and regional subsets were selected around two points of interest (+/− 2° in latitude and longitude), preserving only on-land data. The data from the most proximate grid cell are used as representatives of the target locations, following the same procedure that was used with the observational data (see Section 2.1).

2.5. Theory

2.5.1. Bhattacharyya Coefficient

The Bhattacharyya distance [43] is a common measure of the similarity between two probability distributions. It is closely related to the Bhattacharyya coefficient:

$$D_B(p, q) = -\ln(BC(p, q))$$

(1)

$$BC(p, q) = \sum_{i=1}^{n} \sqrt{p_i q_i}$$

(2)
where, considering the samples \( p \) and \( q \), \( n \) is the number of partitions, \( p_i \) and \( q_i \) are the numbers of members of samples \( p \) and \( q \) in the \( i \)-th partition, \( D_B \) is the Bhattacharyya distance, and \( BC \) is the Bhattacharyya coefficient (possible range of values for \( BC \) is \( 0–1 \), and for \( D_B \) \( 0–\infty \)).

Although the Bhattacharyya coefficient is usually used to calculate the similarities between two statistical samples, it is very useful for representing similarities between two discretized PDFs. Thus, the number of partitions is set to be 1000, and all empirical PDFs are interpolated to an equi-spaced interpolation grid prior to inter-comparison, calculated by first finding the minimum and maximum values in all PDFs and then discretizing such a domain into the chosen number of partitions.

The Bhattacharyya coefficient is then used to quantify the similarities between all PDFs, observational and modeled, for \( T_{\text{max}} \) and precipitation, in the past and future for both emission scenarios. Ideally, the PDFs that stand out in terms of the similarity to others (as it is expected that PDFs contain redundant information content) should also have either higher or lower associated beta coefficients in the MLR reconstruction of the observational CDFs using modeled CDFs, as they either bring in additional, unique information not captured by other models or they less correctly represent observed reality. Thus, the set of Bhattacharyya coefficients that represents the similarities between PDFs of all model ensemble members can be seen as a measure of consistency between different model outputs.

2.5.2. Quantile Delta Mapping (QDM)

The Quantile Delta Mapping method belongs to the wider family of Quantile Mapping methods commonly used to correct systematic distributional biases in precipitation outputs from climate models [21,22]. In general, Quantile Mapping methods that rely on non-parametric mapping between quantiles outperform ones that fit a parametric functional relationship (distribution) to the data [27]. Recently, it has been shown that simulated time series often artificially deteriorate following Quantile Mapping [26,30–32]. In response to this and other challenges of genuine Quantile Mapping and its direct descendants, a new method was proposed—Quantile Delta Mapping (QDM) (see Cannon et al. (2015) [23] for details). The QDM preserves model-projected relative changes in quantiles, while at the same time correcting systematic biases in quantiles of a modeled series with respect to observed values.

In this study, the QDM is used with one alteration. It is usually deployed in its native embodiment [23] in combination with detrending. However, in our study, the pseudo-stationarity of both \( T_{\text{max}} \) and precipitation fields within 30-year wide windows is assumed for both reference and future periods, and intra-window variability is treated as stochastic, so no long-term trends are eliminated from the data. In addition, all data that fall within the windows are modeled at once, without splitting the data into smaller chunks (e.g., months). Consequently, PDFs (and CDFs) are treated as 30-year-wide window-specific, so no detrending is involved. Discretized observational CDFs are reproduced using MLR and future “observational” CDFs are produced with future modeled CDFs while assuming stationarity of MLR beta coefficients. Thus, CDFs that result from two MLR approaches are used, one for the past and one for the future, to extract climate change signals using the same approach as Cannon et al. (2015) [23]. To preserve absolute (for \( T_{\text{max}} \)) rather than relative (for precipitation) changes in quantiles, the climate change signal is applied additively rather than multiplicatively to create future observational equivalents.

2.5.3. Generalized Extreme Value (GEV) Theory

The Generalized Extreme Value (GEV) theory (see [44], for detailed information) is often used to model the smallest or largest value among a large set of independent, identically distributed, random values representing measurements or observations. The generalized extreme value distribution combines three simpler distributions (Gumbel, Fréchet and Weibull) into a single form, allowing a continuous range of possible shapes that includes all three of the simpler distributions. The Extreme Value Theorem [45] states that GEV distribution is the only possible limit distribution of properly normalized maxima of a sequence of independent and identically distributed random variables. Here,
represents a truly random variable, while precipitation represents a random variable if it is non-zero. In practice, modeling the GEV distribution of extreme events assumes taking block maxima (or minima) and fitting the GEV distribution to data.

In this study, a natural choice of the block size is one year, so annual extremes (“block maxima”) of \( T_{\text{max}} \) and precipitation over 30-year-wide windows are used for the reference baseline period (1985–2015) and for future periods centered around the years 2020, 2050, and 2100 to recode for both emission scenarios. Then, fit GEV distributions are fitted to the resulting subset of data. Then, probabilities for resulting extreme values that exceed chosen thresholds are estimated (see Section 3.4).

2.5.4. Copula Theory

Copulas are functions that capture the dependence structure of joint distribution functions and provide a way to model dependencies among variables [46,47]. The basic requirement for modeling copulas is having uniform marginal probability distributions of the variables whose dependency is modeled. This requires prior transformation of the original data into new entities that will be referred to as pseudo-observations throughout this paper. Modeling copulas is partially based on Sklar’s theorem [48], which states that if the marginal distributions for all variables whose modeled dependence structures are continuous random variables, then their dependence structures (copulas) are unique. Notice that \( T_{\text{max}} \) and (non-zero) precipitation represent continuous random variables and thus fulfill the requirements for modeling using copulas.

Copulas, like common PDFs and CDFs, can be modeled using parametric or non-parametric approaches. The empirical copula can be thought of as an estimate of the underlying dependency structure of the data, unconstrained by any apriori models of how the data interact with each other.

In this study, a non-parametric approach is chosen, and dependency structures are modeled using empirical copulas, due to potentially complex dependency structures, which turns out to be a correct assumption (see Section 3.4 for details and copula examples).

First, pseudo-observations are created using the rank-based approach. Then, copula density is estimated directly from data using kernel methods; specifically, beta kernels were used [49,50]. Both the beta kernel and the copula have a bounded support on the interval \([0,1]\), which eliminates the boundary bias. In addition, the beta kernel changes shape with respect to the input, even if the kernel density estimation bandwidth remains the same, and thus can be viewed as an adaptive kernel density estimation approach. Finally, Charpentier et al. (2007) [46] and Chen (1999) [49] showed that the variance of the estimator decreases as the sample size increases.

Empirical copula densities are estimated using a 0.03 kernel bandwidth at 100 equi-spaced points on the \([0,1]\) interval for both modeled variables. After the copula density is estimated, the copula is sampled using the Monte-Carlo approach, generating numerous pseudo-observational pairs, and then they were subjected to further statistical analysis.

3. Results and Discussion

3.1. Bhattacharyya Coefficients and Model Ensemble Member Consistency

As stated earlier, Bhattacharyya coefficients were used as a measure of similarity of the two PDFs (modeled and observed) to evaluate the similarity in performance between the ensemble members used as input for MLR. This, again, highlights either substantially different information content that an outlier brings in, or an inability to properly reflect physical reality. The process assumes creating PDFs of the outputs from each ensemble member, discretizing it, and then comparing to the PDF of observations. Figure 2 shows the Bhattacharyya coefficients calculated between all modeled PDFs vs. observational PDF (a–d for precipitation, and f, h for \( T_{\text{max}} \)). It is observed that, for example, model CESM1-CAM5 shows that its past modeled precipitation PDF is similar to the observations (Figure 2a), but for all three future periods under the RCP8.5 emission scenario (Figure 2b–d) the modeled precipitation PDF differs greatly from the PDF of observations in the baseline period. In
other words, this model implies that climate change under RCP8.5 emission scenario would bring pronounced changes in the distribution of precipitation in all three future periods.

Figure 2. Bhattacharyya coefficients for precipitation (a–d) and $T_{\text{max}}$ (e–h) modeled PDFs compared to the baseline period (1985–2015). (b, f) correspond to period centered around year 2020, (c, g) centered around 2050, and (d, h) centered around 2100. Two column plots (b–d for precipitation and f–h for $T_{\text{max}}$) correspond to two emission scenarios, RCP4.5 (first column) and RCP8.5 (second column).

Model CanESM2 for $T_{\text{max}}$ similarly shows large differences between baseline and future, showing the most pronounced changes in $T_{\text{max}}$ distribution in 2015–2035 and 2035–2065, while the 2085–2115 period shows the most dissimilar PDFs to $T_{\text{max}}$ observational PDFs in the baseline period.

Figure 3a shows the inter-comparison between model ensemble members for the precipitation PDF, for the 2035–2065 period, under the RCP4.5 emission scenario. The following two models stand out: CNRM-CM5 and CMCC-CM5. Under the RCP8.5 emission scenario for the same time period, one model CESM 1-CAM5 stands out, which is also consistent with Figure 2b–d. Models are more consistent in terms of $T_{\text{max}}$ (Figure 3c, d), where only inmcm4 seems to be somewhat different under the RCP4.5 emission scenario, and CanESM2 under the RCP8.5 scenario for the 2035–2065 period.
Figure 3. Selected Bhattacharyya coefficient plots for precipitation (a,b) and $T_{\text{max}}$ (c,d) PDFs inter-compared between model ensemble members. (a) Precipitation PDF inter-comparison for 2035–2065, RCP4.5. (b) Precipitation PDF inter-comparison for 2035–2065, RCP8.5. (c) $T_{\text{max}}$ PDF inter-comparison for 2035–2065, RCP4.5. (d) $T_{\text{max}}$ PDF inter-comparison for 2035–2065, RCP8.5.

3.2. MLR and QDM

As stated in the Method section, past discretized (1001 equi-distant points) observational CDFs for both precipitation and $T_{\text{max}}$ are reconstructed using 32 model CDFs and MLR machinery. Figure 4 shows two bar plots (Figure 4a,b) for precipitation and $T_{\text{max}}$, with MLR beta coefficients (and intercepts) for all 32 models, together with plots (Figure 4c,d) showing how good the fits are (turquoise lines are not visible due to prefect overlap).
Figure 4. MLR beta coefficients (and intercepts) (a–b) obtained by reconstructing observational precipitation and T$_{\text{max}}$ CDF using 32 model outputs downscaled by LOCA, for the 1985–2011 period. Figure 4c–d shows observational and reconstructed CDFs for precipitation (c) and T$_{\text{max}}$ (d).

The calculated coefficient values are reasonably consistent without significant outliers, and thus are used to construct synthetic future CDFs from individual modeled future CDFs, assuming stationarity of the coefficients. Note that the CESM1-CAM5 model (identified in the preceding analysis based on Bhattacharyya distances to be a slight outlier in terms of the distributions of the modeled precipitation values) ends up having the highest absolute beta value, which confirms that the CESM1-CAM5 model brings in substantially different and useful information about the physical reality it aims to reproduce.

After the MLR step, all observational data for precipitation and T$_{\text{max}}$ (1985–2011) are projected into the future using the Quantile Delta Mapping approach to extract the information regarding the climate change signal. This is done by comparing values on past (reconstructed) and future (constructed) CDFs, quantile-by-quantile, using MLR. The technique leads to a set of “observations” in the future, different within every time period (2020, 2050, and 2100, +/-15 years).

Figure 5 shows exemplary PDFs for precipitation and T$_{\text{max}}$ for AFB, with clearly visible changes in central tendency and the distributions induced by climate change in T$_{\text{max}}$, while precipitation PDFs have less apparent changes. Table 1 shows the changes, in the form of empirical PDFs, in the central tendencies of both precipitation and T$_{\text{max}}$ at both AFB and FBR locations, for both emission scenarios, and for all three future periods of interest. Based on the data presented in Table 1, future weather brings higher maximum daily temperatures, between +2.2 and +2.7 °C for AFB and +1.6 and +2.2 °C for FBR, under the RCP4.5 and RCP8.5 emission scenarios, respectively. Under two emission scenarios, both locations exhibit similar differences in T$_{\text{max}}$ shifts in year 2100: ~0.5 °C. The change in precipitation, however, does not show a clear pattern. For the FBR location and both emission scenarios, the future weather brings less precipitation. For the AFB location, the scenarios suggest precipitation will stay more or less the same, with slightly higher precipitation in the RCP8.5 scenario.
Figure 5. Exemplary CDFs for precipitation (a,b) and PDFs for $T_{\text{max}}$ (c,d) for the AFB location, comparing the 2035–2065 period to the baseline period.

Table 1. Changes in the average daily precipitation and the maximum daily temperature ($T_{\text{max}}$) values (future-past) for three future periods centered around the years 2020, 2050, and 2100, derived from bias-corrected future projections using Multi-Linear Regression (MLR) and past observations, for two emission scenarios (RCP4.5 and RCP8.5).

3.3. Modeling Tail Distributions Using Generalized Extreme Value (GEV) Theory

Apart from modeling central tendencies, one of the goals of the present study is to compare future risks of having extreme precipitation and heat wave events to the current risk level. Figure 6 shows the child GEV distributions for precipitation and $T_{\text{max}}$ at both locations under the RCP4.5 emission scenario.
Table 2 shows three arbitrarily chosen exceedance probability thresholds (0.05, 0.02, and 0.01), the associated values for annual precipitation, and $T_{\text{max}}$ maxima for both AFB and FBR locations extracted from observations for the 1985–2011 period [33]. The uncertainty is given as the GEV parameter fitting uncertainty and does not include the uncertainty stemming from inaccuracies in the model itself (residual bias, MLR beta non-stationarity, etc.). The values from Table 2 are used as a baseline for comparison with future values.

**Table 2.** Exceedance probability thresholds and associated values taken from observations (1985–2011) of the Travis Airforce Base (AFB) and Fort Bragg (FBR) locations, based on the Generalized Extreme Value (GEV) distribution for precipitation and $T_{\text{max}}$. The uncertainty is reported as 95% Confidence Intervals (CI).

<table>
<thead>
<tr>
<th>Exceedance Probability (1985–2015)</th>
<th>Precipitation (mm/Day) (95% CI)</th>
<th>$T_{\text{max}}$ (K) (95% CI)</th>
<th>Precipitation (mm/Day) (95% CI)</th>
<th>$T_{\text{max}}$ (K) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P (0.05)</td>
<td>70.4 (43.9–131.3)</td>
<td>317.2 (315.1–320.3)</td>
<td>94.9 (66.3–152.4)</td>
<td>313.7 (311.5–317.6)</td>
</tr>
<tr>
<td>P (0.02)</td>
<td>80.8 (46.0–183.1)</td>
<td>317.9 (315.4–322.1)</td>
<td>109.0 (70.1–204.7)</td>
<td>314.1 (311.6–319.3)</td>
</tr>
<tr>
<td>P (0.01)</td>
<td>88.4 (47.1–233.4)</td>
<td>318.3 (315.6–323.5)</td>
<td>119.8 (72.5–254.9)</td>
<td>314.3 (311.6–320.4)</td>
</tr>
</tbody>
</table>

Table 3 displays the same exceedance probability thresholds and associated values for annual precipitation and $T_{\text{max}}$ maxima, same as for the past observational datasets, for both locations and both emission scenarios. The probabilities of heat waves are systematically increasing with temporal...
distance into the future for both emission scenarios. Thus, the 1-in-100-years event for the year 2100, in terms of annual maximum $T_{\text{max}}$, shifted from above 318.3K (AFB) in the baseline period to above 320.6 K in the RCP4.5 and above 321.0 K in the RCP8.5 scenario, which is consistent with the change in the mean $T_{\text{max}}$ values of +2.2 and +2.7 K in the same period for the same emission scenarios (Table 1). Very similar consistency is found for the FBR location between the shift in mean value and the values corresponding to the chosen thresholds in GEV distribution, which reconfirms the robustness of the GEV approach, given that consistent results were obtained using different analytical procedures. On the other hand, the distribution of annual precipitation maxima shifts differently compared to the mean values. For example, the AFB location will have lower magnitude extreme precipitation events ($p < 0.01$) under the RCP4.5 emission scenario (+0.7%, −10% and −13% for the years 2020, 2050, and 2100, respectively) compared to the baseline, and higher magnitude under the RCP8.5 emission scenario (+15%, +7% and +18% for the years 2020, 2050, and 2100, respectively) compared to the baseline.

### Table 3. Exceedance probability thresholds and associated values taken from bias-corrected modeled precipitation and $T_{\text{max}}$ values for three future periods (centered around the years 2020, 2050, and 2100), for both AFB and FBR locations under two emission scenarios, based on GEV distribution. The uncertainty is reported as 95% Confidence Intervals (CI).

<table>
<thead>
<tr>
<th>Year (centered around)</th>
<th>Exceedance Probability</th>
<th>Precipitation (mm/day) (95% CI)</th>
<th>$T_{\text{max}}$ (K) (95% CI)</th>
<th>Precipitation (mm/day) (95% CI)</th>
<th>$T_{\text{max}}$ (K) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AFB</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2005–2035</td>
<td>P (0.05)</td>
<td>73.8 (45.7–137.8)</td>
<td>318.2 (316.1–321.8)</td>
<td>80.2 (47.7–159.5)</td>
<td>318.2 (316.2–321.6)</td>
</tr>
<tr>
<td></td>
<td>P (0.02)</td>
<td>83.0 (47.5–185.5)</td>
<td>318.9 (316.3–324.1)</td>
<td>92.7 (50.0–227.8)</td>
<td>319.0 (316.4–323.6)</td>
</tr>
<tr>
<td></td>
<td>P (0.01)</td>
<td>89.1 (48.4–229.2)</td>
<td>319.4 (316.4–325.9)</td>
<td>101.7 (51.2–295.5)</td>
<td>319.5 (316.6–325.2)</td>
</tr>
<tr>
<td>2035–2065</td>
<td>P (0.05)</td>
<td>67.3 (44.3–109.1)</td>
<td>319.1 (316.0–322.6)</td>
<td>76.5 (46.2–138.0)</td>
<td>319.1 (316.7–322.5)</td>
</tr>
<tr>
<td></td>
<td>P (0.02)</td>
<td>74.7 (46.5–135.1)</td>
<td>319.8 (317.3–324.9)</td>
<td>87.6 (49.9–183.3)</td>
<td>319.9 (317.3–324.5)</td>
</tr>
<tr>
<td></td>
<td>P (0.01)</td>
<td>79.5 (47.6–155.9)</td>
<td>320.3 (317.4–326.6)</td>
<td>95.2 (50.4–223.6)</td>
<td>320.3 (317.4–325.9)</td>
</tr>
<tr>
<td>2085–2115</td>
<td>P (0.05)</td>
<td>66.0 (43.4–103.2)</td>
<td>319.3 (316.2–322.7)</td>
<td>80.45 (46.4–155.8)</td>
<td>319.9 (317.8–323.2)</td>
</tr>
<tr>
<td></td>
<td>P (0.02)</td>
<td>72.8 (45.7–123.5)</td>
<td>320.1 (317.5–324.9)</td>
<td>94.3 (49.5–219.4)</td>
<td>320.6 (318.1–325.0)</td>
</tr>
<tr>
<td></td>
<td>P (0.01)</td>
<td>77.0 (46.9–138.5)</td>
<td>320.6 (317.7–326.6)</td>
<td>104.3 (51.1–280.1)</td>
<td>321.0 (318.2–326.4)</td>
</tr>
<tr>
<td><strong>FBR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2005–2035</td>
<td>P (0.05)</td>
<td>95.8 (65.9–140.6)</td>
<td>314.5 (312.4–318.5)</td>
<td>91.3 (64.1–136.3)</td>
<td>313.9 (311.7–317.8)</td>
</tr>
<tr>
<td></td>
<td>P (0.02)</td>
<td>105.6 (69.9–164.4)</td>
<td>314.9 (312.4–320.0)</td>
<td>103.2 (68.4–168.8)</td>
<td>314.3 (311.8–319.5)</td>
</tr>
<tr>
<td></td>
<td>P (0.01)</td>
<td>111.6 (72.1–181.4)</td>
<td>315.0 (312.5–321.1)</td>
<td>111.4 (71.0–195.6)</td>
<td>314.5 (311.8–320.6)</td>
</tr>
<tr>
<td>2035–2065</td>
<td>P (0.05)</td>
<td>93.5 (63.4–134.7)</td>
<td>314.9 (312.7–318.7)</td>
<td>92.5 (65.1–134.8)</td>
<td>315.3 (313.1–319.1)</td>
</tr>
<tr>
<td></td>
<td>P (0.02)</td>
<td>103.4 (69.6–157.5)</td>
<td>315.3 (312.8–320.2)</td>
<td>103.1 (69.4–161.4)</td>
<td>315.8 (313.3–320.8)</td>
</tr>
<tr>
<td></td>
<td>P (0.01)</td>
<td>109.6 (72.0–173.8)</td>
<td>315.5 (312.9–321.3)</td>
<td>110.1 (71.8–181.8)</td>
<td>316.1 (313.3–322.0)</td>
</tr>
<tr>
<td>2085–2115</td>
<td>P (0.05)</td>
<td>94.6 (66.4–135.5)</td>
<td>315.3 (313.1–319.4)</td>
<td>93.0 (65.3–134.2)</td>
<td>315.9 (313.7–319.8)</td>
</tr>
<tr>
<td></td>
<td>P (0.02)</td>
<td>104.1 (70.5–157.1)</td>
<td>315.7 (312.2–321.1)</td>
<td>103.2 (69.6–158.0)</td>
<td>316.4 (313.9–321.4)</td>
</tr>
<tr>
<td></td>
<td>P (0.01)</td>
<td>109.9 (72.8–172.2)</td>
<td>315.9 (313.2–322.2)</td>
<td>109.6 (72.0–175.4)</td>
<td>316.6 (313.9–322.5)</td>
</tr>
</tbody>
</table>

On the contrary, a systematic decrease in the precipitation extreme event severities for the FBR location, under both emission scenarios, is found. One-in-one-hundred-years events under the RCP4.5
emission scenario correspond to the values −7%, −8%, and −8%, which are smaller than the values from the baseline period, for the years 2020, 2050, and 2100, respectively, and under RCP8.5 emission scenario −7%, −8% and −8% for the same three future periods. This is also consistent with the direction of change in the mean precipitation daily value in the future for the FBR location, which decreases in both scenarios.

Table 4 shows the increase in future events that corresponded to $p < 0.01$ (once in 100 days) in the past. Essentially, it shows how much more often these two locations will be witnessing events that were considered to be in the 1% most extreme events in precipitation and $T_{\text{max}}$ in the past. The results show that both AFB and FBR locations will witness events that, in the past, were considered to be in the 1% most extreme $T_{\text{max}}$ events ~13–30 times more often. For precipitation, the range found is ~0.05–3 times more often (see Table 4 for details).

### Table 4. The ratio of probability of the extreme event in the future that corresponded to $p < 0.01$ in the past and its probability for three future periods (centered around the years 2020, 2050, and 2100), for both AFB and FBR locations under two emission scenarios, based on GEV distribution. The uncertainty is reported as 95% Confidence Intervals (CI).

<table>
<thead>
<tr>
<th></th>
<th>Precipitation (mm/Day) (95% CI)</th>
<th>$T_{\text{max}}$ (K) (95% CI)</th>
<th>Precipitation (mm/Day) (95% CI)</th>
<th>$T_{\text{max}}$ (K) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RCP4.5</td>
<td>RCP8.5</td>
<td>RCP4.5</td>
<td>RCP8.5</td>
</tr>
<tr>
<td>2005–2035</td>
<td>1.09 (0–16.5)</td>
<td>2.77 (0–20)</td>
<td>4.35 (0–21.4)</td>
<td>4.63 (0–21.5)</td>
</tr>
<tr>
<td>2035–2065</td>
<td>0.20 (0–11)</td>
<td>1.87 (0–17)</td>
<td>11.35 (0–31.1)</td>
<td>11.63 (0–31.5)</td>
</tr>
<tr>
<td>2085–2115</td>
<td>0.06 (0–10)</td>
<td>2.97 (0–19)</td>
<td>13.60 (0–33.4)</td>
<td>22.45 (0–42.5)</td>
</tr>
</tbody>
</table>

### 3.4. Copulas

One of the goals of this study is to examine the risk of having simultaneous and/or collocated extreme events in terms of precipitation and $T_{\text{max}}$. Two locations examined in this study are ~4000 km apart, and the intuitive expectation of having correlated extreme events is low, especially given that precipitation seasonality at these locations is very different. In addition, especially in CA (AFB), precipitation extremes happen in winter months, so the cooccurrence of the two extremes is unlikely. However, as stated earlier, one of the goals of this study was to provide a rigorous, quantitative, and scalable framework for similar analyses in the future, which would likely include more than two locations and perhaps more variables, where analogous arguments based on local meteorology do not necessarily hold. Three tasks were defined: (1) Using empirical copulas, model autocorrelation structures in $T_{\text{max}}$ and precipitation fields for AFB and FBR locations and for past and future periods. (2) Using empirical copulas, model cross-correlation structures between $T_{\text{max}}$ and precipitation fields for both locations in past and future time periods. (3) Check the trend in autocorrelation structures to detect eventual sensitivity to climate change.

One problem with the current approaches is that, to model correlation structures using copulas, input data have to be transformed in such a way that the resulting transformed data have a flat distribution. In the case of $T_{\text{max}}$, it is easy, e.g., to use CDFs and, instead of using original data, to use their quantiles. However, in the case of precipitation, due to multiple zero values, even if CDFs are used, the resulting distribution of data is not flat, and copula theory cannot be applied directly. Instead, only non-zero precipitation values are used to create copulas, and later the probabilities that precipitation will be non-zero when assessing the probabilities of joint events are separately taken into account.
3.4.1. $T_{\text{max}}$ Autocorrelation at AFB and FBR

The analysis starts by examining $T_{\text{max}}$ autocorrelation by analyzing simultaneous distributions of $T_{\text{max}}$ values in the observational dataset at AFB and FBR. Prior to creating copula structures, $T_{\text{max}}$ observations are converted into uniformly distributed pseudo-observations using a rank-based approach. Figure 7a shows the marginal and joint distributions of $T_{\text{max}}$ observations at AFB and FBR, 7b shows a 2D histogram in tile format, 7c shows the marginal and joint distribution of pseudo-observations, and 7d shows the empirical copulas fitted into a joint distribution of pseudo-observations calculated using a 0.03 kernel bandwidth and copula densities evaluated at 100 equi-spaced points in [0,1] range along both axes. A copula is a hyperdimensional structure, and the same approach could be used for more than two locations, if necessary.
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**Figure 7.** (a) Marginal and joint distribution of observations of $T_{\text{max}}$ at AFB and FBR during 1985–2011 period. (b) 2D histogram shown in tile format. (c) Marginal and joint distributions of $T_{\text{max}}$ pseudo-observations, prepared as input to copula-modeling. (d) Fitted empirical copula.

A fitted empirical copula is sampled using the Monte-Carlo approach, and 10 million pairs of pseudo-observations of the simultaneous $T_{\text{max}}$ pairs at both locations, which obey the modeled copula structure generated, and these pseudo-observations are subjected to statistical analysis.
It is found that the probability for \( T_{\text{max}} \) occurring only once in 20 days at both locations is 0.5872\% (which means that on \( \sim \)two days for every year, \( T_{\text{max}} \) recorded at AFB and FBR will be among the 5\% warmest days recorded at both sites). It is found that the probability for \( T_{\text{max}} \) occurring only once in 50 days at both locations is 0.0796\% (which means that on one day for every \( \sim \)five years, \( T_{\text{max}} \) recorded at AFB and FBR will be among the 2\% warmest days recorded at both sites). It is found that the probability for \( T_{\text{max}} \) occurring only once in 100 days at both locations is 0.0135\% (which means that on one day for every \( \sim \)20 years, \( T_{\text{max}} \) recorded at AFB and FBR will be among the 1\% warmest days recorded at both sites). The probability that \( T_{\text{max}} \) occurring only once in 365 days (annual maximum) at both locations is 0.0037\% (which means that on one day every \( \sim \)74 years, \( T_{\text{max}} \) recorded at AFB and FBR will be the actual annual \( T_{\text{max}} \) maximum recorded at both sites). The probability that both sites could experience a 1-in-20-years event simultaneously is essentially zero for these two sites.

One problem in this analysis is that, to estimate frequency of extreme events, it is not only needed to model the tails of the observed distributions at two locations separately but to extrapolate the correlation structure between these tails, which might differ from the correlation structure that describes the observed set of \( T_{\text{max}} \) values. In this analysis, it is assumed that the copula based on actually observed values is stationary and will not change even if never-observed (no-analog-day) events happened. It is concluded that the risk of correlated heat waves at a 1-in-20 intensity at these two sites was negligible in 1985–2015.

The same procedure for all future periods and two emission scenarios was repeated, and it was found that the risk remained similar. Thus, it was concluded that predicted climate change did not affect the risk of correlated extreme \( T_{\text{max}} \) events for those two locations.

### 3.4.2. Precipitation Autocorrelation at AFB and FBR

Similarly, precipitation auto-correlation structures at AFB and FBR are analyzed, with one difference. As mentioned earlier, the multiple zero precipitation values present a problem for the techniques that convert observations into pseudo-observations. Thus, the modeling copulas were done using a subset of precipitation data, specifically non-zero precipitation values (which also reduced overall number of observations, as the probability that both locations will have non-zero precipitation value was \( \sim 1/3 \)). Figure 8a shows the marginal and joint distributions of non-zero precipitation events at AFB and FBR locations in the period 1985–2011, as well as a 2D histogram, the marginal and joint distributions of pseudo-observations, and the modeled copula.

Pseudo-observations (10 M) are, again, simulated using a modeled copula structure and the Monte-Carlo approach. It is found that the probability for precipitation intensity that happens only once in 20 days is 0.0388\% (which means that one day every \( \sim \)7 years precipitation recorded at AFB and FBR will be among 5\% highest precipitations recorded at both sites). It is found that the probability for precipitation intensity that happens only once in 50 days is 0.0065\% (which means that one day every \( \sim \)40 years precipitation recorded at AFB and FBR will be among 2\% highest precipitations recorded at both sites). It is found that the probability for precipitation intensity that happens only once in 100 days is 1110^{-4}\% (which means that one day every \( \sim \)250 years precipitation recorded at AFB and FBR will be among 1\% highest precipitations recorded at both sites).

The probability for precipitation intensity that happens only once in 365 days (annual maximum) is 3.17210^{-4}\% (which means that one day every \( \sim \)850 years precipitations recorded at AFB and FBR will be the annual precipitation maximum recorded at both sites). The probability that 1-in-20-years precipitation events will occur on the same day at these two sites is essentially zero.

Very similar frequencies of occurrences of extreme events in the future were found and demonstrated that climate change does not bring significantly altered probabilities of having extreme simultaneous precipitation events in the future at AFB and FBR.
Figure 8. (a) Marginal and joint distribution of precipitation observations at AFB and FBR during 1985–2011 period. (b) 2D histogram shown in tile format. (c) Marginal and joint distributions of precipitation pseudo-observations, prepared as input to copula-modeling. (d) Fitted empirical copula.

3.4.3. $T_{\text{max}}$/Precipitation Cross-Correlation at AFB

The probabilities that extreme precipitation and $T_{\text{max}}$ events would occur at AFB and FBR sites were examined separately. Even at a first glance, it looks very unlikely that those two extremes will co-occur, as the rainy season at AFB is happening in the winter, and, in addition to this, rain exhibits a cooling effect, but the analytical steps described above are repeated. Figure 9 shows the marginal and joint distributions of non-zero precipitation events and the corresponding $T_{\text{max}}$ at AFB location during 1985–2011, as well as a 2D histogram, the marginal and joint distributions of their pseudo-observations, and the modeled copula. It was found that the probability that precipitation and the corresponding $T_{\text{max}}$ that happen only once in 20 days is 0.0112% (which means that one day every ~25 years precipitation and $T_{\text{max}}$ recorded at AFB will be among 5% highest precipitations and $T_{\text{max}}$ recorded). It was found that the probability that precipitation and corresponding $T_{\text{max}}$ that happen only once in 50 days is 0.001% (which means that one day every ~266 years precipitation and $T_{\text{max}}$ recorded at AFB will be among 2% highest precipitations and $T_{\text{max}}$ recorded). Finally, it was found that the probability that precipitation and the corresponding $T_{\text{max}}$ that happen only once in 100 days is $1.3215 \times 10^{-4}$% (which means that one day every ~2100 years precipitation and corresponding $T_{\text{max}}$ recorded at AFB will be among 1% highest precipitations recorded at that site). The probability that
precipitation that happens only once in 365 days (annual maximum) is $3.160210^{-5}\%$, which means that one day every ~8700 years precipitations recorded at AFB will be the maxima for annual precipitation and the corresponding $T_{\text{max}}$. Given that the rainy season in CA happens in winter, this finding is not surprising. The probability that 1-in-20-years events will occur on the same day is zero.
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**Figure 9.** (a) Marginal and joint distribution of observations of non-zero precipitation and corresponding $T_{\text{max}}$ at AFB, during 1985–2011 period. (b) 2D histogram shown in tile format. (c) Marginal and joint distributions of non-zero precipitation and $T_{\text{max}}$ pseudo-observations, prepared as input to copula modeling. (d) Fitted empirical copula.

### 3.4.4. $T_{\text{max}}$-Precipitation Cross-Correlation at FBR

The same procedure for the FBR site is repeated, and those results are shown in Figure 10. It was found that the probability for precipitation and the corresponding $T_{\text{max}}$ that happen only once in 20 days is $0.1073\%$ (which means that one day every ~2.5 years precipitation and $T_{\text{max}}$ recorded at FBR will be among 5% highest precipitations and $T_{\text{max}}$ recorded). It was found that the probability
that precipitation and the corresponding $T_{\text{max}}$ that happen only once in 50 days is $0.0124\%$ (which means that one day every ~22 years precipitation and $T_{\text{max}}$ recorded at FBR will be among 2% highest precipitations and $T_{\text{max}}$ recorded). It was found that the probability for precipitation and the corresponding $T_{\text{max}}$ that happen only once in 100 days is $0.0018\%$ (which means that one day every ~150 years precipitation and $T_{\text{max}}$ recorded at FBR will be among 1% highest precipitations recorded at both sites).
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**Figure 10.** (a) Marginal and joint distribution of observations of non-zero precipitation and corresponding $T_{\text{max}}$ at FBR, during 1985–2011 period. (b) 2D histogram shown in tile format. (c) Marginal and joint distributions of non-zero precipitation and $T_{\text{max}}$ pseudo-observations, prepared as input to copula-modeling. (d) Fitted empirical copula.

The probability that precipitation that happens only once in 365 days (annual maximum) is $4.49 \times 10^{-4}\%$ (which means that one day every ~610 years precipitation recorded at FBR will be the maxima for annual precipitation and $T_{\text{max}}$. Interestingly, the probability, despite being low, is much higher than the probability of a co-occurrence of these events at AFB. This is consistent with the fact that precipitation is not as strictly associated with the winter season at FBR, as in the case of AFB. The probability that 1-in-20-years events will occur on the same day is essentially zero.
4. Conclusions

In this study, the effects of climate change on central tendency, tail distributions, correlation structure, and the spatial variability of $T_{\text{max}}$ and precipitation fields at two locations, AFB and FBR, which represent locations of first-grade military facilities were evaluated. The immediate goal was to inform infrastructural planning, and the second goal was to come up with a robust, reproducible set of methodological steps that could be deployed to analyze effects of climate change on additional or different locations.

A range of analytical techniques, including Bhattacharyya distances, MLR, QDM, GEV, and the Copula theory coupled with Monte-Carlo simulations was applied to create estimates of the future weather at two locations with different climates, as well as to assess probabilities of extreme events and their correlated risks. It was found that $T_{\text{max}}$ is projected to increase on average by 2.2–2.7 °C at AFB and 1.6–2.2 °C at FBR in the years 2085–2115, based on the combined results from two emission scenarios. Given that the value is lower than the change in average surface temperature on Earth (e.g., [51]), it implies that $T_{\text{max}}$ and $T_{\text{average}}$ distributions are projected to change in slightly different ways, which is beyond the scope of this study. It was found that climate change will not induce significant changes in auto- and cross-correlation structures in precipitation and $T_{\text{max}}$ fields at two studied locations.

It was also analyzed how much more frequently events that correspond to the 1% most extreme events in the baseline period will occur in the future, and it was found that, at both locations, the range of factors for $T_{\text{max}}$ is ~13–30 and 0.05–3 for precipitation.

Finally, although the analytical framework was developed for the specific purpose of analyzing the risks associated with climate change at two military bases, we believe that it can be extrapolated in a straightforward way to other climate variables and an arbitrary number of other locations, utilizing the hypothetically unlimited hyper-dimensional nature of copulas.
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