Heat Transfer Enhancement by Shot Peening of Stainless Steel
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Abstract: In heat exchange applications, the heat transfer efficiency could be improved by surface modifications. Shot peening was one of the cost-effective methods to provide different surface roughness. The objectives of this study were (1) to investigate the influences of the surface roughness on the heat transfer performance and (2) to understand how the shot peening process parameters affect the surface roughness. The considered specimens were 316L stainless steel hollow tubes having smooth and rough surfaces. The computational fluid dynamics (CFD) simulation was used to observe the surface roughness effects. The CFD results showed that the convective heat transfer coefficients had linear relationships with the peak surface roughness ($R_z$). Finite element (FE) simulation was used to determine the effects of the shot peening process parameters. The FE results showed that the surface roughness was increased at higher sandblasting speeds and sand diameters.
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1. Introduction

Stainless steels have been used in endless applications ranging from construction, transportation, medical, nuclear, and chemical industries due to their excellent properties [1]. Mainly because of its ability to resist corrosion, this material has long been used in virtually all cooling waters and many chemical environments [2]. One of the most common uses of stainless steel is as a heat exchanger, because it works well in high-temperature conditions (resistance to corrosion, oxidation, and scaling). Generally, stainless steel surfaces are also easy to clean. Most importantly, this material is economical in terms of cost and long-term maintenance service. The heat transfer efficiency of exchangers can be improved by modifying the geometry of the heat exchange tube/plate and altering fluid flows patterns. Recently, surface modification or texturing has shown its potential in many technological developments, such as friction reduction [3–5], biofouling [6,7], artificial parts [8], and even stem cell research [9]. As a result, the trend in using surface modification/texturing in heat transfer enhancement has been on the rise, and some of the reviewed literature is presented below.

The influences of dimple/protrusion surfaces on the heat transfer were investigated by Jing et al. (2018) [10]. Chen et al. (2012) found out that the asymmetric dimple with skewness downstream was better than the symmetric shape in heat exchange [11]. The asymmetric flow structures were numerically evaluated by Turnow et al. (2018), and the heat transfer was found to be improved with
the asymmetric vortex structures [12]. Du et al. (2018) discovered that the dimple location significantly affected the flow structure and heat transfer [13]. The enhanced heat transfer by dimples was also found in the work of Zheng et al. (2018) [14]. Wang et al. (2018) observed that a bleed hole in a dimpled channel helped improve the heat transfer [15]. Xie et al. (2018) numerically studied the 3D turbulent flow and convective heat transfer of the dimpled tube [16]. Both dimples and protrusions were investigated by the same research group, and they found both the dimpled and protruded surface flow mixing, which provided a better heat transfer rate [17]. The authors went on to study the effect of the teardrop surface and found flow mixing improvement [18]. Some other dimples and surface textured shapes for heat transfer enhancement in various conditions can also be found in many research studies [19–21]. By looking at the effects of surface roughness on heat transfer, many studies have also shown similar findings. Dierich and Nikrityuk (2013) observed that the roughness influenced the surface-average Nusselt number, and the authors also introduced the heat transfer efficiency factor [22]. Pike-Wilson and Karayiannis (2014) did not find a clear relationship between the heat transfer coefficient and surface roughness [23]. Ventola et al. (2014) proposed the heat transfer model, taking into account the size of the surface roughness and turbulent fluid flow [24]. Tikadar et al. (2018) looked at heat transfer characteristics in a roughed heater rod. They found that there was an abrupt increase in the heat transfer coefficient at the transition region from the smooth to the surface roughness area [25].

Several manufacturing processes can create surface textures on metals; for instance, laser texturing [26], rolling [27], elliptical vibration texturing [28], and extrusion forging and extrusion rolling processes [29]. Shot peening has been widely used to create surface irregularities (surface roughness) on metal parts [30]. Most of the research studies on the shot peening of stainless steels were focused on residual stress [31], fatigue and corrosion [32,33], surface characteristics [34,35], and tribology [36–38]. The main interest of this research is to determine the efficiency of heat transfer of a shot peened surface in stainless steel tube. Most of the literature mentioned above [10–25] used the finite volume method (FVM) to determine the heat transfer characteristics of textured surfaces. In addition, many studies utilized the finite element method (FEM) to understand the effects of shot peening process parameters [39–47]. The FVM was carried out in this study to analyze the heat convection performance of a considered shot peened surface in comparison with the smooth one. Then, the FEM was used to predict the shot peening parameters that would provide the enhanced heat transfer surface.

2. Materials and Methods

2.1. Heat Transfer of Pinned Fins

Since the heat exchanger of interest in this study was a 316L stainless steel tube, the heat transfer testing apparatus, as shown in Figure 1, was used. Table 1 presents the material properties of the considered tube in this study.

The primary purpose of the heat transfer experiment was to determine the heat convection performance of the tube surfaces: smooth surface and rough surface. The fin specimens were hollow tubes 21.34 mm in diameter, 100.00 mm in length, and 2.87 mm in thickness. Note that both ends of each fin were covered with thin circular plates. The smooth surfaces were prepared by machining and polishing to obtain the peak surface roughness ($R_z$) of 0.015 µm. The rough surfaces were prepared by machining and shot peening to obtain the peak surface roughness of ($R_z$) of 25 µm by using the sand diameter of 350 µm. In each test, four fins were pinned to the heater. The fan was installed below the heater at the Air Inlet location. Three thermocouples were attached to the following locations: Inlet Temperature ($T_{in}$), Mid-Point Temperature ($T_{mid}$), and Outlet Temperature ($T_{out}$) through the Air Outlet. The thermocouples (N-type) with the ±1% °C accuracy over the measured temperature span were used to record the temperatures. The temperature of the tested fins could be varied by changing the Heat Input. Once the desired temperature of the fins was set, the fan was turned on to provide the airflow passing the heated fins. The carried heat would flow past both $T_{mid}$ and $T_{out}$, and the measured temperatures would be used to calculate the heat convection performance of the tube surfaces.
Figure 1. The heat transfer performance testing apparatus: (a) Experimental setup; (b) Simulation setup.

Table 1. Material properties of the 316L stainless steel tube considered in this study.

<table>
<thead>
<tr>
<th>Material</th>
<th>Density (Kg/m³)</th>
<th>Ultimate Tensile Strength (MPa)</th>
<th>Yield Strength (MPa)</th>
<th>Elongation (%)</th>
<th>Modulus of Elasticity (GPa)</th>
<th>Specific Heat Capacity (J kg⁻¹ °C⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>316L Stainless Steel</td>
<td>8000</td>
<td>515</td>
<td>205</td>
<td>60</td>
<td>193</td>
<td>500</td>
</tr>
</tbody>
</table>

The finite volume method (FVM) was applied in this research to evaluate and predict the heat convection performance of various surfaces. The main components and dimensions of the FVM simulation are illustrated in Figure 2. The descriptions, symbols, and units of the necessary parameters used in this research are presented in Table 2.

Figure 2. The simulation setup: (a) Top view; (b) Side view; (c) Airflow.
Table 2. The descriptions of the considered variables in heat convection.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density of air</td>
<td>(d_{\text{air}})</td>
<td>kg/m(^3)</td>
</tr>
<tr>
<td>Mass of fin material</td>
<td>(m_{\text{fin}})</td>
<td>kg</td>
</tr>
<tr>
<td>Air mass flow rate</td>
<td>(m_{\text{air}})</td>
<td>kg/s</td>
</tr>
<tr>
<td>Air volume flow rate</td>
<td>(\dot{V}_{\text{air}})</td>
<td>m(^3)/s</td>
</tr>
<tr>
<td>The area cross-section perpendicular to the air flow path</td>
<td>(A_{\text{flow}})</td>
<td>m(^2)</td>
</tr>
<tr>
<td>Specific heat of air</td>
<td>(C_{\text{p,air}})</td>
<td>J kg(^{-1})°C(^{-1})</td>
</tr>
<tr>
<td>Specific heat of fin material</td>
<td>(C_{\text{p,fin}})</td>
<td>J kg(^{-1})°C(^{-1})</td>
</tr>
<tr>
<td>Fin/air heat transfer</td>
<td>(Q_{\text{trans}})</td>
<td>W</td>
</tr>
<tr>
<td>Air inlet temperature</td>
<td>(T_{\text{in}})</td>
<td>°C</td>
</tr>
<tr>
<td>Air outlet temperature</td>
<td>(T_{\text{out}})</td>
<td>°C</td>
</tr>
<tr>
<td>Heater surface temperature</td>
<td>(T_{\text{heat}})</td>
<td>°C</td>
</tr>
<tr>
<td>Thermal energy of heater</td>
<td>(Q_{\text{in}})</td>
<td>J</td>
</tr>
<tr>
<td>Heater input energy</td>
<td>(Q_{\text{heater}})</td>
<td>W</td>
</tr>
<tr>
<td>Heating time</td>
<td>(t_{\text{heat}})</td>
<td>s</td>
</tr>
<tr>
<td>Velocity of air</td>
<td>(V_{\text{air}})</td>
<td>m/s</td>
</tr>
<tr>
<td>Fin/air contact surface</td>
<td>(A_{\text{conv}})</td>
<td>m(^2)</td>
</tr>
<tr>
<td>Convective heat transfer coefficient</td>
<td>(h_{\text{conv}})</td>
<td>W m(^{-2}) K(^{-1})</td>
</tr>
<tr>
<td>Dynamic viscosity of air</td>
<td>(\nu_{\text{air}})</td>
<td>Pa S</td>
</tr>
<tr>
<td>Tube diameter</td>
<td>(D)</td>
<td>m</td>
</tr>
</tbody>
</table>

The equation of the convective heat transfer coefficients (\(h_{\text{conv}}\)) must be developed to evaluate the heat transfer performance of different surfaces. According to the energy balance:

\[
\dot{Q}_{\text{trans}} = m_{\text{air}}C_{\text{p,air}}(T_{\text{in}} - T_{\text{out}}) \tag{1}
\]

The total air mass flow was:

\[
m_{\text{air}} = \dot{V}_{\text{air}}d_{\text{air}} = d_{\text{air}}V_{\text{air}}A_{\text{flow}} \tag{2}
\]

The power of the heater could be described as:

\[
Q_{\text{in}} = m_{\text{fin}}C_{\text{p,fin}}(T_{\text{heat}} - T_{\text{in}}) \tag{3}
\]

Since \(T_{\text{in}} = T_{\text{air}}\), the temperature of the heater was obtained from:

\[
T_{\text{heat}} = \left[\frac{Q_{\text{in}}}{(m_{\text{fin}}C_{\text{p,fin}})}\right] + T_{\text{in}} \tag{4}
\]

The heat transfer rate was found to be:

\[
\dot{Q}_{\text{conv}} = Q_{\text{trans}} = h_{\text{conv}}A_{\text{conv}}(T_{\text{heat}} - T_{\text{in}}) \tag{5}
\]

Thus, the convective heat transfer coefficient could be determined by the following equation:

\[
h_{\text{conv}} = \left[\frac{A_{\text{flow}}V_{\text{air}}d_{\text{air}}C_{\text{p,air}}C_{\text{p,fin}}m_{\text{fin}}(T_{\text{out}} - T_{\text{in}})}{A_{\text{conv}}Q_{\text{in}}}\right] \tag{6}
\]

If the new constant (\(C\)) was set to be:

\[
C = A_{\text{flow}}d_{\text{air}}C_{\text{p,air}}C_{\text{p,fin}}m_{\text{fin}}/A_{\text{conv}} \tag{7}
\]

then the convective heat transfer coefficient could be rewritten as:

\[
h_{\text{conv}} = \left[CV_{\text{air}}(T_{\text{out}} - T_{\text{in}})\right]/Q_{\text{in}} \tag{8}
\]
In addition, $Q_{in}$ could be obtained from the following equation:

$$Q_{in} = \int Q_{heater} dt \approx Q_{avg} h_{heat}$$  \hspace{1cm} (9)

As a result, the convective heat transfer coefficient of the pinned fins could be determined from:

$$h_{conv} = \frac{C V_{air}(T_{out} - T_{in})}{\mid Q_{avg} h_{heat}}$$  \hspace{1cm} (10)

Note that the $C$ value could be calculated by using the variable values in Table 3. The variables $Q_{avg}$, $V_{air}$, $h_{heat}$, and $T_{in}$ were input variables. In addition, $T_{out} = T_{mid}$ if the measured temperature point was at the Midpoint Temperature ($T_{mid}$).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density of air</td>
<td>$\rho_{air}$</td>
<td>1.20000</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>Mass of fin material</td>
<td>$m_{fin}$</td>
<td>0.53000</td>
<td>kg</td>
</tr>
<tr>
<td>The area cross-section</td>
<td>$A_{flow}$</td>
<td>0.01440</td>
<td>m$^2$</td>
</tr>
<tr>
<td>perpendicular to the air flow path</td>
<td>$A_{flow}$</td>
<td>0.01440</td>
<td>m$^2$</td>
</tr>
<tr>
<td>Specific heat of air</td>
<td>$C_{P_{air}}$</td>
<td>1000</td>
<td>J kg$^{-1}$ °C$^{-1}$</td>
</tr>
<tr>
<td>Specific heat of fin material</td>
<td>$C_{P_{fin}}$</td>
<td>500</td>
<td>J kg$^{-1}$ °C$^{-1}$</td>
</tr>
<tr>
<td>Fin/air contact surface</td>
<td>$A_{conv}$</td>
<td>0.02653</td>
<td>m$^2$</td>
</tr>
<tr>
<td>Dynamic viscosity of air</td>
<td>$\nu_{air}$</td>
<td>1.86 x 10$^{-5}$</td>
<td>Pa S</td>
</tr>
<tr>
<td>Tube diameter</td>
<td>$D$</td>
<td>0.02134</td>
<td>m</td>
</tr>
</tbody>
</table>

### 2.2. Computational Fluid Dynamics (CFD) Modeling

The common tool used in FVM to analyze the heat transfer performance was computational fluid dynamics (CFD). ANSYS CFX 2020 was the commercial software used to evaluate the heat transfer characteristics in this study, as shown in Figure 3. Although there were four fins in the experiments, only two fins of the right half were modeled because of the symmetric fluid flow along the horizontal direction. The half-geometry was modeled in two-dimensional (Half 2D), and the surface roughness along the circumference of each fin was modeled as shown. Figure 4 illustrates the enlarged cross-sectional view of the circumference that represented the actual surface roughness values. The total number of meshing elements was in the 10 million range to accurately capture the fidelity of the surface roughness variations. The k-epsilon turbulent model was used to provide airflow characteristics. The total energy assumption and the transient analysis were performed.

**Figure 3.** The simulated surfaces and meshing of the smooth fins and shot peened fins.
Figure 4. The simulated rough surface and surface roughness parameters ($R_a$ and $R_z$).

In the actual heat transfer experiment, the heater was turned on for 20 min ($t_{\text{heat}}$) to keep the uniform initial temperature of the fins. Afterward, the fan was turned on according to the set Air Velocity ($V_{\text{air}}$), and the temperatures on $T_{\text{in}}$, $T_{\text{mid}}$, and $T_{\text{out}}$ were recorded every minute over the 10-min period. The same process was also set up in the CFD modeling, and the validation conditions of the CFD model were presented in Table 4. The average values of the recorded temperatures were calculated and compared to determine the validity of the CFD model.

Table 4. The considered conditions of the heat convection experiments.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Air Inlet Temperature ($^\circ$C)</th>
<th>Heat Input (W)</th>
<th>Airflow Speed (m/s)</th>
<th>$R_z$ (µm)</th>
<th>Surface Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP-1</td>
<td>30.6</td>
<td>267.9</td>
<td>0.00</td>
<td>0.015</td>
<td>Smooth</td>
</tr>
<tr>
<td>EXP-2</td>
<td>27.7</td>
<td>387.1</td>
<td>1.21</td>
<td>0.015</td>
<td>Smooth</td>
</tr>
<tr>
<td>EXP-3</td>
<td>26.8</td>
<td>322.5</td>
<td>2.42</td>
<td>0.015</td>
<td>Smooth</td>
</tr>
<tr>
<td>EXP-4</td>
<td>32.3</td>
<td>267.9</td>
<td>0.00</td>
<td>25.0</td>
<td>Rough</td>
</tr>
<tr>
<td>EXP-5</td>
<td>32.5</td>
<td>387.1</td>
<td>1.21</td>
<td>25.0</td>
<td>Rough</td>
</tr>
<tr>
<td>EXP-6</td>
<td>31.1</td>
<td>322.5</td>
<td>2.42</td>
<td>25.0</td>
<td>Rough</td>
</tr>
</tbody>
</table>

2.3. Convective Heat Transfer Coefficients of Different Surface Roughness

Then, the prediction of the convective heat transfer coefficients ($h_{\text{conv}}$) of different surface roughness was carried out by using the validated CFD model. The primary factors considered here were surface roughness ($R_z$) and airflow speed ($V_{\text{air}}$). Table 5 presents the considered conditions of the convective heat transfer coefficients prediction. Then, the CFD results were used to calculate the $h_{\text{conv}}$ value of each condition.
was generally tricky, because the influences of the process parameters were not well understood and quantified, particularly on tube (curved) surfaces. As a result, the FE simulation of the shot peening process was carried out to observe the effects of Sand Diameter ($D_S$), Impact Angle ($\theta$), and Impact Velocity ($V_I$), as displayed in Figure 5. The commercial MSC.DYTRAN 2019 was used in the FE analysis. The tube surface was modeled as a 3D hexahedral mesh (587,664 nodes and 566,272 elements). The geometry of the tube was based on the pinned fin from the heat transfer experiment. Note that the tube surface was smooth. The prescribed tube model was deformable, and the properties of the tube were shown in Table 1. The material model of the tube was elastic–plastic. The shot peening sand was modeled as a rigid circular (ball) shape having a 2D quadrilateral mesh (4648 nodes and 4646 elements). Initially, a sand ball was located on top of the tube surface. Afterward, the ball was blasted with a set impact angle and impact velocity. Then, the sand ball was removed, which showed a deformed or dimpled surface on the tube. Note also that this study only considered the single-shot sandblasting impact to determine the influences of the shot peening parameters. Table 6 presents the range and values of the considered shot peening parameters. The deformation results obtained FE simulations that were then used to obtain the surface roughness values ($R_z$) of each condition.

2.4. Shot Peening Finite Element (FE) Simulation

Once the relationships between the surface roughness and heat transfer characteristics of 316L stainless steels were established, the tube surfaces must be modified to provide the precise surface roughness as desired. Nevertheless, controlling the shot peening process to achieve such precision was generally tricky, because the influences of the process parameters were not well understood and quantified, particularly on tube (curved) surfaces. As a result, the FE simulation of the shot peening process was carried out to observe the effects of Sand Diameter ($D_S$), Impact Angle ($\theta$), and Impact Velocity ($V_I$), as displayed in Figure 5. The commercial MSC.DYTRAN 2019 was used in the FE analysis. The tube surface was modeled as a 3D hexahedral mesh (587,664 nodes and 566,272 elements). The geometry of the tube was based on the pinned fin from the heat transfer experiment. Note that the tube surface was smooth. The prescribed tube model was deformable, and the properties of the tube are shown in Table 1. The material model of the tube was elastic–plastic. The shot peening sand was modeled as a rigid circular (ball) shape having a 2D quadrilateral mesh (4648 nodes and 4646 elements). Initially, a sand ball was located on top of the tube surface. Afterward, the ball was blasted with a set impact angle and impact velocity. Then, the sand ball was removed, which showed a deformed or dimpled surface on the tube. Note also that this study only considered the single-shot sandblasting impact to determine the influences of the shot peening parameters. Table 6 presents the range and values of the considered shot peening parameters. The deformation results obtained FE simulations that were then used to obtain the surface roughness values ($R_z$) of each condition.

![Figure 5](imageURL) Figure 5. The finite element (FE) simulation of the shot peening on tube surface: (a) Shot peening model; (b) Shot peened surface.
Table 6. The considered parameters for the shot peening FE simulations.

<table>
<thead>
<tr>
<th>Shot Peening Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand Diameter ($D_s$)</td>
<td>100 µm, 150 µm, 200 µm, 250 µm, 350 µm</td>
</tr>
<tr>
<td>Impact Angle ($\theta$)</td>
<td>$15^\circ, 45^\circ, 75^\circ$</td>
</tr>
<tr>
<td>Impact Velocity ($V_I$)</td>
<td>40 m/s, 75 m/s</td>
</tr>
</tbody>
</table>

3. Results

3.1. Effects of Surface Roughness to Heat Convection

The results of the CFD model validation with the heat transfer experiment are presented in Figure 6. Note that the results of the CFD calculations were mesh-independent. In Figure 6a, the temperature–velocity plot at $T_{out}$ of the experimental and simulation surfaces was illustrated. The errors between the experiments and simulations at $T_{out}$ ranged from 1% to 7% (Figure 6b). The temperature–velocity plot at $T_{mid}$ was also displayed in Figure 6c, and the errors at $T_{mid}$ were illustrated in Figure 6d. The highest error value at $T_{mid}$ was approximately 3%. Considering the error values both at $T_{out}$ and $T_{mid}$, the CFD model was considered valid in this study.

![Figure 6](image-url)  
*Figure 6. The temperature comparisons among the smooth and rough surfaces: (a) Output Temperature ($T_{out}$); (b) Output Temperature ($T_{out}$) Error; (c) Mid-Point Temperature ($T_{mid}$); (d) Mid-Point Temperature ($T_{mid}$) Error.*

In Figure 7, the temperature contour maps of the smooth and rough surfaces at varying flow speeds are shown. At $V = 0$ m/s, this condition was considered natural or free convection because the fan was not running, allowing the heated airflow to pass the measured temperature points naturally. If the air velocities were set to be 1.21 or 2.42 m/s, the conditions were forced convection. In the free convection conditions, the rough surfaces provided higher temperatures at both $T_{mid}$ and $T_{out}$ than the smooth surfaces did. In the forced convection scenarios, the temperatures at $T_{mid}$ and $T_{out}$ significantly dropped in comparison to those of the rough surfaces. The results implied that the rough surfaces provided a better heat transfer performance. The velocity contour maps in Figure 8 could also be used to explain the phenomena. In the natural convection conditions (no influence of air velocity), the heated airflows in the rough surfaces were already higher than those of the smooth surfaces,
leading to the higher temperatures in $T_{\text{mid}}$ and $T_{\text{out}}$. The main reason was due to the increased surface areas of the pinned fins, which allowed more air to exchange heat. With the influences of air velocity (forced convection), the increased in airflow speed generally led to reduced temperatures, which could be clearly noticed in the smooth surfaces. At higher airflow velocities, the small vortex (air swirling) around the dimpled areas accumulated to the large swirling around at the downstream side of the rough surfaces. This large air circulation area (vortex shading) had a lower air velocity, allowing more air to exchange heat with the fins. As a result, more airflow could carry heat from the rough surfaces to the measured temperature points. On the contrary, the smooth surfaces did not develop the large vortex sharing area downstream. Thus, only a fraction of low-velocity airflows downstream was generated around the smooth fins. As a result, there was a lower amount of air to exchange heat at high airflow velocities.

**Figure 7.** The temperature contour maps of the simulated pinned fins of both smooth and rough surfaces at varying flow speeds: (a) $V = 0.00$ m/s; (b) $V = 1.21$ m/s; (c) $V = 2.42$ m/s.

**Figure 8.** The velocity contour maps of the simulated pinned fins of both smooth and rough surfaces at varying flow speeds: (a) $V = 0.00$ m/s; (b) $V = 1.21$ m/s; (c) $V = 2.42$ m/s.
The predicted temperatures and the convective heat transfer coefficients \( h_{\text{conv}} \) of varying surface roughness are presented in Figure 9. The CFD results of the predicted temperatures were used to calculate the \( h_{\text{conv}} \) of each condition. The higher value of \( h_{\text{conv}} \) represented a higher heat transfer efficiency. According to the figure, the \( h_{\text{conv}} \) values of the smooth surfaces were equal to zero in the natural convection cases. In the forced convection cases, the \( h_{\text{conv}} \) values increased with airflow velocity and surface roughness. Comparing the \( h_{\text{conv}} \) values between \( T_{\text{mid}} \) and \( T_{\text{out}} \), the \( h_{\text{conv}} \) values at \( T_{\text{out}} \) were lower, since the measured location was further away from the heat source. Increasing the airflow velocities from 1.21 to 2.42 m/s caused the \( h_{\text{conv}} \) values to double. If the surface roughness values were increased up to 250 \( \mu \)m, the \( h_{\text{conv}} \) could be increased up to 155\% at \( V = 1.21 \) m/s and 192\% at \( V = 2.42 \) m/s. Most importantly, if the rough surface conditions were considered \((R_z = 25 \text{ to } 250 \ \mu \text{m})\), the linear relationships between the \( h_{\text{conv}} \) and \( R_z \) values could be observed. Although the \( h_{\text{conv}} \) values linearly increased with \( R_z \), the surface roughness could not be increased without limits to enhance the heat transfer efficiency further. The most critical issues were the manufacturability of such a high-depth surface and the heat-transfer limits. In this study, the ratio of surface roughness \((R_z = 250 \ \mu \text{m})\) to pipe diameter \((21.34 \text{ mm})\) or \( R_{SD} \) was approximately 0.01. In the forced convection conditions, the convective heat transfer coefficient’s ratios between rough and smooth surfaces or \( h_{\text{conv-RS}} \) ranged from 1 to 2.9. Thus, the ratio between \( h_{\text{conv-RS}} \) and \( R_{SD} \) ranged from 100 to 290, which could be used to compare with other tubes having different diameters and surfaces.

![Figure 9](image_url)

**Figure 9.** The predicted temperatures and convective heat transfer coefficients: (a) Output Temperature \( T_{\text{out}} \) Predictions; (b) Convective Heat Transfer Coefficients at \( T_{\text{out}} \); (c) Mid-Point Temperature \( T_{\text{mid}} \) Predictions; (d) Convective Heat Transfer Coefficients at \( T_{\text{mid}} \).
The Reynolds ($R_e$) numbers of the considered conditions in this study to determine the fluid behaviors could be calculated by Equation (11).

$$R_e = \frac{d_{air} V_{air} D}{\nu_{air}}$$

(11)

where $d_{air}$ is the density of air, $V_{air}$ is the velocity of air, $D$ is the tube diameter, and $\nu_{air}$ is the dynamic viscosity of air. The $R_e$ numbers of the investigated surfaces at various airflow speeds can be seen in Figure 10. In the forced convection conditions, higher surface roughness led to higher friction and higher pressure loss (quite turbulent flow), which generally reduced the $R_e$ numbers. In the free convection conditions, the increased surface roughness did not affect the $R_e$ numbers. Note that the $R_e$ numbers at 250 µm were not zero (approximately 32).

![Figure 10](image-url)  
**Figure 10.** The calculated Reynolds numbers at different surface roughness and airflow speeds.

### 3.2. Effects of Shot Peening Parameters on Surface Roughness

The effects of the shot peening parameters on surface roughness are presented in Figure 11. Note that the results of the FE calculations were mesh-independent. The $R_z$ values were plotted against the impact angles at various impact velocities in Figure 11a,b. The $R_a$ values were plotted against the impact angles at different impact velocities in Figure 11c,d. The FE results demonstrated that increasing sand diameters and impact velocities led to an increase in both $R_a$ and $R_z$ values in all the cases. Larger sand diameters and higher blasting speeds created higher momentum, leading to higher impact energy and causing higher deformed (dimpled) areas. However, increasing the impact angles led to the reduced impact areas and thus decreasing $R_a$ and $R_z$ values. Based on the results, it could be noticed that using the sand diameters of 100 µm up to 350 µm resulted in the $R_a$ and $R_z$ values ranging from 1 µm up to 18 µm, which would provide the increased $h_{conv}$ values up to 50% depending on the airflow velocities. However, sand diameters larger than 200 µm would be recommended due to the more considerable impact on dimpled areas. If only small sand diameters were available, increasing the sandblasting speeds would help increase the surface roughness values.
The results of this future work should be more applicable to the actual shot peening processes to rough surfaces to the measured temperature points. The linear relationships between the peak surface air to exchange heat. In the forced convection conditions, more airflow could carry heat from the 316L stainless steel tubes and the exchanger surface could be developed to meet the higher performance requirements. The linear relationship found between the convective heat transfer efficiency (convective heat transfer coefficient), and (2) shot peening parameters on the surface roughness. The results of these two parts connected the actual performance of the heat exchange surface to the processing parameters. This connection has not yet been well established for heat exchanger manufacturers until this study. The linear relationship found between the convective heat transfer coefficient and peak surface roughness values ($R_z$) provided a general guideline of how a heat exchanger surface could be developed to meet the higher performance requirements. The effects of the shot peening process parameters on the $R_z$ values were helpful in determining its manufacturability and production costs. In summary, this research work provided a clear linkage of the desired heat transfer performance to surface dimensional control and processing.

Since the shot peening process considered in this study was a single-shot sandblasting, it was intended only to observe the primary influences of the considered factors. The multiple-shot sandblasting process investigating mixed sand diameters at controlled speeds is currently ongoing. The results of this future work should be more applicable to the actual shot peening processes to obtain any desired surface roughness values, particularly on tube profiles. The ultimate impact of this continuous research work would provide more significant benefits to the energy-saving systems.

5. Conclusions

The project investigated the effects of surface roughness on the convective heat transfer coefficients of the 316L stainless steel tubes and the effects of the shot peening parameters on the surface roughness. The CFD simulation was carried out to study the influences of the surface roughness at varying airflow velocities. In the free convection conditions, the pinned fins’ increased surface areas allowed more air to exchange heat. In the forced convection conditions, more airflow could carry heat from the rough surfaces to the measured temperature points. The linear relationships between the peak surface roughness ($R_z$) and the convective heat transfer coefficients were found.

Figure 11. The FE surface roughness results at varied impact angles and impact velocities: (a) $R_z$ at $V_1 = 40$ m/s; (b) $R_z$ at $V_1 = 75$ m/s; (c) $R_3$ at $V_1 = 40$ m/s; (d) $R_3$ at $V_1 = 75$ m/s.

4. Discussion

The results of this work were divided into two parts: (1) the effects of surface roughness on heat transfer efficiency (convective heat transfer coefficient), and (2) shot peening parameters on the surface roughness. The results of these two parts connected the actual performance of the heat exchange surface to the processing parameters. This connection has not yet been well established for heat exchanger manufacturers until this study. The linear relationship found between the convective heat transfer coefficient and peak surface roughness values ($R_z$) provided a general guideline of how a heat exchanger surface could be developed to meet the higher performance requirements. The effects of the shot peening process parameters on the $R_z$ values were helpful in determining its manufacturability and production costs. In summary, this research work provided a clear linkage of the desired heat transfer performance to surface dimensional control and processing.

Since the shot peening process considered in this study was a single-shot sandblasting, it was intended only to observe the primary influences of the considered factors. The multiple-shot sandblasting process investigating mixed sand diameters at controlled speeds is currently ongoing. The results of this future work should be more applicable to the actual shot peening processes to obtain any desired surface roughness values, particularly on tube profiles. The ultimate impact of this continuous research work would provide more significant benefits to the energy-saving systems.
The influences of the shot peening process parameters (sand diameter, impact angle, and impact velocity) on the tube surfaces were investigated by using the FE simulation. The results showed that the increase in sand diameter and impact velocity increased surface roughness. The increased in convective heat transfer coefficient values (up to 50%) could be obtained by using the sand diameters of 100 µm up to 350 µm, resulting in the shot peened surface having the $R_a$ and $R_z$ values ranging from 1 µm up to 18 µm. The established links among the heat transfer efficiency, surface roughness, and shot peening parameters in this study could be used to enhance the heat transfer efficiency.
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