Finite Element Simulation of Multilayer Electron Beam Melting for the Improvement of Build Quality
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Abstract: Macroscale modeling plays an essential role in simulating additive manufacturing (AM) processes. However, models at such scales often pay computational time in output accuracy. Therefore, they cannot forecast local quality issues like lack of fusion or surface roughness. For these reasons, this kind of model is never used for process optimization, as it is supposed to work with optimized parameters. In this work, a more accurate but still simple three-dimensional (3D) model is developed to estimate potential faulty process conditions that may cause quality issues or even process failure during the electron beam melting (EBM) process. The model is multilayer, and modeling strategies are developed to have fast and accurate responses. A material state variable allows for the molten material to be represented. That information is used to analyze process quality issues in terms of a lack of fusion and lateral surface roughness. A quiet element approach is implemented to limit the number of elements during the calculation, as well as to simulate the material addition layer by layer. The new material is activated according to a predefined temperature that considers the heat-affected zone. Heat transfer analysis accuracy is comparatively demonstrated with a more accurate literature model. Then, a multilayer simulation validates the model capability in predicting the roughness of a manufactured Ti6Al4V sample. The model capability in predicting a lack of fusion is verified under a critical process condition.
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1. Introduction

Over the years, increased computing power combined with proper software development, has allowed for the implementation of simulation tools to speed up product development [1]. Chief among the numerous advantages offered by simulation is the possibility of investigating complex processes. Especially for new processes, such as additive manufacturing (AM), process simulation looks to be the best tool for processing complex understandings [2]. Electron beam melting (EBM) is an AM powder-bed process for metal components used for the production of end-useable parts in several industrial sectors [2]. During the EBM process, a high energy electron beam melts metallic powders by moving across the powder bed [3]. After the powder distribution, the whole powder bed is preheated. The preheating step establishes a uniform temperature on the powder bed, which is approximately equal to 60% of the melting point of the processed material. Except for a low helium flow (0.002 mbar) [4], the whole process occurs under vacuum to avoid beam deflection and to maintain a hot working environment. Thanks to the high working temperature and vacuum environment, EBM guarantees the possibility of manufacturing parts with high-quality materials such as intermetallic titanium alloys that cannot be processed with other AM or conventional processes [5]. Although the EBM
process has great potential, the difficulties in controlling and determining proper process conditions limit the EBM application to niche industrial sectors. Process complexity is a result of numerous phenomena involved in the process [6], including the rapid material phase change [2]. The process conditions and implementation difficulties of process monitoring systems [2] make EBM attractive at the numerical scale. Figure 1 maps the relevant literature to an EBM simulation. Few models have adopted a mesoscopic approach in which particle to particle modeling is conducted [7–11]. The great level of detail included in powder modeling requires significant computational time and resources. Therefore, usually, only two-dimensional (2D) models were implemented. To reduce the computational time, most models in the literature are solved using the finite element (FE) method. In this case, the material is modeled as a continuum. FE models are mainly used to predict thermal distribution (pure thermal or uncoupled) [2,6,12–22]. These models simulated a single track or a single-layer and analyzed the process from a microscopic level (i.e., temperature distribution and melt pool size). Coupled models use a thermal solver coupled with at least one other solver. These models can be grouped into fully coupled thermomechanical [12,22–28], thermo-fluid flow [18,24,29], or weakly coupled [13,14]. A limited category of models analyzed the microscopic aspects of the process, such as the interaction between beam and powder particles [15,30,31], or even microstructural evolution [32].

Owing to the high number of elements that should be involved in the calculation, multilayer simulations have rarely been implemented [33] and instead have been primarily used for predicting residual stresses.
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**Figure 1.** Classification of electron beam melting (EBM) process simulation models.

Except for a few studies [15,16,23], calibrating coefficients were often applied to the heat source model to improve the match between experimental and simulation results. None of the reviewed FE models have explored the possibility of predicting the macroscopic process quality issues, i.e., the lack of fusion or surface roughness profile. As far as surface roughness is concerned, all developed models are empirical and can only estimate the average roughness value of the surface according to its angle with respect to the build platform [34]. S. Shrestha and K. Chou [35] developed a finite volume model based on a free surface approach to predict only the top surface roughness. However, the top surface is usually less critical than the vertical one because it shows better texture and a lower Ra value [34]. Typical values for vertical surface roughness range between 24 and 30 μm [36], while the Ra value of the top surfaces is around 6 μm [34]. Vertical surface roughness is mainly affected by the heat transfer effect between the molten material and the surrounding powder [34,37].

The prediction of macroscopic quality issues such as the lack of fusion and surface roughness profile over a short time is an important topic for simplifying the optimization process. This work presents a new and fast three-dimensional (3D) uncoupled thermal model for the multilayer simulation of the EBM process. The heat source is modeled following the approach developed in previous work [15], in which no calibrating coefficient was used. The multilayer simulation emulates the
creation of the part layer by layer and the electron beam control along the hatching path and layer rotation. A material state variable is introduced to represent the material, which is melted during the process. This variable allows the identification of both the surface roughness profile and the lack of fusion. A new procedure is developed to reduce the calculation time, which accounts for a minimum number of elements during the calculation. This procedure is based on the quiet element approach, in which certain elements are activated only when necessary. This approach has been investigated in the literature to activate elements within a predefined volume by the time [38], such as the heat-affected zone (HAZ). However, the HAZ can vary in size and severity depending on the process condition and can be determined only by running experiments. A rough estimation of this quantity involves an incorrect number of elements that participate in the calculation and, therefore, a heat transfer analysis can be inaccurate or slow. To overcome this issue, the proposed procedure automatically considers element activation as a function of a predefined temperature. The activation temperature is determined by observing the HAZ predicted by the microscale model developed in a previous work [15]. The accuracy of the heat transfer analysis carried out with the proposed model, in terms of melt pool size and temperature distribution, is verified against the microscale model [15]. The capability of the proposed model in predicting the lateral roughness is validated by an experimental comparison. Herein, we verify the model response to a critical process parameter condition that causes a lack of fusion.

2. Materials and Methods

2.1. Modeling

Numerical modeling was based on the fundamentals presented in a previous study [15] in which a 3D microscale thermal model for the EBM process was developed. That work presented a new heat source model tailored according to the actual beam impact on the powder bed and new modeling for the powder thermal proprieties. The beam impact was simulated by Monte Carlo simulations. These simulations determined the effective beam diameter \( D_E \) that mimics the electron distribution on the powder surface. The energy source model was, therefore, defined as a uniform heat distribution on a circular area in which a coefficient \( \eta \) depends on \( D_E \). This was used to couple the electron beam size with the uniform heat source. The material was modeled as a continuum, and the calculation of actual thermal conductivity of the powder considered both thermal radiation in the pores and heat transfer through the powder necks formed during preheating. The powder bed’s specific heat and latent heat of fusion were assumed to be equal to those of the solid bulk material [15,16]. The porosity of the powder material, \( \phi \), was considered equal to 0.32, which corresponds with a particle arrangement in body cubic centered (BCC) structure. Because of the thermal properties of the powder differ from the bulk (material after the melting) one, the powder was handled as different material, and during the melting simulation, a material change procedure updated the material properties from powder to bulk according to the achieved temperature. In that and subsequent works [15,16], the model was used to predict and validate the temperature distribution and melt pool size during the melting of a single track. Although the accuracy of this kind of modeling, the modeling of the actual EBM process should consider the melting of the entire layer and the addition of the material layer by layer. With this aim, the heat source developed in Reference [15] was adapted to consider the electron beam path across the powder bed. The heat source was, therefore, calculated according to the following equations:

\[
q = \eta UI/S (x_1, x_2, x_3) \in \Gamma_i \quad (1)
\]

\[
q = 0 (x_1, x_2, x_3) \in (D - \Gamma_i) \quad (2)
\]

where \( \eta \) is calculated according to the procedure [15], \( D \) is the whole simulation domain, and \( \Gamma_i \) is the domain of the flux application. The shape of \( \Gamma_i \) is circular and corresponds to the cross-section of the beam diameter. \( x_1 \) and \( x_2 \) are the coordinates of the nodes in the plane of the layer, while \( x_3 \) is...
the coordinate along the build direction, which is the axis normal to the building platform (Figure 2). If \( n_{\text{layer}} \) is the total number of layers to be simulated, \( x_3 \) varies layer after layer according to Equation (3).

\[
x_3 = -(n_{\text{layer}} + n - 1)\Delta s
\]

(3)

The index \( n \) is the index of actual layer and \( \Delta s \) is the layer thickness and thus an integer variable, which is calculated (Equation (4)) as the ratio between the total time increment, \( t \), and time to scan a single layer, \( t_{\text{layer}} \).

\[
n = \text{int}(t/t_{\text{layer}})
\]

(4)

The beam movement over the \( x_1x_2 \) plane is governed by Equation (5) that describes the selection of the nodes that belong to the domain \( \Gamma_i \) in the \( x_1x_2 \) plane.

\[
(x_1 - x_{1,\text{inc}})^2 + (x_2 - x_{2,\text{inc}})^2 \leq (\phi/2)^2
\]

(5)

where \( \phi \) is the beam diameter and \( x_{1,\text{inc}} \) and \( x_{2,\text{inc}} \) are the incremental coordinates from the first position of the beam on the plane \((x_{1c0}, x_{2c0})\) and the last point of the scanning path. The beam is, therefore, moved point by point along a predefined scanning path. In this work, a standard single direction hatching strategy (Figure 2) was implemented. According to this strategy, the beam is moved with a constant speed, \( v \), across the powder bed along parallel lines. The line offset parameter (LO) establishes the distance between the centerline of two adjacent lines, and all hatch melt lines are in the same direction. At each layer, the scanning path is rotated by 90 degrees clockwise. Therefore, \( x_{1,\text{inc}} \) and \( x_{2,\text{inc}} \) are calculated as follows:

\[
x_{1,\text{inc}} = x_{1c0} + a_{12}[v(t - nt_{\text{layer}}) - mt_{\text{track}}] + a_{11}mLO
\]

(6)

\[
x_{2,\text{inc}} = x_{2c0} + a_{22}[v(t - nt_{\text{layer}}) - mt_{\text{track}}] + a_{21}mLO
\]

(7)

where \( a_{ij} \) are the coefficients of an antisymmetric matrix that considered the single direction hatching and the scanning path rotation (Figure 2). The \( a_{ij} \) elements were calculated as follows:

\[
a_{11} = a_{22} = -\sin(n\pi/2),
\]

(8)

\[
a_{12} = -a_{21} = \cos(n\pi/2).
\]

(9)

In Equations (6) and (7), \( m \) is the line index and represents the actual line to be melted. The line index, \( m \), was calculated from the time for the single line, \( t_{\text{track}} \), as follows:

\[
m = \text{int}[(t - nt_{\text{layer}})/t_{\text{track}}]
\]

(10)

Since the simulation here considered the melting of a square of side \( l_{\text{tot}} \), \( t_{\text{track}} \) was calculated as follows:

\[
t_{\text{track}} = (l_{\text{tot}} - \phi)/v
\]

(11)

The addition of the material layer by layer was emulated using a new element activation procedure based on the quiet element approach [33]. This method is a numerical approach used in FE simulation for processes that need to account for addition of material during the process. All elements of the model must be modeled from the beginning. Therefore, all elements within the workspace are assembled into the global thermal conductivity matrix, but the elements yet to be deposited are assigned ‘void’ material properties. Practically, the quiet elements are elements in which the thermal properties are adequately scaled and do not affect the calculation. The domain of analysis is progressively increased according to specific conditions. In this work, the quiet element approach was used not only to simulate the layer addition but also to keep the number of elements involved in the calculation into the current melted layer as low as possible. In this sense, the quiet elements confine the heat exchange only in the HAZ. This strategy is expected to increase the computational speed with respect to the literature models that
consider the entire layer at the beginning of the simulation. This method uses a constant mesh and is simple. However, incorrect selection of elements to be eventually activated can lead to ill heat transfer. For this reason, a new criterion was implemented that aims to determine the lowest number of elements belonging to the HAZ without decreasing the accuracy of the heat transfer. Practically, this corresponds to determining the minimum temperature that refers to the location of the HAZ boundary at which the element must be “activated”. This temperature is called “activation temperature”. Element activation means changing the element material properties to the real ones. This methodology is called thermal activation because it depends exclusively on heat transfer. Since the nodal temperatures of a quiet element are different from those of an active element, body heat flux is numerically generated in some integration points to compensate for the temperature difference \cite{39}. In this way, when the heat source moves, heat transfer can occur. This propagation generates a temperature field in the nodes of the quiet elements, which are constantly compared with the predefined activation temperature.

The determination of HAZ during the melting involves temperature monitoring and, therefore, experimental trials. To overcome these issues, the microscale model \cite{15,16} was used to determine the HAZ, and thus the activation temperature. Firstly, few melting tracks are simulated using the microscale model. During the simulation, the minimum temperature that corresponds to the boundary of HAZ is identified. This temperature is set as activation temperature in the macroscale model, and the same simulation is performed. The results from the two models are compared in terms of temperature distribution and melt pool size. The macroscale model is then calibrated by changing the activation temperature iteratively until a good match between the two models is observed. With this approach, a trade-off between runtime, numerical convergence, and simulation accuracy is guaranteed. Several simulations at different process conditions showed that the activation temperature is slightly higher than the preheating temperature used in the model.

To further reduce the running time, material change was not considered. Therefore, the material properties were modeled directly as bulk material within the solid part are simulated. However, the material surrounding the external surfaces was modeled as powder material in order to account for the heat transfer between the melted and surrounding materials.

For each node of the model, a material state variable ID was defined to indicate the material’s temperature history. The material state was defined as “unmelted” (ID = 0) before the melting point was reached and as “melted” (ID = 1) after the melting point was reached. At the beginning of the process, all elements had an ID equal to zero. This variable, therefore, identified the material melted during the EBM process simulation from the one not melted. The melted material state (ID = 1) was used for both the liquid state and for all solid material in the model. The elements for which the ID was still equal to zero at the end of the process were identified as having a lack of fusion areas.

2.2. Model Implementation

The thermal model was implemented in Abaqus/Standard using user code subroutines for the heat source motion, element activation, and molten material representation. The whole domain is rather simple and consists of a solid substrate on which a set of layers are laid. To reduce the calculation time, the analysis domain used was a small portion of a specimen produced by EBM process with an external lateral surface in contact with a certain volume of loose powder. This powder volume was included to consider the heat exchange between the melted part and the surrounding area. The whole domain was divided into four subdomains (Figure 2): the bulk substrate, the powder substrate, the bulk quiet domain, and the quiet powder domain. The bulk substrate represented material already processed and not simulated in the analysis. The powder substrate was adjacent to the solid substrate. Therefore, a vertical surface of the bulk domain was numerically coupled with one surface of the powder domain. The other surfaces were considered adiabatic. The quiet bulk domain represented the domain scanned by the electron beam. It contained quiet elements that were activated once they achieved the activation temperature. The quiet powder domain represented a portion of material adjacent to the quiet bulk domain that was not scanned. This domain contained quiet elements that
were automatically activated at the beginning of the layer and simulated heat transfer from the electron beam track and the surrounding powder. The quiet powder and bulk domains share a lateral surface. The other surfaces were considered adiabatic.

The mesh included DC3D8 (heat transfer brick) elements with a size equal to 0.05 mm in the quiet bulk and powder domains. The rest of the domain was discretized with a progressive coarsening mesh of up to 0.5 mm with DC3D4 elements (heat transfer tetrahedron).

The process of the addition of the material during the simulation was implemented using the UEPACTIVATION VOL subroutine. This subroutine allows for the element activation control using rules predefined by the user. According to the thermal activation described in the previous paragraph, the elements are activated if the nodal temperature ($T$) is higher than the activation temperature ($T_{act}$). Owing to the Abaqus limitation, at the beginning of each layer, a few elements must be activated to trigger the subsequent thermal activation. Therefore, a predefined set of elements corresponding to the beam cross-section was activated by default at the beginning of each layer. This initial set was concentrically positioned at the center of the first beam spot. During subsequent increments, the elements were activated via the achieved temperature. Because of the heat propagation, it was possible that subsequent melting would determine the activation of elements belonging to the underlying layer if the temperature was higher than the activation temperature.

At the beginning of the simulation, the ID value at each node was equal to zero. At each increment, the ID was updated using the USDFLD subroutine. This user code identified and collected the nodes that had achieved the solidus temperature ($T_{Solidus}$), while the temperature at the material point for
each increment (T) was read using the GETVRM subroutine. Practically, all ID values were read at each node at the end of each increment, and the ID values equal to zero were updated (from 0 to 1) if the node achieved the melting point.

Figure 3 summarizes the FE whole structure implementation. Appendix B reports the source code of DFLUX and UEPACTIVATIONVOL subroutines as implemented in Abaqus.

![Figure 3](image)

**Figure 3.** FE model structure and the subroutine for the material addition (UEPACTIVATION VOL), the material state variable for the melted material (USDFLD), and heat flux application (DFLUX) implementations.

### 2.3. Model Validation

As mentioned above, the proposed model needs proper calibration before it can be run. The calibration is performed using the microscale model [15], named the reference model. Practically, the activation temperature in the macroscale model is iteratively changed until similar heat transfer conditions between the models are obtained.

First, to demonstrate the reliability of the heat transfer obtained via the proposed model after the calibration, a preliminary validation shows the comparison between the proposed and the reference models in terms of temperature distribution and melt pool size. This analysis considered the melting of a portion of a single layer. Then, further validation evaluates the ability of the model to predict the lateral surface roughness. In this case, a multilayer simulation was performed and compared with the experimental data.

In order to give a measure of the computational time, all simulations were performed on a personal computer with the following specifications: Intel® Core™ i7-8700K 3.70 GHz processor, 32 GB RAM, and 1 TB SSD. A six-core parallelization was used according to the computational resources used to perform the analysis.

#### 2.3.1. Comparison with the Reference Model: Single Layer Validation

This validation was carried out by simulating the melting of a single layer, 30 mm × 30 mm, of Ti-48Al-2Cr-2Nb alloy. The layer was 0.090 mm thick. The material properties for the bulk material were extracted from Reference [40], while the powder proprieties were calculated from the bulk one according to Reference [15]. The material properties implemented in the model were reported as Supplementary Materials. The simulation by the proposed and reference models consisted of the
melting of six unidirectional parallel scan tracks. Table 1 lists the process parameters used for both simulations. The comparison considered both the melt pool size and temperature distribution.

Table 1. Simulation parameters for both analyses.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam diameter, D [mm]</td>
<td>0.633</td>
</tr>
<tr>
<td>Line offset [mm]</td>
<td>0.200</td>
</tr>
<tr>
<td>Scan speed, v [mm/s]</td>
<td>2800</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.50</td>
</tr>
<tr>
<td>Heat flux [W/mm$^2$]</td>
<td>790.140</td>
</tr>
<tr>
<td>Room temperature, $T_r$ [K]</td>
<td>1323</td>
</tr>
<tr>
<td>Preheat temperature, $T_{pr}$ [K]</td>
<td>1323</td>
</tr>
<tr>
<td>Diameter of the starting zone $D_{sz}$ [mm]</td>
<td>0.700</td>
</tr>
</tbody>
</table>

2.3.2. Multilayer Experimental Validation

The experiment consisted of producing a 10 mm × 10 mm × 20 mm-sized parallelepiped sample made on Ti6Al4V. The sample was produced using an Arcam A2X, standard Arcam powder (average particle size equal to 75 µm) with a layer thickness equal to 0.050 mm. The process parameters are listed in Table 2. According to the standard melting strategy, the melting strategy consisted of unidirectional parallel lines with a clockwise rotation of 90 degrees every layer (Figure 2). After the production, the sample was cleaned by loose powder. The 2D surface roughness profiles of the lateral surface samples were acquired using an RTP-80 profilometer, equipped with a TL90 drive unit. The cut-off length and sampling length were chosen according to ISO 4288:1997. For each lateral surface of the sample, the roughness profile was measured along the build direction. Additionally, for each surface, three profiles were collected: one on the center of the specimen and the other two equally spaced from the first one and from the sample’s edges. The collected profiles for each surface are reported in Appendix A, while all collected data and roughness descriptors can be found in the database [41]. The average roughness (Ra) and root mean square (Rq) values were equal to 28 µm and 33 µm, respectively.

Table 2. Process parameters for the experiment and simulation.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam diameter, D [mm]</td>
<td>0.780</td>
</tr>
<tr>
<td>Line offset [mm]</td>
<td>0.200</td>
</tr>
<tr>
<td>Scan speed, v [mm/s]</td>
<td>471.69</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.51</td>
</tr>
<tr>
<td>Heat flux [W/mm$^2$]</td>
<td>347.920</td>
</tr>
<tr>
<td>Room temperature, $T_r$ [K]</td>
<td>923</td>
</tr>
<tr>
<td>Preheat temperature, $T_{pr}$ [K]</td>
<td>923</td>
</tr>
</tbody>
</table>

The numerical simulation by the proposed model emulated the experimental setup. The material properties for Ti6Al4V were extracted from a prior study [15]. The layer was fixed to be equal to 0.050. Figure 2 shows the portion of the simulated specimen. The simulated portion of the cube was 2.2 mm × 2 mm × 1.5 mm. As described above, the analysis domain consisted of four subdomains. The quiet bulk domain contained 10 layers (soft green with black dotted edges in Figure 2) that were added over a solid substrate (soft blue with black edges in Figure 2). The powder substrate (soft blue with orange edges) shared a lateral surface with the solid substrate, while the quiet powder domain (soft green with orange dotted edges in Figure 2) was located over the powder substrate and adjacent to the quiet bulk domain. According to the proposed procedure, at the beginning of each layer, the initial activated area was cylindrical and concentric to the initial position of the beam. The height of the
cylinder was set to be equal to the layer thickness, and its diameter was equal to the beam diameter. The video of the simulation after the model calibration is provided as Supplementary Materials.

3. Results and Discussion

3.1. Model Validation

3.1.1. Single-Layer Simulation Validation

As mentioned above, the reliability of the proposed model response was compared with the reference one in terms of melt pool dimensions and maximum temperature ($T_{\text{max}}$). The length ($l$), the width ($w$), and the depth ($d$) of the melt pool were measured. The activation temperature was fine-tuned to a convergence in the heat transfer between the two models. The model was considered calibrated when small deviations were observed between the two models. For an activation temperature equal to 1700 K, the deviations from the reference model are reported in Table 3. This deviation can be attributed to the different material properties attributed to the layer. The reference model, in fact, considered the simulation of the entire layer with the powder thermal material properties that were then updated from powder to bulk according to the achieved temperature during the process. In the proposed model, the portion of the layer to be melted was modeled directly as bulk material. Because of that, deviations were more significant in the first track. In this case, the beam should melt a track surrounded completely by material with low conductivity (powder), while in the proposed model, the powder was modeled only on one side of the beam track. In subsequent passages, the beam overlapped with a portion of the already solidified bulk material, and the deviation between the two models was, therefore, lower, as shown in the third scanning line (Table 3). The difference in the melt pool depth remained, implying that there was an overestimation of the heat penetration in the proposed model. However, the penetration depth was also affected by uncertainty due to the substrate temperature after melting, which could not have been forecasted with a single-layer simulation.

Table 3. Single-layer validation: the deviations between the reference model against the proposed model in terms of the melt pool dimension and maximum temperature.

<table>
<thead>
<tr>
<th></th>
<th>$T_{\text{max}}$ [%]</th>
<th>$l$ [%]</th>
<th>$w$ [%]</th>
<th>$d$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Track 1</td>
<td>−11%</td>
<td>32</td>
<td>−7</td>
<td>44</td>
</tr>
<tr>
<td>Track 3</td>
<td>−0.14%</td>
<td>10</td>
<td>−0.1</td>
<td>44</td>
</tr>
</tbody>
</table>

Overall, the numerical results obtained adopting the new modeling approach can be considered to be consistent with the reference model.

Additionally, using the same computational resources, the total simulation with the reference model took around 8 CPU hours, while the same simulation with the proposed model after calibration took around 5 h. Therefore, the proposed approach to the EBM modeling with proper calibration of the activation temperature allows to obtain an accurate enough heat transfer simulation and a significant runtime saving of about 40% with respect to the reference model.

3.1.2. Lateral Surface Roughness Prediction

According to the proposed approach, firstly, few melting lines were simulated using both the reference and the proposed models. Then, the proposed model was calibrated by changing the activation temperature iteratively until a heat transfer convergence between the two models. For an activation temperature equal to 1000 K, the obtained numerical results from the calibrated model showed a small deviation in comparison with the corresponding reference model measurements. For this reason, the activation temperature was set equal to 1000 K.

To be numerically consistent with the experiment, the surface roughness was described by the surface profile between the quiet bulk and powder domains, considering the melted material.
This information was extracted by the material state variable ID. As mentioned above, the ID was equal to 1 if the node achieved the solidus temperature, otherwise, it remained equal to zero. Graphically, this result can be represented by a colorful map in which the elements in red were an ID equal to 1 and those in blue were an ID equal to zero. Figure 4 shows the experimental 2D roughness profile (blue line) overlapped with the numerical one. The numerical profile was obtained using a cross-section of the model. The surface roughness profile of the sample (blue line) was characterized by peaks and valleys, which were repeated with a certain frequency. This frequency seems to be linked to the rotation layer and, therefore, to a distance equal to four layers. This frequency was also observed in the numerical results. The peaks of the numerical simulation appeared to be representative of the experimental ones, while the numerical valleys appeared to be more profound. This could be explained by the presence of powder particles attached to the experimental surface because of the high sintering level [42,43]. These particles could not be removed during cleaning because they were partially melted into the surface. Since the simulation approach used the FE method and a continuum domain, the presence of these particles was not detected.

![Figure 4. Comparison between the numerical and experimental roughness profiles.](image)

The differences of the wave width between the experimental and the numerical profiles can be explained by the effective layer thickness [12], which was around 2 or 3 times larger than the lowering of the build platform [23] and was not considered in this simulation.

A certain effect may also be caused by the material change, which was not considered in the simulation and may increase the heat transfer toward the powder domain because of the local thermal conductivity change.

Overall, the numerical simulation appeared to represent the actual surface profile well and established the capability of the model to give information about the surface texture resulting from the EBM process.

Figure 5 shows a portion of the 3D profile of the lateral surface obtained using numerical simulation. This profile was obtained by manipulating the numerical output visualization to show the boundary surface between the melted and unmelted material. Figure 5 detects the peaks and valleys along the surfaces previously observed in both 2D experimental and numerical profiles.

To estimate the average roughness (Ra) and the root mean square (Rq) of the surface and to increase the sampling length in the model, a longer simulation was performed up to 17 layers, which corresponds to the height of the simulated sample equal to 0.85 mm. From this simulation, Ra and Rq resulted in being equal to 35 μm and 42 μm, respectively (see Appendix A for details). The obtained values are comparable with the experimental one (Ra = 28 μm and Rq = 33 μm). Therefore, the results obtained from the model are believed to serve as good indicators of the lateral surface profiles. However, as will be discussed in the Conclusion, a more detailed investigation of both experimental and simulated melting is planned.

### 3.2. Lack of Fusion in EBM Process

Given the results presented in Section 3.1.2, further analysis was carried out to evaluate the model response in predicting the lack of fusion under a critical process condition. Lack of fusion occurs easily if the EBM conditions are not appropriate. For instance, an increased line offset toward beam diameter...
results in lower energy densities, which causes a lack of fusion [44]. With this scope, the line offset of the previous multilayer simulation was increased up to 0.800 mm, which was approximately equal to the beam diameter (Table 2). The other parameters remained constant, including the activation temperature.

![Figure 5](image_url)

**Figure 5.** 3D numerical surface profile: peaks and valleys can be observed.

Numerically, the lack of fusion was represented by those elements named “unmelted material” and, therefore, did not achieve the melting point during the simulation. The ID variable gathered the state of the element. As before, within the quiet bulk domain, the unmelted elements (ID = 0) were plotted in blue (Figure 6), while the melted elements (ID = 1) were plotted in translucent. As can been seen, Figure 6 shows the presence of numerous lack-of-fusion areas entrapped in the solid material. The locations of these unmelted areas look to be dependent on the layer rotation strategy. The simulation, therefore, identified this process condition as faulty. In fact, larger line offset values that did not allow for the full melting of the material, causing the lack of fusion appearance, voids, and porosities, thus inhibiting the continuation process [18].
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**Figure 6.** Simulation of a process condition that causes the appearance of a lack of fusion. The translucent elements indicate the material that achieved the melting point during the process (ID = 1), while blue ones indicate the material that has never achieved the melting point (ID = 0). After the cooling phase, the unmelted material during the process represents a lack-of-fusion defect in the final part.

3.3. Runtime Considerations

The total duration of the 10-layer simulation was around 20 h. The process simulation with a larger line offset took around 2 h.

A convergence analysis was carried out on mesh size during the activation temperature calibration. The mesh size was finer than 0.050 mm and significantly increased the runtime without increasing the
output accuracy. Lower activation temperatures lead to the activation of a higher number of elements, therefore, worsening the runtime. Higher temperatures caused the non-convergence of the model because of the incorrect heat transfer.

4. Conclusions

The literature review of multilayer simulations for the EBM process and more in general for AM processes is poor and did not allow the prediction of the local quality. In this work, an accurate but simple 3D multilayer model was developed for the optimization of process parameters. The aim of the model was to rapidly identify a set of potentially faulty process conditions. To speed up the runtime, we developed a new tailor-made procedure. This procedure was based on the progressive element activation under a specific temperature, which was used not only to simulate the layer by layer production but also to limit the number of elements that participated in the calculation during the single-layer melting. The activation temperature was determined by accurately analyzing the HAZ simulation using a microscale model that predicted the temperature distribution and the actual melt pool. The activation temperature was calibrated, and a small difference in heat transfer was observed between the two models.

To identify the quality inherent in the lack of fusion, our methodology included the definition of a material state variable (ID), which allowed us to distinguish between melted and unmelted material. The graphical visualization of ID evaluated the roughness profile of a sample surface along a build direction, as well as the lack of fusion appearance. For validation purposes, the comparison between the microscale model used for the activation temperature calibration and the proposed one was shown. Successively, the model’s ability to predict surface texture was verified against experimental results. The model response was tested under a critical condition that, in real production, generated a process failure. The right activation temperature led to a small deviation between the microscale and the proposed models in terms of heat transfer with a savings time of about 40%. The model showed good agreement with the experimental and numerical measurements in forecasting the 2D surface profile and the roughness descriptors (Ra and Rq). The little deviation between the experimental and the numerical demonstrates that the proposed approach will be an efficient model for simulating the roughness profile. However, a more detailed numerical analysis will be carried out for the verification of the model capability in roughness prediction at different process conditions. Additionally, further work will consider implementing the effect on the powder layer due to account both for thermal expansion of powder particles and for porosity reduction of the powder bed during the heating [23].

The model also demonstrated the ability to predict a lack of fusion associated with thermal effects due to, for example, a large line offset. In such a case, with respect to the experimental trial, the simulation allowed for hugely significant time-saving process optimization. From this point of view, the presented results demonstrated that the proposed approach could be easily applied to the process development stage in order to reject faulty process conditions. From an industrial point of view, this approach can save time and resources with respect to the experimental routine. Further model validations and developments with the aim of simulating complex parts may help in the production of defect-free parts. Additionally, an accurate prediction of surface profile roughness may allow for the identification of minimum allowances, which are needed to add for the subsequent finishing operations. Moreover, there is a need for microcrack identification, which can jeopardize a product’s fatigue limits.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4352/10/6/532/s1, S1: Video: Multilayer process simulation of the EBM process for Ti-6Al-4V: the size of the simulated domain of material addition is 2.2 mm × 2 mm × 1.5 mm. The domain contains 10 layers with a layer thickness equal to 0.050 mm. The process parameters are: beam diameter = 0.780 mm; Line offset = 0.200 mm; scan speed = 471.69; Heat flux = 347.920 W/mm²; Preheat temperature = 923 K. The movie shows the temperature distribution evolution over the time (on the right) and the corresponding melted material (on the left). S2: Thermal material properties for Ti-48Al-2Cr-2Nb implemented in the simulation.
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Appendix A. Experimental and Numerical Roughness Profile and Ra and Rq Calculation

Figure A1 depicts all surface roughness collected during the experiments. For each surface of the sample, the roughness profiles have been acquired along the build direction and replicated three times. The first profile was acquired along the surface center, while the other two profiles were equally spaced from the first one and the edges of the sample. These measurements were collected and indexed as follows: the first number (from 1 to 4) indicates the index of the surface; the second number (from 1 to 3) specifies the measure replica. The surface roughness profiles of the sample were acquired using an RTP-80 profilometer, equipped with a TL90 drive unit. The cut-off length and sampling length were chosen according to ISO 4288:1997.

Figure A1. Surface roughness profiles from each surface. The measurements have been replicated three times. The first number (from 1 to 4) indicates the index of the surface; the second number (from 1 to 3) specifies the measure replica.
For each measurement, the parameters Ra and Rq and the surface profile were also collected. The average value of the Ra and Rq was equal to 28 μm and 33 μm, respectively. All collected measurements and roughness descriptors can be found in the database [41].

A portion of the samples has been simulated numerically according to the proposed methodology. In order to have a significant and reliable number of roughness values to calculate the predicted Ra and Rq values, the addition of 17 layers over a solid substrate has been simulated. According to the methodology presented in the paper, the boundary between the unmelted and the melted materials has been extracted from the simulation results by using the ID variable (Figure A2a). According to the standard [45], Ra is calculated, over the evaluation length, as the arithmetical mean of the absolute values of the profile heights (yi) from the mean line of the effective profile. The mean line is the line having the shape of the geometrical profile and dividing the effective profile (Figure A2) so that within the sampling length, the sum of the squares of the distances between the effective profile points and the mean line is minimum. Analogously, Rq is the root mean square average of the profile heights over the evaluation length. From the numerical model, Ra and Rq resulted in being equal to 35 μm and 42 μm, respectively.

Figure A2. Numerical measurements of the surface roughness: (a) cross-section of the model that shows the ID state variable map (b) Numerical profile and its mean line for Ra calculation.

Appendix B. Source Code Listing of DFLUX and UEPACTIVATIONVOL Subroutines as Implemented in Abaqus

Appendix B lists the user code as written in Abaqus to implement the modeling as discussed in the main paper. The subroutines are in FORTRAN language.

```fortran
SUBROUTINE DFLUX(FLUX,SOL,KSTEP,KINC,TIME,NOEL,NPT,COORDS,
JLTY,P,E,SP,SN)
   INCLUDE 'ABA_PARAM.INC'
   DIMENSION FLUX(2), TIME(2), COORDS(3)
   CHARACTER*80 SNAME
   c
   ltot = 10 !scan track length
   D = 0.78 !beam diameter
   V = 471.69 !beam speed
   Q = 347920 !heat flux magnitude
   LO = 0.2 !line offset
   LT = 0.05 !layer thickness
   n_layer = 10 !number of layers
   c
   x1 = COORDS(3) !spatial coordinate x1
```

...
x2 = COORDS(1) !spatial coordinate x2
x3 = COORDS(2) !spatial coordinate x3
t = TIME(1) !total time

c x1c0 = 0 !coordinates of the first position of the beam
x2c0 = −D/2 !coordinates of the first position of the beam

c t_track = (ltot-D)/v !time to perform a single line
t_layer = ltot/LO*t_track !time to scan a single layer, tlayer

c n = int(t/t_layer) !layer index
m = int((t-n*t_layer)/t_track) !line index

c a11 = −sin(n*(pi/2)) !matrix coefficients
a22 = −sin(n*(pi/2))
a12 = cos(n*(pi/2))
a21 = −cos(n*(pi/2))

c x1_inc = x1c0 + a12*(v*(t-n*t_layer)-m*t_track) + a11*m*LO !incremental coordinates from x1c0
and the last point of the scanning path
x2_inc = x2c0 + a22*(v*(t-n*t_layer)-m*t_track) + a21*m*LO !incremental coordinates from x2c0
and the last point of the scanning path

c if(x3.EQ.-(n_layer + n − 1)*LT)then !check the x3
if ((x1-x1_inc)**2 + (x2-x2_inc)**2.LE.(D/2)**2)then
   FLUX(1) = q !Heat source application. Since only a portion of the whole cube was simulated,
end if !was considered the idle times due to the non-simulated portion of the layer
end if

c RETURN
END

c subroutine UEPACTIVATIONVOL(lFlags, epaName, noel, nElemNodes, iElemNodes, mcrd,
coordNodes, uNodes, kstep, kinc, time, dtime, temp, npredef, predef, nsvars, svars, sol, solinc, volFract,
volumeAddEvents, volFractAdded, csiAdded)
   include 'aba_param.inc'
   character*80 epaName
   c
   ltot = 10 !scan track length
   D = 0.78 !beam diameter
   V = 471.69 !beam speed
   LO = 0.2 !line offset
   LT = 0.05 !layer thickness
   n_layer = 10 !number of layers
   Tact = 1000 !activation temperature
   c At the beginning of the simulation the status of all elements must be set as “quiet”
   volFractAdded(1) = 0.d0
   t = TIME(1) !total time
   x1 = coordNodes(3,1) !spatial coordinate x1
   x2 = coordNodes(1,1) !spatial coordinate x2
x3 = coordNodes(2,1) !spatial coordinate x3

c
x1c0 = 0 !coordinates of the first position of the beam
x2c0 = −R !coordinates of the first position of the beam

n = int(t/t_layer) !layer index

c Activation of the initial set of elements
if(x3.EQ.-(n_layer+n-1)*LT)then
if ((x1-x1c0)**2+(x2-x2c0)**2.LE.(D/2)**2)then
volFractAdded(1) = 1.d0
end if
end if

c Thermal activation
if (x3.LE.-(n_layer+n-1)*LT)then
if(sol(1).GE. Tact) then
end if
end if

c return
end
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