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**Abstract:** Unmanned aerial systems (UAS) are widely used in the acquisition of high-resolution information in the marine environment. Although the potential applications of UAS in marine habitat mapping are constantly increasing, many limitations need to be overcome—most of which are related to the prevalent environmental conditions—to reach efficient UAS surveys. The knowledge of the UAS limitations in marine data acquisition and the examination of the optimal flight conditions led to the development of the UASea toolbox. This study presents the UASea, a data acquisition toolbox that is developed for efficient UAS surveys in the marine environment. The UASea uses weather forecast data (i.e., wind speed, cloud cover, precipitation probability, etc.) and adaptive thresholds in a ruleset that calculates the optimal flight times in a day for the acquisition of reliable marine imagery using UAS in a given day. The toolbox provides hourly positive and negative suggestions, based on optimal or non-optimal survey conditions in a day, calculated according to the ruleset calculations. We acquired UAS images in optimal and non-optimal conditions and estimated their quality using an image quality equation. The image quality estimates are based on the criteria of sunglint presence, sea surface texture, water turbidity, and image naturalness. The overall image quality estimates were highly correlated with the suggestions of the toolbox, with a correlation coefficient of $-0.84$. The validation showed that 40% of the toolbox suggestions were a positive match to the images with higher quality. Therefore, we propose the optimal flight times to acquire reliable and accurate UAS imagery in the coastal environment through the UASea. The UASea contributes to proper flight planning and efficient UAS surveys by providing valuable information for mapping, monitoring, and management of the marine environment, which can be used globally in research and marine applications.
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1. **Introduction**

Habitat mapping is essential for marine spatial planning, management, and conservation of coastal marine habitats. Remotely sensed data combined with in-situ measurements are usually used for acquiring marine information. A plethora of remote sensing methods are available for marine habitat mapping; these methods differ as to the sensor, data resolution, spatial scale, expenses, repeatability, and data availability [1,2]. A variety of satellite sensors offer imagery from low (Landsat, Sentinel-2) to high resolutions (IKONOS, Quick Bird, Worldview) [3–9], while airborne sensors offer imagery with higher spatial resolutions at medium to large scales [10,11].

In recent years, the use of the UAS has been widespread in marine data acquisition in several coastal and marine applications [12–17]. The potential applications of the UAS in marine mapping and monitoring are constantly increasing, as they are an effective tool for acquiring high-resolution imagery [18–21] at a low cost and increased operational flexibility [22] in small to large areas [23]. The ability of the UAS to acquire sub-meter resolution imagery, which cannot be achieved using other remote sensing methods, fills
the gap between satellite, airborne, and fieldwork data [16,22]. Thus, UAS allow the detection and accurate distinction of small marine features and the monitoring of habitat evolution [12,24].

However, the UAS surveys deal with many limitations related to the prevalent environmental conditions during data acquisition [25–27], which significantly reduce the possible acquisition times. These limitations have been analyzed extensively [28–30] while their effect on the quality of the UAS imagery has been reported in the recent literature [19,27,31,32]. UAS data acquisitions during non-optimal conditions lead to unreliable information and inaccurate results of marine habitat mapping [32].

The theoretical background of the parameters that affect the safety, accuracy, and reliability of the UAS surveys and aerial imagery quality in the marine environment has been presented through a UAS data acquisition protocol [33]. The UAS protocol consists of three main sections: (i) morphology of the study area, (ii) environmental conditions, and (iii) survey planning. The section on environmental conditions has been examined extensively, as the visible artifacts that are produced by them affect the sea surface and the water column, resulting in seabed visibility issues. The effect of the environmental conditions on high-resolution orthophoto-maps has been analyzed in an accuracy assessment study [32], identifying the sources of errors. The study proved that different environmental conditions result in different habitat coverages and classification accuracies. Although the optimal environmental conditions, flight paths [29], and flight altitude [31] for UAS data acquisition in the marine environment are well known, the detection of optimal acquisition times is still challenging.

In this study, we present the UASea, as a toolbox for the identification of the optimal flight times to acquire UAS data in the marine environment. The UASea calculates the optimal survey times for acquiring reliable UAS information in the coastal environment using a ruleset. The ruleset consists of forecast weather data (i.e., wind speed, wave height, precipitation prob., etc.) and adaptive thresholds that exclude the outlier values of each parameter. The result is an hourly basis prediction in a day, regarding the suggested or non-suggested UAS survey times. The toolbox suggestions were validated by the image quality estimations in both optimal and non-optimal acquisition times. The image quality estimates are derived by factors that mostly affect the UAS imagery, i.e., the sunglint, the sea surface texture, the water clarity, and image naturalness distortions.

The toolbox validation contributes to solving the crucial problem of the optimal acquisition times for efficient UAS surveys in the marine environment. This will lead to the informed selection of appropriate flight times and the collection of reliable information in the marine environment, avoiding unnecessary fieldwork hours and processing time, excessive use of the equipment, and a huge amount of inaccurate data. This study aims to propose the UASea toolbox as a data acquisition tool for efficient UAS surveys in the marine environment.

2. Materials and Methods

UASea is a toolbox that gives hourly positive or negative suggestions in a given day about the optimal or non-optimal UAS acquisition times to conduct a UAS survey in the coastal environment. The suggestions are derived using weather forecast data of weather variables and adaptive thresholds in a ruleset (Figure 1). To validate the performance of the UASea, we conducted UAS surveys in both optimal and non-optimal times. The acquired aerial imagery was then evaluated as to its quality. In this study, we used an image quality equation, which consists of four parameters that have been proved to significantly affect the quality and reliability of the remotely sensed imagery (i.e., sunglint presence, turbidity levels, sea-state conditions, image naturalness distortions). As the quality of the imagery is affected by the prevalent environmental conditions (e.g., wind speed, sunglint effect, waves) during data acquisition, the image quality estimations will provide more information on the permissible limits of each parameter.
Figure 1. Data acquisition and processing pipeline: UASea toolbox for the identification of the optimal flight times. Validation of the UASea performance through an image quality equation.

2.1. UASea Toolbox

UASea toolbox is an interactive web application accessible through the internet from modern web browsers (https://uav.marine.aegean.gr/, accessed on 15 December 2020). It is designed using HTML and CSS scripts while JavaScript augments the user experience and user interactivity through mouse events (scroll, pan, click, etc.). It consists of a graphical user interface (GUI) component augmented by an app logic component (Figure 2), both framed and distributed by a web server for public access. GUI is a visual representation of various interactive visual components that allows users to interact with the UASea toolbox and is responsible for data input and output operations. Moreover, JavaScript is also responsible for app logic and calculations as the main core of the UASea toolbox. The app logic component utilizes user data input and asynchronously asks for weather forecast data in JSON format from the weather services, and based on the forecast values, suggests the optimal flight times suitable for marine applications. The results are presented in tabular format and additional figures for each forecast parameter, using Charts.js (Chart JS, https://www.chartjs.org/, accessed on 14 December 2020).
2.1.1. Weather Forecast Datasets

To identify the optimal flight times for marine mapping applications, the UASea toolbox uses short-range forecast data. In this context, we use (i) Dark Sky (DS) API (Dark Sky by Apple, https://darksky.net/, accessed on 10 May 2020) for two days of forecast data on an hourly basis and (ii) Open Weather Map (OWM) API (Open Weather Map, https://openweathermap.org/, accessed on 10 May 2020) five days forecast with three-hour step. Both services provide a limited free-of-charge usage of their APIs; DS allows up to 1000 free API calls per day, and OWM provides 60 calls per minute. The forecast data are provided in lightweight and easy-to-handle JavaScript Object Notation (JSON) file format on asynchronous API requests. DS API uses a great variety of data sources either globally, such as NOAA’s GFS model, German Meteorological Office’s ICON model, or regionally, such as NOAA’s NAMM available in North America, and aggregates them to provide a reliable and accurate forecast for any given location. OWM also uses several data sources such as NOAA GFS, ECMWF ERA, data from weather stations (companies, users, etc.), as well as satellite and weather radar data. Their numerical weather prediction (NWP) model was developed based on machine learning techniques.

2.1.2. Ruleset

The variables and their adaptive thresholds that constitute the toolbox ruleset are presented in Table 1. The parameters that have been proven to affect the quality of UAS imagery and flight safety have been used as variables in the ruleset. The suggested thresholds have been derived considering UAS protocols [25,26] and studies that have extensively analyzed the impact of the environmental conditions in marine applications [29,34–36], the UAS specifications [37], and fieldwork experience. The thresholds are used to exclude inconsistent and outlier values that may affect the quality of the acquired images as well as the safety of the survey and UAS pilot. Considering the above, the ruleset is designed in such a way that outlines the optimal weather conditions, suitable for reliable and accurate data acquisition, as well as for efficient short-range flight scheduling.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Thresholds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (degrees Celsius)</td>
<td>−4–40</td>
</tr>
<tr>
<td>Humidity (%)</td>
<td>0–50</td>
</tr>
<tr>
<td>Cloud cover (%)</td>
<td>0–25</td>
</tr>
<tr>
<td>Probability of precipitation (%)</td>
<td>0–50</td>
</tr>
<tr>
<td>Wind speed (m/s)</td>
<td>0–3.3</td>
</tr>
<tr>
<td>Wave height (m)</td>
<td>0–0.35</td>
</tr>
<tr>
<td>Sun elevation angle (degrees)</td>
<td>25–45</td>
</tr>
</tbody>
</table>

Table 1. The variables and the adaptive thresholds of the ruleset for the calculation of the optimal flight times using the UASea.
A set of mathematical rules based on Logical Conjunction and Set Theory was created using the mentioned ruleset. Every weather variable obtained by the weather APIs constitutes a distinct set, namely A for temperature, B for humidity, C for cloud coverage, D for the probability of precipitation, E for wind speed, F for the wave height, and G for sun elevation angle, while each one of the above sets is accompanied by an additional set \((A', B', C', D', E', F', G')\) that represents the adaptive thresholds. Optimal flight conditions necessitate the intersection between the former and the latter using Equation (1). The results of the equation imply two possible outcomes \((0, 1)\), where 1 indicates optimal flight conditions while 0 stands for non-optimal flight conditions.

\[
(A \cap A') \land (B \cap B') \land (C \cap C') \land (D \cap D') \land (E \cap E') \land (F \cap F') \land (G \cap G')
\]  

1

2.2. UASea Screens

GUI, along with its visual components, is depicted in Figure 3. Users may navigate to the map element by zooming in/out and panning to the desired location and selecting the study area by clicking the map (Figure 3a). After clicking the map, a leaflet marker is created that triggers the “Adjust Parameters” panel and button (Figure 3b). The Adjust Parameters panel consists of an HTML form in which users can adjust the parameters and their thresholds and select one of the available weather forecast data providers. By hitting the submit button, the parameter adjustment panel disappears, and the decision panel becomes available at the bottom of the screen. At the top of the decision panel (Figure 3c), there is a date menu that is used to address the range of the available forecast data, while on the bottom of the decision panel, the results of the UASea toolbox are presented in tabular format (Figure 3d). In the “Decisions” row, green indicates optimal weather conditions, while red stands for non-optimal weather conditions. Finally, a set of figures for each one of the weather parameters is also available through the figures panel (Figure 3e).

2.3. Validation

2.3.1. Image Quality Estimations (IQE)

The image quality equation (Equation (2)) is a combination of four variables (sunglint, waves, turbidity, image naturalness) that correspond to the conditions that affect the sea surface conditions, the water quality, and the image quality the most. As the images are acquired using an RGB sensor, we used RGB-based indices and statistics to quantify the effect of the parameters on the image quality. The processes were performed using R and Python packages. The image quality equation converts the values of each variable to an ascending number (from 1 to \(N_i\), where \(i\) is the number of images) and calculates their summary per image. The summaries constitute the overall estimations of each image, where the lower value corresponds to the best quality image.

\[
\text{IQE} = x_1 + x_2 + x_3 + x_4,
\]  

where \(x_1\) is the percentage of sunglint pixels, \(x_2\) the percentage of turbid pixels, \(x_3\) the variability of the image, and \(x_4\) the BRISQUE image quality estimation.
2.3.2. Sunglint Detection

A Brightness Index (BI) [38,39] was used for the sunglint detection (Equation (3)) to isolate the brighter pixels of the images that correspond to the sunglint pixels. To detect the brighter pixels of the image, we used the interquartile range (IQR) known as the Tukey fences method [40].

\[
\text{BI} = (\text{Red} + \text{Green} + \text{Blue})/3,
\]

where Red is the digital number (DN) of the red channel, Green is the DN of the green channel, and Blue is the DN of the blue channel.

2.3.3. Turbidity Levels

The Normalized Difference Turbidity Index (NDTI) [41–43] was used to calculate the turbidity levels of the acquired imagery (Equation (4)). The values of the NDTI vary from $-1$ to $1$, where higher values represent higher levels of turbidity. After the extraction of the NDTI images, an adaptive threshold was used for values ranging from 0.5 to 1 to isolate and calculate the number of high-turbid pixels in each image.

\[
\text{NDTI} = (\text{Red} - \text{Green})/(\text{Red} + \text{Green}),
\]

where, Red is the digital number (DN) of the red channel, and Green is the DN of the green channel.

2.3.4. Image Texture

We used the grey-level co-occurrence matrix (GLCM) method as one of the most commonly used methods in image quality assessment [44–46] to measure the texture of the images [47]. A GLCM package in R was used to calculate the statistics: mean, variance, homogeneity, contrast, entropy, dissimilarity, second moment, and correlation of the red and green band of our images, derived from the grey-level co-occurrence matrices. A principal component analysis (PCA) was used to reduce the number of the texture bands where four PCs explained the 90% variability of the texture features. Statistical variability indicators (i.e., standard deviation, coefficient of variation) were used to examine the reliability of the results.

2.3.5. Image Naturalness

The Blind/Referenceless Image Spatial QUality Evaluator (BRISQUE) was used to provide an image quality score by comparing it to a default model based on natural-scene images as a distortion-independent measure of image quality assessment. The BRISQUE
image quality score ranges from 0 to 100, where lower values refer to better quality [48]. The BRISQUE seems to perform well in measuring the naturalness of an image in cases where the exact type of image distortion is of no interest.

2.3.6. Correlation Analysis

We examined the correlation between the suggestions of the UASea toolbox per acquisition time to the image quality estimations, using the point biserial correlation method [49], as the one variable is dichotomous (yes/no) and the other is quantitative. The values of correlation coefficient vary from −1 to +1; positive values of r indicate the simultaneous increase or decrease of the variables, negative values of r indicate that when one variable increases, the other tends to decrease, while a zero value means that there is no linear relationship between the two variables. The results will allow us to measure the strength of the association between the two variables and to conclude on the reliability of the toolbox in the real world.

3. Results

3.1. UAS Surveys

Several surveys were conducted from May of 2020 to February of 2021 to examine the performance of the toolbox in seasonal conditions. The UAS surveys were conducted at both optimal and non-optimal times on each acquisition day, according to the suggestions of the toolbox, using a DJI Phantom 4 Pro system. The flight plan was created through Pix4Dcapture in a grid mission, and the settings were identical for each survey. The surveys were automated in a flight height of 70 m above ground, with a nadir viewing angle (90°), and the image overlap was set at 80%. The forecast weather data were acquired through the toolbox, while the local wind speed was measured using a handheld anemometer before each flight to verify that it matches the forecast values, and sky images were acquired to evaluate the cloud coverage.

The study area is a coastal area north of the town of Mytilene in Lesvos Island, Greece (Figure 4). The habitats of the seabed include an extended seagrass meadow of Posidonia Oceanica, one of the most significant seagrass species found only in the Mediterranean Sea. The morphology of the seabed also includes sandy areas and mixed types of algae in smaller depths, while the seabed depths range from 0.5 to 8 m. The surveyed area is easy to approach, close to a small harbor, and it belongs to the UAS free-flying zones.

We used a dataset of 20 surveys to validate the performance of the toolbox; 8 of the images were acquired in positive toolbox suggestions and 12 of them in negative toolbox suggestions. A sample of four acquisition dates is presented in Figure 5. Based on the toolbox suggestions, the first two surveys were conducted on 10 May 2020, at 4:00 p.m. and on 20 February 2021 at 2:00 p.m. at optimal acquisition times, while the surveys on 6 May 2020 at 12.00 p.m. and on 13 February 2021 at 12.00 p.m. were conducted at non-optimal acquisition times. The images acquired at optimal acquisition times are clear without sunglint presence; the first (10 May 2020) has a calm sea surface, while the second (20 February 2021) presents some wave wrinkles on the sea surface. The environmental conditions on these dates were within the adaptive thresholds of the toolbox. At both times, the wind speed was about 1 m/s, the sky was clear with a cloud cover lower than 25%, and sun elevation angles were between 25 to 45 degrees.
We used a dataset of 20 surveys to validate the performance of the toolbox; 8 of the images were acquired in positive toolbox suggestions and 12 of them in negative toolbox suggestions. A sample of four acquisition dates is presented in Figure 5. Based on the toolbox suggestions, the first two surveys were conducted on 10 May 2020, at 4:00 p.m. and on 20 February 2021 at 2:00 p.m. at optimal acquisition times, while the surveys on 6 May 2020 at 12:00 p.m. and on 13 February 2021 at 12:00 p.m. were conducted at non-optimal acquisition times. The images acquired at optimal acquisition times are clear without sunglint presence; the first (10 May 2020) has a calm sea surface, while the second (20 February 2021) presents some wave wrinkles on the sea surface. The environmental conditions on these dates were within the adaptive thresholds of the toolbox. At both times, the wind speed was about 1 m/s, the sky was clear with a cloud cover lower than 25%, and sun elevation angles were between 25 to 45 degrees.

3.2. Validation Results

The calculations of the image quality estimates per variable and the overall estimates of the images are shown in Table 2. The $x_1$, $x_2$, $x_3$, and $x_4$ columns contain the calculated values of each variable, and the $x_1$, $x_2$, $x_3$, and $x_4$ sort columns, the ascending order of the values. The overall estimates are calculated by the summary of the variable estimates. The overall quality estimates vary from 12 to 61, where lower estimates correspond to higher image quality. The calculated sunglint percentages ($x_1$) vary from 0.02% to 3.56%, the turbidity percentages ($x_2$) from 0.02% to 2.77%, the variability of the image textures ($x_3$) from 2.70 to 3.06, and the BRISQUE estimations ($x_4$) from 3.34 to 35.67. Eight of the overall estimates are lower than the average value and correspond to the higher-quality images.

Figure 4. Location map of the study area in Lesvos Island, Greece (left). The flight path of the UAS survey for data acquisition (right).

Figure 5. Acquired images in optimal and non-optimal conditions on different dates, according to the toolbox. The two images on top were acquired at positive suggestions and the two at the bottom at negative suggestions.
The images acquired at non-optimal acquisition times have a rough sea surface with sunglint presence that blurs the seabed information and prevents habitat distinction. At the two non-optimal acquisition times, the wind speed was 4 to 5 m/s, and the sky was partly cloudy. The negative results of the toolbox are due to the wind speed values, which are higher than the suggested 3 m/s, and the cloud cover, which was higher than 25%. Although the acquisition time of both dates was 12.00 p.m., the sun elevation angle on 6 May 2020 was higher than 45 degrees, while on 13 February 2021 it was lower than 45 degrees, as the sun is closer to the earth during the winter. This means that the thresholds of the sun elevation angle must be adapted according to the acquisition season to avoid the presence of sunglint on the images.

3.2. Validation Results

The calculations of the image quality estimates per variable and the overall estimates of the images are shown in Table 2. The $x_1$, $x_2$, $x_3$, and $x_4$ columns contain the calculated values of each variable, and the $x_1$, $x_2$, $x_3$, and $x_4$ sort columns, the ascending order of the values. The overall estimates are calculated by the summary of the variable estimates. The overall quality estimates vary from 12 to 61, where lower estimates correspond to higher image quality. The calculated sunglint percentages ($x_1$) vary from 0.02% to 3.56%, the turbidity percentages ($x_2$) from 0.02% to 2.77%, the variability of the image textures ($x_3$) from 2.70 to 3.06, and the BRISQUE estimations ($x_4$) from 3.34 to 35.67. Eight of the overall estimates are lower than the average value and correspond to the higher-quality images.

<table>
<thead>
<tr>
<th>Image</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_1$ Sort</th>
<th>$x_2$ Sort</th>
<th>$x_3$ Sort</th>
<th>$x_4$ Sort</th>
<th>Overall Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02</td>
<td>0.13</td>
<td>2.76</td>
<td>4.40</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>0.31</td>
<td>0.22</td>
<td>2.74</td>
<td>3.93</td>
<td>7</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>21</td>
</tr>
<tr>
<td>3</td>
<td>0.18</td>
<td>0.21</td>
<td>2.70</td>
<td>11.92</td>
<td>5</td>
<td>9</td>
<td>1</td>
<td>7</td>
<td>22</td>
</tr>
<tr>
<td>4</td>
<td>0.01</td>
<td>0.36</td>
<td>2.78</td>
<td>3.34</td>
<td>1</td>
<td>18</td>
<td>5</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>1.88</td>
<td>0.13</td>
<td>2.81</td>
<td>11.88</td>
<td>14</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>30</td>
</tr>
<tr>
<td>6</td>
<td>0.08</td>
<td>0.85</td>
<td>2.75</td>
<td>16.40</td>
<td>3</td>
<td>20</td>
<td>3</td>
<td>9</td>
<td>35</td>
</tr>
<tr>
<td>7</td>
<td>0.40</td>
<td>0.02</td>
<td>2.98</td>
<td>23.67</td>
<td>8</td>
<td>1</td>
<td>18</td>
<td>12</td>
<td>39</td>
</tr>
<tr>
<td>8</td>
<td>1.40</td>
<td>0.17</td>
<td>2.86</td>
<td>22.72</td>
<td>13</td>
<td>5</td>
<td>11</td>
<td>11</td>
<td>40</td>
</tr>
<tr>
<td>9</td>
<td>1.38</td>
<td>0.28</td>
<td>2.83</td>
<td>22.08</td>
<td>11</td>
<td>14</td>
<td>8</td>
<td>10</td>
<td>43</td>
</tr>
<tr>
<td>10</td>
<td>3.31</td>
<td>0.12</td>
<td>2.93</td>
<td>14.98</td>
<td>19</td>
<td>2</td>
<td>14</td>
<td>8</td>
<td>43</td>
</tr>
<tr>
<td>11</td>
<td>2.56</td>
<td>0.33</td>
<td>2.82</td>
<td>11.77</td>
<td>16</td>
<td>17</td>
<td>7</td>
<td>5</td>
<td>45</td>
</tr>
<tr>
<td>12</td>
<td>0.88</td>
<td>0.25</td>
<td>2.83</td>
<td>27.88</td>
<td>9</td>
<td>13</td>
<td>9</td>
<td>14</td>
<td>45</td>
</tr>
<tr>
<td>13</td>
<td>2.09</td>
<td>0.19</td>
<td>2.86</td>
<td>33.30</td>
<td>15</td>
<td>8</td>
<td>10</td>
<td>18</td>
<td>51</td>
</tr>
<tr>
<td>14</td>
<td>0.27</td>
<td>0.25</td>
<td>2.96</td>
<td>30.19</td>
<td>6</td>
<td>12</td>
<td>17</td>
<td>17</td>
<td>52</td>
</tr>
<tr>
<td>15</td>
<td>1.21</td>
<td>0.23</td>
<td>2.88</td>
<td>34.21</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>19</td>
<td>52</td>
</tr>
<tr>
<td>16</td>
<td>0.09</td>
<td>0.41</td>
<td>3.00</td>
<td>25.02</td>
<td>4</td>
<td>19</td>
<td>19</td>
<td>13</td>
<td>55</td>
</tr>
<tr>
<td>17</td>
<td>3.56</td>
<td>0.30</td>
<td>2.96</td>
<td>7.22</td>
<td>20</td>
<td>15</td>
<td>16</td>
<td>4</td>
<td>55</td>
</tr>
<tr>
<td>18</td>
<td>2.59</td>
<td>0.17</td>
<td>2.90</td>
<td>35.67</td>
<td>17</td>
<td>6</td>
<td>13</td>
<td>20</td>
<td>56</td>
</tr>
<tr>
<td>19</td>
<td>1.39</td>
<td>0.31</td>
<td>2.95</td>
<td>28.23</td>
<td>12</td>
<td>16</td>
<td>15</td>
<td>15</td>
<td>58</td>
</tr>
<tr>
<td>20</td>
<td>2.81</td>
<td>0.18</td>
<td>3.06</td>
<td>28.85</td>
<td>18</td>
<td>7</td>
<td>20</td>
<td>16</td>
<td>61</td>
</tr>
</tbody>
</table>
Most of the lower-quality images combine two to four high values of the variables. Considering the estimates of the lower-quality images per variable, it is observed that they almost equally affect the overall quality of the images. According to the toolbox forecasts, the higher-quality images were captured on wind speeds from 1 to 3 m/s, with cloud coverage from 0% to 25%, and acquisition times at morning and afternoon hours in the spring season while noon hours are included in the winter season. The lower-quality images were captured on wind speeds from 1 to 5 m/s, combined with high cloud coverages and acquisition times at morning to afternoon hours in the spring season and mostly noon hours in winter.

The higher-quality image (left) and the lower-quality image (right) as calculated by the image quality equation are shown in Figure 6. The higher-quality image was captured on 19 February 2021 at 12.00, and its quality estimation is 12, while the lower-quality image was acquired on 21 March 2020 at 13.00, and its quality estimation is 61. On the first date, the sunglint and turbidity percentages are very low, the texture of the image is smooth, and the BRISQUE estimation is 4.4, the fourth lower naturalness estimation of the dataset. The sea surface is calm, and the illumination of the seabed is sufficient for the distinction of marine habitats. On the second date, the sunglint covers 2.81% of the image, the sea surface texture is rough, and the BRISQUE estimation is 28.85, one of the higher image naturalness estimates of the dataset. The sea surface conditions prevent the clear visibility of the seabed, affecting the mapping of the habitats.

The biserial correlation showed a high association between the toolbox suggestions and the image quality estimations. The negative linear relationship between the two variables was significant as the coefficient r is 0.84 (df = 18, p < 0.05). The linear regression (Figure 7) shows that as the independent variable (overall estimates) increases, the dependent variable (toolbox suggestions) tends to decrease. In our study, this means that higher estimates (lower-quality images) correspond to the zero value of the toolbox suggestions (non-optimal acquisition times).
4. Discussion and Conclusions

The effect of UAS limitations on the quality of the acquired imagery and the accuracy of marine habitat mapping is widely known and reported in the literature [27,30,32,34]. Considering these limitations, we proposed the UASea as a toolbox for improving flight planning, the quality of the acquired data, and the mapping of marine habitats. The calculations of the UASea contribute to the detection of the optimal flight conditions for data acquisition in the marine environment. This is achieved by using the parameters that have been proved to significantly affect the quality of the acquired data, adapt thresholds on their values, and calculate the optimal survey times, influencing crucial decisions in the coastal environment. The challenges and limitations of UAS data acquisition in the marine environment are being overcome by the toolbox suggestions. The UASea is a valuable tool for efficient surveys that also contributes to the reduction of fieldwork costs, survey times, and time spent in the analysis and processing of unsatisfactory acquired data.

The dataset of images acquired in both optimal and non-optimal conditions enhanced the information on the conditions that affect the toolbox suggestions and the quality of the images. In total, 40% of the toolbox suggestions were positive, and their quality was higher than the average value, while 60% of the lower-quality images were acquired on time with high wind speeds and present high variability in their texture caused by the wavy sea surface. The 40% of the low-quality images were acquired at times with cloud coverages higher than 25% and/or sun angles lower than 25 or higher than 45 degrees, which may cause shading at the seabed, lack of adequate lighting, and sunglint presence on the sea surface [25,28,30,36,50]. Considering these results, the sea surface conditions, and the illumination of the seabed are the parameters that mostly affect the image quality.

The suggested acquisition times for sunglint avoidance while also achieving proper seabed lighting are early in the morning and late afternoon [11,34]. The higher-quality images are acquired at morning hours until 11.00 a.m. and at afternoon times from 4.00 p.m. to 7.00 p.m. at the spring–summer season, which corresponds to the suggested sun elevation angles (from 25 to 45 degrees). However, it is observed that the acquisition times differ in winter, where images acquired at noon hours have high image quality due to...
the sun elevation angles, which are lower during this season. This means that the suggested elevation angles may not be applicable in winter acquisition times. In general, the adaptive thresholds of the UASea ruleset seem to perform well in different seasons conditions and acquisition times. Allowing the user to change the suggested variable thresholds makes the toolbox more adaptable and its suggestions more accurate to each application.

It is important to mention that the UASea was initially developed for scientific purposes in the marine environment; however, it can be effectively used as a toolbox for implementing UAS surveys in different environments (e.g., urban, agricultural, inland waters, etc.) in environmental and ecological applications, such as detecting litter in the coastal zone [51,52] or floating marine litter [53], monitoring beach morphological changes [54,55], river habitat mapping [56], animal and wildlife monitoring [35,57], considering the respective weather parameters.

The correlation of the toolbox suggestions with the image quality estimations showed a high linear association between the two variables; most of the positive toolbox suggestions as optimal acquisition times match the images with the higher quality. The validation of the toolbox proved that UAS surveys on the suggested optimal acquisition times result in high-quality images. UA as a widely used tool in high-resolution mapping at coastal areas, combined with the proposed toolbox, results in the acquisition of high-quality imagery. The significance of optimal UAS acquisition times advances the UASea as the optimum tool in overcoming the limitations that affect the quality of the acquired imagery. UASea is a user-friendly and promising toolbox that can be used globally for efficient mapping, monitoring, and management of the coastal environment, by researchers, engineers, environmentalists, NGOs for efficient mapping, monitoring, and management of the coastal environment, for ecological and environmental purposes, exploiting the existing capability of UAS in marine remote sensing.
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