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Abstract: Does dollarisation influence economic activity in Zimbabwe? The question has incited a lot of debates among researchers and analysts. In an attempt to answer this question, the study used an Auto Regressive Distributive Lag (ARDL) procedure, to investigate the effects of dollarisation on economic growth in Zimbabwe. The study employed quarterly data over a 14-year period between 2000 and 2014. The results of the study indicate that dollarisation, gross domestic investment and trade openness are positively related to economic growth. Based on the findings of the study, the paper recommends that Zimbabwean policy makers should establish additional complementary policies which foster economic integration with anchor countries to reduce credit risk. On the other hand, dollarisation should be maintained since it resulted in economic stability and improved financial sector credibility. It is therefore still premature to de-dollarise the economy until a sufficient level of credibility is gained by the central bank.
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1. Introduction

The Zimbabwean economy has been characterised by several monetary and fiscal challenges, hyperinflation, liquidity constraints, deindustrialisation and high interest rates (Mpofu 2015; Sikwila 2013). As a consequence, the monetary authorities introduced a multicurrency regime in an attempt to solve the aforementioned economic challenges (Reserve Bank of Zimbabwe (RBZ) 2016). The multicurrency regime included the use of a basket of currencies namely the United States dollar (USD), South African rand, Botswana pula, pound sterling, Euro, Australian dollar, Chinese yuan, Indian rupee and Japanese yen as legal currencies. However, the term ‘dollarisation’ became commonly used to refer to Zimbabwe’s multicurrency regime for two reasons. Firstly, Havrylyshyn and Beddies (2003) defined dollarises as the use of any foreign currency for transactionary purposes, whilst Winkler et al. (2004) added that a nation will have to forego its central bank when it dollarises. Thus, by implication, the legalisation of any of the currencies in the basket becomes dollarisation by definition. Secondly, the term dollarisation became commonly used to refer to the multicurrency regime because more than 85% of the transactions were denominated in terms of USD. Thirdly, the budget for the Zimbabwean government was denominated in USD.

The two main aims of dollarizing were achieving monetary stability and restoring financial sector credibility which was lost due to hyperinflation. After officially dollarizing in 2009, the most immediate and noticeable effect of dollarisation was a drastic reduction in inflation to creeping levels. An economic rebound was felt between 2009 and 2012 before the economy started to subside again (African Development Bank (AfDB) 2014). Furthermore, most major macroeconomic indicators except for unemployment began to take a positive drift after dollarisation (Confederation of Zimbabwe Economies 2020, 8, 32; doi:10.3390/economies8020032 www.mdpi.com/journal/economies
Industries (CZI) 2014). The positive drift was, however, not sustained since it lasted only for three years, that is, until 2012. Thereafter, macroeconomic variables either stagnated or declined. Analysts have attributed the economic stagnation to dollarisation. Figure 1 below gives a picture of how the economy boomeranged in 2012 after dollarisation.
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**Source: CZI (2014)**

Central to the problem is that as of 2019, the Zimbabwean economy has remained fragile and has been characterised by high inflation, high liquidity constraints, high interest rates, unsustainably high external liabilities, massive deindustrialisation and formalisation. Economic stagnation has largely been attributed to liquidity challenges as a result of dollarisation ([Reserve Bank of Zimbabwe (RBZ) 2018](https://www.rbz.co.zw/)). Thus, dollarisation brought with it its fair share of challenges. It deprived an economy of its monetary policy sovereignty, thereby, limiting the role of the central bank to merely regulation. The RBZ could no longer use its instruments of either money supply or interest rates to influence economic activities ([Hanke and Alex 2009](https://www.federalreserve.gov/pubs/fed/2009/09065/09065main.htm)). Furthermore, a negative trade balance was stimulated because dollarisation meant that exports would be expensive whereas imports would be cheaper. This is supported by economic trade theory which states that exports become expensive reducing the competitiveness of a small economy ([Krugman 1990](https://www.nber.org/chapters/c05427)). As a result, the economy experienced liquidity constraints that stifled the growth of the economy. The liquidity constraints emerged because, although the version of Zimbabwean dollarisation was official in the sense that was legalized by the Zimbabwean government, it was also considered by others as unofficial because there was no formal agreement between the RBZ and the Federal Reserve of the United States of America and other respective central banks so that they could provide some foreign currency as stimuli to the Zimbabwean economy. Thus, the majority of the USD and other foreign currencies were coming as scattered remittances, income from precious metals, tobacco and other exports. However, this was not sufficient to sustain the liquidity needs of the economy resulting in liquidity challenges.

The second research problem emanates from scant studies on dollarisation. [Musoke (2017)](https://www.federalreserve.gov/pubs/er/2017/er20171110.html) acknowledges that that there are very few observed cases of dollarisation and history provides very little guidance on its consequences. Therefore, there is a research opportunity to examine dollarisation in the African context and also in the modern era. The paper seeks to answer the question of whether or not dollarisation affected economic growth in Zimbabwe. Related to this overarching objective is the complementary aim of establishing the extent to which interest rates have affected economic growth in Zimbabwe during the dollarisation era. In addition, the study also aims to establish what sort of effect trade openness had on economic growth in a dollarised Zimbabwe. Consequently, the following hypotheses were formulated: dollarisation positively impacted economic growth, interest rate negatively affects economic growth in Zimbabwe, and trade openness positively impacts the Zimbabwean economy. The analysis is restricted from the year 2000 when the economy began to experience significant macroeconomic challenges after moving out of the Commonwealth to the year...
2015 when the Zimbabwean central bank introduced bond notes, a fiduciary Zimbabwean currency whose issuance was claimed to be backed by Afrixembank (Reserve Bank of Zimbabwe (RBZ) 2016). The paper is organised as follows. Firstly, is the brief overview of the Zimbabwean economy, followed by a theoretical and empirical literature review. The paper then explains the methodology employed that will be followed by a regression analysis and policy recommendations.


In retrospect, the Zimbabwean economy was characterized by hyperinflation for almost a decade (1998–2008). During this era, inflation figures rose from 48 percent in 1998 to 585.85 percent in 2005 and 66,212 percent in 2007 (Hanke and Alex 2009). The inflation rate reached its peak between August and November 2008 with approximate figures reaching around 79,600,000,000 percent annually and daily equivalent inflation approximately 98% (Hanke and Alex 2009). In addition, the economy showed a sliding trend in economic growth because of budget deficits, foreign currency shortages, and a decrease in commodity prices and drought (World Bank 2015). Thus, the Reserve bank decided to print more money (bearer’s cheque) with the view of stimulating economic activity and decreasing the budget deficit (Reserve Bank of Zimbabwe (RBZ) 2018). This further fuelled the rate of growth of inflation and suppressed the exchange rate that led to the emergence of the black market.

In an attempt to mitigate hyperinflation (due to seignorage revenue to finance government recurring expenditures and quasi-fiscal programs, where this seignorage revenue was not backed by increases in productivity and production), the monetary authorities introduced multi-currency such as the rand and pula pegged against the US dollar (World Bank 2015). The introduction of multi-currencies stabilised the Zimbabwean economy for half a decade. However, this stability was for a short time as people started to intensify black market activities. The monetary authorities then decided to fix the exchange rate which in turn led to unstable and erratic exchange rate operations and many people had to resort to barter trade (Kanyenze et al. 2017). Economic stakeholders started substituting local currency with foreign currency in transactions to hedge themselves against hyperinflation. The continued crisis increased the use of foreign currency in the black market. Ever since the Reserve bank demonetarised in 2009, there has been no certified currency to date (Price WaterHouse Coopers (PWC) 2018). However, other challenges constraining the Zimbabwean economy include out-dated technologies, inconsistent economic policies, infrastructure deficits, operational bottlenecks, power shortages, lack of integrated financial and administrative systems and a volatile and fragile global financial atmosphere (African Development Bank (AfDB) 2014).

3. Literature Review

3.1. Theoretical Literature Review

Theoretical discussions on dollarisation can be viewed from the currency substitution theory, the bipolar view and Optimum Currency Area (OCA) view. Girton and Roper (1977) argued that currency substitution refers to the degree that currencies substitute in the portfolios of wealth holders. Currency in this context was referred to as money, as opposed to interest bearing assets that are considered in the capital accounts. Friedman (1953) and Johnson (1972) advocated against hard pegs such as dollarisation because currency substitution (or dollarisation) would incapacitate the domestic monetary policy as with the current experience of Zimbabwe where the central bank has limited or no influence over monetary instruments. However, proponents of currency substitution, who include Miles (1978) and McKinnon (1982), argued that economic agents who hold both domestic and foreign currencies and variations in interest rates or expected future exchange rates will make the domestic exchange rate unstable because economic agents will switch resources to maximize returns on their monetary holdings. The currency substitution theory is relevant in Zimbabwe because it explains the rationale behind economic agents’ preferences to hold foreign currency in their portfolios during the crisis period between 2008 and the time the government dollarised in early 2009. Zimbabweans were
holding both Zimbabwean dollars and foreign currency, especially USD, as a hedging mechanism from hyperinflation and asymmetric shocks.

The second theoretical argument is the bipolar view. This view attaches much weight on the benefits a country would gain by regaining monetary credibility. The bipolar view argues that dollarisation is a much faster and cheaper way of regaining credibility compared to more orthodox measures (Winkler et al. 2004). The credibility of the domestic monetary policy is considered the most significant factor in choosing a proper exchange rate regime. According to Summers (2001) and Calvo (2001), countries with a low degree of monetary policy credibility are severely limited in their capacity to use monetary policy to reduce output fluctuations and cannot act as an effective lender of last resort (LOLR). Consensus amongst many economists seemingly emerged that assuming open capital accounts, hard pegs are regarded as sustainable in most emerging markets (Frankel 1999; Fisher 2001). Hence, countries with open capital accounts or plans to liberalise capital flows should choose in favour of dollarisation. In line with the bipolar view, Zimbabwe gained monetary credibility because of dollarisation. This resulted in an increase in economic activity since investor confidence improved. When inflation decreased to less than 5% in 2009, the economy became more stable and planning became more possible thereby improving the credibility of the country. This credibility became compromised in 2016 when the RBZ issued 'bond notes' against the advice of almost all industry stakeholders.

Mundell’s (1973) new view on OCA with international risk sharing explained how exchange rate uncertainty will interfere with the economy. The new view assumes that once a currency is well managed, larger currency areas will be preferred as opposed to smaller ones. In contrast to the old view, the new OCA theory argues that asymmetric shocks are not considered significant because of the existence of a common currency. This is because shocks are spread across the whole region and are dampened, whereas, in a flexible exchange rate regime, the cost will be concentrated on individual regions since devaluation will reduce its purchasing power. Therefore, according to the new OCA theory, the long run ineffectiveness of the monetary policy, low credibility and an ineffective exchange rate system are enough illnesses for an economy to dollarise. Winkler et al. (2004) supports this view by highlighting that the cost of losing monetary policy instruments becomes negligible in this view. Whereas the new OCA theory stresses the benefits of dollarisation on economic stability, the old view highlights the integration prerequisites of dollarisation.

In summary, stability and integration are the two main issues that can be derived from the theoretical literature. On one hand, dollarisation is seen from a stability point of view as a tool to eliminate the credibility problem and therefore enhancing macroeconomic and financial stability which in turn create the necessary environment for growth. The bipolar view and the new OCA theory are in favour of the stability argument. Therefore, using these views, we expect dollarisation to have a positive effect on economic growth. On the other hand, dollarisation is viewed from an integration perspective where it is linked to the degree of economic and financial integration with the anchor country. On the integration angle, some advocate for an ex ante integration to warrant sustainability while others argue for an ex post integration depending on endogenous tendencies related to the adoption of the foreign currency (Winkler et al. 2004). The Zimbabwean economy is not integrated with anchor countries like USA, South Africa, India and Europe, making dollarisation less effective to some extent. In conclusion, stability and credibility remain key points attached to dollarisation and economic growth.

### 3.2. Empirical Literature

There are very few recent observed cases of dollarisation in the empirical literature Musoke (2017), Lakić et al. (2016), Anderson (2016) and Naceur et al. (2015). Anderson (2016) and Mpofu (2015) support the idea that dollarisation might lead to shocks becoming more synchronized which leads to real convergence in terms of Gross Domestic Product (GDP) levels. Contrary to this view, Goldfajn and Olivares (2000) argued that dollarisation could increase a country’s default risk, thus contributing to a higher risk premia if the loss of the exchange rate instrument reduces a country’s
adjustment capacity to asymmetric shocks. Higher default risk is reflected by high lending rates to investors. In this view, bankers in Zimbabwe have cited high credit risk as a justification for high interest rates in the dollarised era. In addition, Goldfajn and Olivares (2000) purport that dollarisation does not preclude the sovereign defaults of an economy emanating from an unsustainable fiscal position, unsound financial systems or political turmoil which will further lead to divergence from those of the anchor country. Therefore, according to this argument, interest rates will remain significantly high and will deter growth in Zimbabwe until financial and political systems have been restructured to complement a dollarised regime. Using the dynamic panel data model to investigate how to de-dollarise financial systems in Central Asia, Naceur et al. (2015) found that dollarisation is driven by inflation and weak exchange policies. The same results were obtained by Edwards and Magendzo (2001) who concur that dollarisation leads to price stability. Using a matching estimator technique, Musoke (2017) investigated whether dollarisation is associated with lower inflation and faster economic growth. The results suggested that inflation has been significantly lower in dollarised economies compared to non-dollarised ones. However, results showed that dollarised nations had lower economic growth than non-dollarised ones and that macroeconomic volatility is not significantly different across countries. The authors conjecture that lower economic growth in dollarised countries is partly because of difficulties in accommodating external shocks is explained by the OCA theory, for instance, difficulties in accommodating shocks in major terms of trade and capital flows.

Lakić et al. (2016) argued that dollarisation supports the development of a country’s financial sector and that a stable currency is a precondition for financial development. The authors further argued that dollarised economies enjoy higher levels of confidence among investors and a lower interest rate spreads on their international borrowing. This fosters international trade, reduces fiscal costs and boosts investment growth. In the same vein, dollarisation leads to lack of independence by monetary authorities in Montenegro. Reflecting on Argentina’s currency boards and the choice of whether to dollarise or not, Aschinger (2004) empirical results showed that even with a currency board, it is difficult to restore stakeholder’s confidence or monetary credibility considering a crisis has been developing for years. This crisis could be characterized by economic disparities such as high unemployment, buoyant inflation or staggering economic growth. Understanding of the hysteresis effect will help policy makers grasp the reality that de-dollarisation is not easily acceptable even after economic stability and monetary credibility has been regained.

In the study of Peru, Moron and Castro (2003) used a portfolio approach on 14 Latin American countries to explore de-dollarizing the economy and the study highlighted that financial dollarisation creates design problems for economic policy since it increases the level of financial vulnerability. They proposed two policies, increasing the risk of dollar deposits and increasing the relative volatility of inflation via real depreciation. The results suggest that the former has the potential risk of lowering the level of financial intermediation whilst the latter is more effective to de-dollarise the economy. The portfolio approach could provide some useful tools in the event that Zimbabwean policy makers are seriously considering to de-dollarise. Furthermore, Ize and Parraro’s (2005) study explored the dynamic interaction between real dollarisation (dollar indexing of wages), financial dollarisation and monetary policy. The authors used a general equilibrium model with real shocks. They found that local welfare is maximized if real dollarisation is avoided as long as the domestic monetary authorities perform optimally. Their findings are a fusion of the bipolar view and the old OCA theory. They highlighted that dollarisation occurs when the central bank performs poorly and is accelerated when the correlation between domestic and external shocks is high.

Eichengreen (2000), Molano (2000) and Edwards and Magendzo (2001) all asserted that there is no sufficient evidence that countries that dollarised are more fiscally prudent and the behaviour of current account imbalances is no different. Eichengreen (2000) used dynamic panel data analysis, Molano (2000) both employed Auto Regressive Distributive Lag (ARDL) whilst Edwards and Magendzo (2001) used the matching estimator technique. Their findings are relevant for Zimbabwe because the nation is experiencing consistent budget deficits and current account imbalances even after dollarisation. The
researchers conjecture that current account imbalances are a result of difficulties in accommodating external shocks, an argument raised in the ‘old’ OCA theory. However, studies in Chile by Edwards and Magendzo (2001) acknowledged that dollarised economies had lower inflation and experienced faster growth. Zimbabwe has also experienced lower inflation since dollarisation but it is not yet clear whether dollarisation increased growth in Zimbabwe, hence, this study intends to fill in the literature gap by investigating if dollarisation had a positive effect on economic growth in Zimbabwe.

In the same period Grandes (2001) explored external solvency, dollarisation and investment in Argentina. Their study used a Vector autoregression (VAR) analysis and showed that a significant endogenous relationship between GDP growth, fiscal debt and country risk holds. Results exhibited that reducing interest rates on foreign currency was less significant than reducing interest rates on peso due to varying interest rate spreads. The study shows the significance of interest rate spreads in a dollarised Argentina. Whilst theoretical and empirical literature suggests that dollarisation lead to lower interest rate spreads, Zimbabwe is still faced by high interest rates spreads which are as high as 17% which have limited the level of investment. High interest rate spreads in Zimbabwe have been attributed to liquidity constraints and high credit risk. Secondly, Argentine external and fiscal vulnerability sharply worsened between 1994 and 1999. The third result was that dollarisation is not the best policy to improve fiscal discipline and make structural reforms a success. The same evidence is held by Edwards and Magendzo (2001), and Goldfajn and Olivares (2000) who support that a full dollarisation regime did not generate fiscal discipline for Panama. Therefore, dollarisation in Zimbabwe needs other complementary policies that promote fiscal discipline, for instance, focusing on capital expenditure as opposed to recurrent expenditures such as salaries and wages. At present, there are no significant institutional reforms in Zimbabwe to support a dollarisation policy.

Using a model applied by Tanzi (1983) and adjusting minor changes to the specification of the demand for currency model to incorporate the effects of dollarisation of the economy of Pakistan, Aslam (1998) studied the underground economy and tax evasion in Pakistan and considered the impact of dollarisation in the economy for the period 1960–1998. The Tanzi model was developed by Tanzi in 1983 to investigate the nature and size of non-measured economy. The original model lacked a base year and Aslam (1998) adjusted it by including more relevant variables such as tax evasion, demand for foreign currency, and interest on time deposits and also measured the underground economy for the period concerned in order to increase the accuracy of the estimates. To incorporate dollarisation of the economy, the author included a new variable which consists of resident foreign currency accounts along with foreign currency in circulation (CFCA). Demand for foreign currency is measured by the CFCA to money supply (M2). The results showed among other factors, that structural reforms and introduction of foreign currency accounts increased the degree of dollarisation in Pakistan.

The findings of Aslam (1998) are significant to the Zimbabwean context because they relate to how the dollarisation process took place in Zimbabwe. Foreign currency found its way into the Zimbabwean economy through the use of foreign currency accounts during the hyperinflation era. Stakeholders would then leak the foreign currency into the informal and illegal markets to evade taxes when transacting. The study by Aslam (1998), which used the Tanzi method, is significant because it highlights the significance of the need to measure and approximate the amount of foreign currency in the informal and illegal economy. The inclusion of foreign currency deposits plus the currency in circulation in the formal, informal and illegal market will assist policy makers in Zimbabwe to come up with more accurate estimates of the degree and extent of dollarisation both in the formal and underground economy. This will assist in mapping correct strategies in structural reforms to synchronise the formal and underground economy. Similar to the case of Pakistan, there is need to pay attention and consider the dynamics of the underground economy in Zimbabwe because approximately

---

1 Argentine currency.
2 Both informal and illegal economy.
70% of the labour force are employed informally implying a significant proportion of foreign currency is circulating in the underground economy in Zimbabwe and there is a high incidence of tax evasion in Zimbabwe (Zimbabwe Revenue Authority (ZIMRA) 2019).

The significance of underground economies with regards to dollarisation was also confirmed by Sosic and Faulend (2002) for Croatia. The paper used ARDL approach and used remittances and foreign currency deposits as a proxy for dollarisation. The study also employed the adjusted Tanzi method to approximate the size of the underground economy for Croatia. They brought supporting evidence that foreign currency is linked with underground economies in countries where the phenomenon of dollarisation is widespread. They then suggested that there should be more understanding on the extent and dynamics of dollarisation as this will provide important information about the dynamics of underground economies. In other words, understanding dollarisation dynamics is a more efficient and effective way of understanding underground economies. The authors, however, noted that their estimates are of an indicative nature only and maybe be subject to criticism. Thus, their objective was to draw more consideration to the importance of dollarisation for underground economies exploration than to provide final estimates.

Further research was later done by Winkler et al. (2004) who investigated the motives, features and policy implications of dollarisation for several countries across the globe. The authors used a qualitative analysis in their study. They recommended that policies should foster integration with the anchor country particularly in fiscal transfers, tourism and offshore finance which are critical in supporting the exchange rate regime of dollarisation. In other words, their findings support the ‘old’ OCA theory. Zimbabwe is currently not highly integrated with its anchor countries thus placing a limit on the benefits of dollarisation. Integration can be improved by lessening visa requirements thus promoting free labour movement, reducing language and cultural barriers, removing economic sanctions and engaging in trade agreements. In 2006, Cohen analysed United States policy on dollarisation and focused on the potential costs and benefits of dollarisation. The pros and cons are both economic and political. Cohen suggested that there exists no clear presumption regarding U.S interest leaving wide latitude for policy direction and he expects continued passive neutrality from the Federal Reserve with only the possibility of the Euro posing a serious contest to the dollar’s global supremacy and this might stimulate a competitive response from Washington. Despite highlighting several pros and cons of dollarisation of which most of them exists in other literature, the paper will not contribute much to our investigation because it placed its attention on the American economy and the European area. Its analysis was mainly focused on the potential threat to the USD that could be brought by the Euro since the Euro was now replacing the USD in Europe, which is a new ‘currency area’. The other weakness of the paper is that Cohen (2002) used a qualitative analysis in his paper thereby making his arguments subjective.

Reflecting on Argentina’s currency boards and the choice of whether to dollarise or not, Aschinger’s (2004) empirical results showed that even with a currency board, it is difficult to restore stakeholders’ confidence or monetary credibility considering a crisis has been developing for years. This crisis could be characterised by economic disparities such as high unemployment, buoyant inflation or staggering economic growth. These findings are also significant because they explain why Zimbabwean policy makers are still battling to restore stakeholders’ confidence in the financial sector several years after the 2008 crisis. This has resulted in several challenges such as reduced bank deposits and low investment levels even years after the economy has stabilised since both depositors and investors are still sceptical about future policies in Zimbabwe. For instance, even though the majority of economic stakeholders were aware that the central bank was trying to address the current liquidity crisis, the recent introduction of the ‘bond coins’ by the central bank was not initially well accepted by economic stakeholders although the bond coins were pegged at an exchange rate of 1:1 with the USD. Aschinger
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3 For a summary of arguments for and against dollarization, see Table 1 below.
(2004) further asserted that after economic stabilisation in Argentina, statistical analysis showed that overheating effects showed up in several countries which would manifest in difficulties in the banking or real estate sector. The study concludes by reflecting that it is generally difficult to judge future implications of policy measures such as currency boards given the chaotic situation of the country. The crisis can only be subjugated by changing internal structures, improving institutions and reducing corruption coupled with international assistance.

In the study of Peru, Moron and Castro (2003) used a portfolio approach to explore de-dollarising the economy. Upon indicating that countries with high dollarisation have not done anything to reduce it, the study highlighted that financial dollarisation creates design problems for economic policy since it increases the level of financial vulnerability. The study performed cointegration analysis and panel estimation of 14 Latin American countries. A Vector Error Correction Model (VECM) was also specified and econometric tests were performed. Two policy alternatives which emphasize on the portfolio approach were proposed, that is, increasing the risk of dollar deposits and increasing the relative volatility of inflation via real depreciation. The results suggested that the former has the potential risk of lowering the level of financial intermediation whilst the latter is more effective to de-dollarise the economy. The portfolio approach could be taken into account in the event that Zimbabwean policy makers are seriously considering de-dollarising but currently there are no serious signals of de-dollarising in Zimbabwe.

However, a study was conducted by Makoto (2012) with regards to de-dollarising in Zimbabwe. In his exploration on the macroeconomic effects of full dollarisation and the viability of dedollarisation in Zimbabwe, Makoto (2012) concluded that the economy stabilised as a result of full dollarisation. He, however, reiterated that stability came at the expense of the loss of economic policy independence. He further highlights that the Zimbabwean economy does not currently possess conditions of successful de-dollarisation, namely, a sustainable current account balance, improved capacity utilisation and central bank reform. They recommended that Zimbabwe can adopt market driven de-dollarisation by first introducing coins less than $1 backed by gold and diamonds with a one-to-one exchange rate. This will facilitate smaller transactions in the economy making them acceptable to the general public. Makoto’s (2012) recommendation has since been adopted by the central bank in 2015 with the introduction of ‘bond coins’ which are backed by the AfDB. The author further highlighted that following the consolidation of gains in economic performance, authorities can broaden the use of Zimbabwean dollars (ZW$) together with the USD. Makoto (2012) preferred gradual de-dollarisation to randisation (adoption of rand) as this will lead to persistent loss of policy independence.

Quispe Misaico (2000) researched transmission mechanisms of monetary policy in the partially dollarised Peruvian economy. Dollarisation in Peru was mainly as a result of asset substitution since domestic currency is mostly used for transactionary purposes. The author used a model based on Quispe (2000) and Bernanke and Mihov (1998) and applied a VAR analysis where the independent variables were monetary policy variables and dependent variables were non-policy macroeconomic variables. One represented policy maker’s reaction functions and the other represented structural relationships that describe the transmission mechanism. Results indicated that inflation in Peru is driven by demand shocks and monetary shocks are significant and account for 30% to 40% of the variance in inflation rate. Zimbabwe is also a small economy and the results of Peru signalled the need to monitor demand and monetary shocks. These asymmetric shocks were considered significant by the ‘old’ view of the OCA theory.

Ize and Parratoi’s (2005) study explored the dynamic interaction between real dollarisation (dollar indexing of wages), financial dollarisation (dollar denomination of financial contracts) and monetary policy. The authors used a general equilibrium model with real shocks. They found that local welfare is maximised if real dollarisation is avoided as long as the domestic monetary authorities perform optimally. Their findings are a fusion of the bipolar view and the ‘old’ OCA theory. They
highlighted that dollarisation occurs when the central bank performs poorly and is accelerated when the correlation between domestic and external shocks is high. They further highlighted that although real dollarisation significantly contributes to financial dollarisation, significant asymmetries between the two exist. They used a model similar to the ones developed by Corsetti and Pesenti (2001, 2005), Devereux and Engel (2002, 2003) and Chang and Velasco (2002) where the money demand equation is a function of the inverse of gross national interest rate and the model was blended in a new-Keynesian fashion.

In his study on the implications of dollarisation for Belize, Ford (2001) highlighted two clear immediate benefits of dollarisation namely the elimination of currency risk and lower transaction costs. The elimination of currency risk was the major benefit for Zimbabwe when it dollarised since inflation sharply declined in February 2009. The need to hedge against hyperinflation was immediately eliminated. In addition, transaction costs were also minimised in Zimbabwe as asserted by Cohen (2002), Makochekanwa (2009) and Sikwila (2013). Transaction costs are in the form of currency conversion and hedging. Ford (2001) further highlighted that operations in the parallel market do not cease as in the case of Liberia because of inadequate US dollars, solvency challenges and civil unrest. The findings partially explain why a parallel market still exists in Zimbabwe even after official dollarisation. The continued existence of a parallel market could be fuelled by liquidity shortages that currently exist as a result of dollarisation. However, the paper by Ford (2001) found it difficult to statistically ascertain the dollarisation benefits and domestic and international business rates differentials. This is because, where interest rates are concerned, dollarisation was accompanied by additional legislative measures to ensure that any cost savings derived from lower reserve requirements are passed through to the general public. For instance, Ecuador and El Salvador passed legislature to enforce banks to lower lending rates as part of their dollarisation program. In other words, interest rates were not left to the invisible hand of market forces and as such we cannot conclusively say dollarisation lowers interest rate differentials. Their observation possibly explains why interest rate differentials have not reduced in Zimbabwe since 2009 because there has not been any legislative intervention to force interest rates down as with the case of Ecuador and El Salvador.

Bahmani-Oskooee and Domâç (2003) investigated the role of dollarisation in the dynamics of inflation in Turkey. Descriptive analysis suggests that despite high inflation and economic instability, institutional factors played a significant role in the evolution of dollarisation in Turkey. Results indicated that shocks to dollarisation led to a decrease in the monetary base since the public switched from domestic to foreign money balances. The findings complement the ‘old’ OCA theory which asserts that a dollarised economy loses adjustment mechanisms in the event of external shocks and the monetary base of Zimbabwe will be heavily affected by such asymmetric shocks. Institutions have also played a significant role in influencing the evolution of dollarisation and economic growth in Zimbabwe. The dollarisation process started in the informal and illegal market until it came to a point where the Government had no option but to dollarise, thus, institutions were very significant in the evolution process of dollarisation. After official dollarisation, institutions have dampened rather than amplified economic growth in Zimbabwe. For instance, approximately 60% of Zimbabwe’s government revenue is channelled towards recurrent expenditures salaries (Government Budget 2014) leaving only a small proportion for gross domestic investment.

Berg and Borensztein (2000) and Calvo (2000) argued that dollarisation supports development of a country’s financial sector and that a stable currency is a precondition for financial development. They further argued that dollarised economies enjoy higher level of confidence among investors and lower interest rate spreads on their international borrowing. This fosters international trade, reduces
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4 The bipolar view stresses poor performance of the central bank and the need to restore credibility by dollarizing.
5 The ‘old’ OCA theory places weight on asymmetric shocks and the need for adjustment mechanisms.
6 This is a well known stylised fact.
fiscal costs and boosts investment growth. However, Makochekanwa (2009), Chigome (2011), Sikwila (2013) and Nkomazana and Niyimbanira (2014) are of the view that the RBZ can no longer gain from seignorage revenue. This includes both once-off ‘stock’ arising from replacing the national currency in circulation with foreign bank notes and the ‘flow’ costs arising from loss of future earnings curtailing from the flow of new currency printed each year. The loss in seignorage revenue results in lack of the financial stimulus needed to boost economic activity. The inability of the central bank to print money explains the current liquidity constraint in Zimbabwe.

Frankel and Rose (2002), Rose and Engel (2000) and Dallas and Tavlas (2001) support the idea that dollarisation might lead to real convergence, in terms of GDP levels, and convergence of business cycles with the issuing country. They further support that shocks also become more synchronised thereby further promoting integration. This is in support of the OCA theory. Contrary to this view Goldfajn and Olivares (2000) argued that dollarisation could increase a country’s default risk thus contributing to higher risk premia if the loss of exchange rate instrument reduces a country’s adjustment capacity to asymmetric shocks. Higher default risk is reflected by high lending rates to investors. Bankers in Zimbabwe have cited high credit risk as a justification for high interest rates in the dollarised era. In addition, Goldfajn and Olivares (2000) purports that dollarisation does not preclude the sovereign defaults of an economy emanating from an unsustainable fiscal position, unsound financial systems or political turmoil which will further lead to divergence rather than convergence as earlier argued. Zimbabwe did not restructure its financial and political systems even after dollarisation and this could explain why interest rates have been diverging from those of the anchor country. Therefore, according to this argument interest rates will remain significantly high and deterring growth in Zimbabwe until financial and political systems have been restructured to complement a dollarised regime.

In Africa, a study was conducted in 2011 by Panteleo (2011) who researched dollarisation in Tanzania using empirical evidence and cross-country experience. The study investigated the stylised facts of dollarisation in Tanzania and the East African Countries (EAC) region since the use of the USD as a unit of account, store of value and medium of exchange was raising concerns amongst economic policy makers. The study showed that financial dollarisation is very high in Tanzania compared to other EAC countries. The study used primary data gathered using questionnaires which included 20 firms located in Dar es Salaam to determine the extent and driving force behind the use of USD as a unit of account for prices, salaries and financial reporting. Although their methodology was sound in the sense of obtaining primary data, their coverage was very limited and the region may not be representative enough for the whole country. This study is going to use secondary data because it is more relevant and effective to our analysis and will consider time series data rather cross sectional data. Time series data has the advantage of time heterogeneity whilst cross sectional data has the advantage of individual heterogeneity. Moreover, there will be national coverage in the statistics which will give us a much better representation.

Edwards and Magendzo (2001) investigated whether dollarisation is associated with lower inflation and faster economic growth. The analysis was done using a matching estimator technique which was developed in the training evaluation literature. The results suggested that inflation has been significantly lower in dollarised economies compared to non-dollarised ones. In addition, the results also indicated that dollarised nations had lower economic growth than non-dollarised ones and that macroeconomic volatility is not significantly different across countries. The authors conjecture that lower economic growth in dollarised countries is partly because of the difficulties in accommodating external shocks as explained by the OCA theory, for instance, major terms of trade and capital flows shocks. In their coverage, they did not include Zimbabwe and this study intends to investigate also on the relationship between dollarisation and economic growth in Zimbabwe, that is, whether the results for Zimbabwe will still be consistent with the findings of Edwards and Magendzo (2001).

Nkomazana and Niyimbanira (2014) investigated the overview of the economic causes and effects of dollarisation in Zimbabwe. They examined the failure of the banking system in providing currency to economic stakeholders, that is, firms and individuals. The paper concluded that dollarisation
eliminated inflation instantly and reduced capital flight. Although the paper considered not only the causes but also the effects of dollarisation in Zimbabwe, the authors did not use econometric techniques in their analysis which leaves some gaps in the study since the conclusions are based on subjective rather than objective arguments. In this study, we are going to apply econometric methods to come up with more robust conclusions for our policy makers and other economic agents. In addition to the above literature, Table 1 below shows a summary of the studies which advocated for and against dollarisation.

Table 1. Arguments for and against dollarisation.

<table>
<thead>
<tr>
<th>Author and Year</th>
<th>Argument(s) for Dollarisation</th>
<th>Argument(s) against Dollarisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohen (2002)</td>
<td>Reduces transaction costs by eliminating expenses in currency conversion or transactions in hedging. Brings greater stability to economies which create a conducive environment for trade and investment.</td>
<td>Dollarisation has no direct impact on other critical deficiencies such as fiscal indiscipline, poor banking supervision and labour market rigidities.</td>
</tr>
<tr>
<td>Fisher (2001); Barro and Gordon (1983); Goldfajn and Olivares (2000)</td>
<td>Fosters macroeconomic stability since it solves the credibility issue that arise when central bank is unable to pre-commit itself to a low rate of inflation. Interest rates are assumed to converge towards the level of the anchor country.</td>
<td>Dollarisation could increase a country’s default risk thus contributing to higher risk premia if the loss of exchange rate instrument reduces a country’s adjustment capacity to asymmetric shocks. Dollarisation does not preclude sovereign defaults resulting in unsound financial systems or political turmoil.</td>
</tr>
<tr>
<td>Eichengreen (2000)</td>
<td>Promote fiscal discipline by eliminating the possibility of printing money to finance debts.</td>
<td></td>
</tr>
<tr>
<td>Goldfajn and Olivares (2000)</td>
<td>Leads to lower risk premium because a sharp and sudden devaluation is ruled out by definition.</td>
<td></td>
</tr>
<tr>
<td>Berg and Borensztein (2000); Calvo (1999)</td>
<td>Improves a country’s access to international capital markets as a result of lower currency risk, higher financial sector stability, lower risk of sudden introduction of capital controls and lower information costs</td>
<td></td>
</tr>
<tr>
<td>Hausmann et al. (2006); Berg and Borensztein (2000)</td>
<td>Support development of country’s financial sector. It is a well-known stylised fact that a stable currency is a precondition for financial development. Dollarised economies enjoy higher levels of investor confidence, lower interest rate spreads on their international borrowing, reduced financial costs and more investment growth</td>
<td>Countries lose use of monetary policy instruments as an adjustment mechanism in the wake of asymmetric shocks. Central banks can no longer react to fluctuations in the business cycle that are not related the anchor country, for example, sudden bank runs.</td>
</tr>
<tr>
<td>Frankel and Rose (2002); Rose and Engel (2000); Dallas and Tavlas (2001)</td>
<td>Fosters a country’s economic integration with the economy of the issuing country. Dollarisation might lead to real convergence in terms of GDP levels and convergence of business cycles with the issuing country. Shocks might become more synchronised further fostering integration.</td>
<td>No lender of last resort (LOLR). Loss of policy independence.</td>
</tr>
<tr>
<td>Winkler et al. (2004)</td>
<td>Dollarisation is seen as one way of accepting the impossible trinity.</td>
<td>Central banks cannot gain from seignorage revenues. This includes ‘once-off’ stock arising from replacing the national currency in circulation with foreign bank notes and the ‘flow’ costs arising from loss of new currency printed each year.</td>
</tr>
</tbody>
</table>

Source: Author’s compilation.
4. Economic Framework

4.1. Data and Model Specification

In assessing the effects of dollarisation on economic growth in Zimbabwe, this study employed a quantitative approach assessing the period of 2000–2015. The sample size is restricted to the year 2000 because this is when the economy began to experience momentous challenges. To analyse these challenges, this study used quarterly data from 2000: Q1 to 2014: Q4. Data was obtained from the World Bank (2015) database with complementary data obtained from local sources. However, World Bank (2015) data was annual and was converted to quarterly data using the Linsman and Sandee (1964) technique. The data used includes the domestic interest rate, economic growth, dollarisation, gross domestic investment and trade openness. In analyzing the relationship between dollarisation and economic growth, the study follows the one country, two currency and economic growth model. The model specification follows the generic Equation (1) in log form:

$$\ln GDP_t = \beta_0 + \ln GDPP_1 + \lambda \ln I_t + \gamma \ln Trad + \theta Doll + \omega GDI + \epsilon_t$$

(1)

where lnGDP is economic growth, lnGDPP_1 is lagged economic growth, lnI represent domestic interest rates, lnTrad is Trade Openness, Doll is a dummy variable measuring dollarisation, GDI is the Gross Domestic Investment and ε is the white noise disturbance term assumed to be normally distributed with mean zero and constant variance. Further, β is the constant and λ, γ and ω are coefficients of the respective variables. Additionally, λ was expected to have a negative sign and a positive sign for γ and ω based on the view that trade openness and gross domestic investment should contribute appositive net financial inflow. Table 2 shows the variables, source, description and the expectation of the variables used in this study.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Identifier</th>
<th>Source</th>
<th>Description</th>
<th>Expectation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic growth</td>
<td>GDP</td>
<td>World Bank</td>
<td>The ability of an economy to produce more in terms of goods and services over a given period of time and it is usually a rate of change or growth rate.</td>
<td></td>
</tr>
<tr>
<td>Lagged income per capita</td>
<td>GDP_1</td>
<td>World Bank</td>
<td>The income per capita of a previous year.</td>
<td>(−)</td>
</tr>
<tr>
<td>Interest rate</td>
<td>I</td>
<td>World Bank</td>
<td>The cost of borrowing since we are using lending rates as our proxy.</td>
<td>(−)</td>
</tr>
<tr>
<td>Dollarisation</td>
<td>Doll</td>
<td>World Bank</td>
<td>Dollarisation was measured by the foreign currency deposits to the (M2) broad money. This variable is considered a dummy variable of 0 from the 2000: Q1 and zero otherwise.</td>
<td>(+)</td>
</tr>
<tr>
<td>Trade Openness</td>
<td>Trad</td>
<td>World Bank</td>
<td>the sum of exports and imports expressed as a share of gross domestic product.</td>
<td>(+)</td>
</tr>
<tr>
<td>Gross Domestic Investment</td>
<td>GDI</td>
<td>World Bank</td>
<td>GDI captures government and domestic investment behaviour implying it is a purely exogenous variable.</td>
<td>(+)</td>
</tr>
</tbody>
</table>

Source: Own Compilation.
4.2. Pre-Estimation Tests

Pre-estimation tests were conducted to ensure that the model is free from spurious regressions. Firstly, the unit root test were conducted using the Augmented Dickey Fuller (ADF) test because it automatically solves the problem of serial correlation inherent in the error term (Asteriou and Hall 2007). Unit root tests also indicate if variables are integrated at I(0) and I(1), which are necessary conditions for the ARDL model.

Secondly, cointegration tests were conducted using the ARDL bound test (F-test). Cointegration tests are used to establish the presence of a long run relationship between variables (Mohapatra et al. 2016). If the calculated F-statistic is greater than the upper critical value, then the null hypothesis of no cointegration can be rejected. An F-value that lies within the region implies that the results are indeterminate while an F-value that is lower than the critical value implies cointegration (Pesaran and Shin 1999). If there is evidence of a long run relationship between dependent and independent variables, then ARDL is used to determine both the short-run and long-run.

4.3. The Autoregressive Distributive Lag Model

The ARDL models are regressions that have lags in both the independent and dependent variables (Ncanywa and Mabusela 2018). The advantage of this method is that it allows the variables that are integrated at zero and one to be analysed (Pesaran and Shin 1999). The test is considered to be more efficient in small data samples, which are characteristic of developing countries. The ARDL model is shown in Equation (2).

$$
\Delta \ln Y = \phi_0 X_t + \sum_{i=1}^{n} f_{ix} \Delta \ln Y_{1-i} + \sum_{i=1}^{n} g_{ix} \Delta \text{Doll}_{1-i} + \sum_{i=1}^{n} h_{ix} \Delta \ln i_{1-i} \\
+ \sum_{i=1}^{n} k_{ix} \Delta \text{trad}_{1-i} + \sum_{i=1}^{n} k_{ix} \Delta \ln \text{GDI}_{1-i} + \psi_{1x} \ln Y_{1-i} \\
+ \psi_{2x} \ln \text{Doll}_{1-i} + \psi_{3x} \ln i_{1-i} + \psi_{4x} \ln \text{trad}_{1-i} \\
+ \psi_{5x} \ln \text{GDI}_{1-i} + \gamma_t (2)
$$

After analysing both the short-run and long-run results, post-estimation tests were conducted to ensure the reliability of results. Firstly, serial correlation and heteroscedasticity were conducted using the Breusch–Godfrey Serial Correlation Lagrange Multiplier (LM) test, Breusch–Pagan–Godfrey heteroscedasticity Test and the Jarque-Bera normality test. If the probability values of all these tests are above a 10 percent level of significance, then the null hypothesis cannot be rejected. This would imply that the study is free from heteroscedasticity and serial correlation.

5. Estimation, Presentation and Interpretation of Results

5.1. Descriptive Statistics

Table 3 indicates that the standard deviations are relatively small for all other variables except for Gross Domestic Product per capita—(GDPP) and interest rate—(I). This means that all the variables have small deviations from the mean as compared to GDP and I. All the variables have positive coefficients of skewness indicating that all are positively skewed. The next step is to analyse the correlation results.

5.2. Correlation Analysis

The correlation measured the association of the variables under the study and the results are illustrated in Table 4. The results indicate that all the absolute partial correlation coefficients are less than 0.8 and this implies that there is no multicollinearity among variables. The highest pairwise coefficient is that between Gross Domestic Investment (GDI) and Interest rate (I) which is 0.688 and it is acceptable. This means that exogenous variables in the model do not move together in systematic
ways. In addition, although not shown in the tables below, the variance inflation factor (VIF) tests did not shown any significant changes from the conclusions drawn from the discussion above.

### Table 3. Descriptive Statistics.

<table>
<thead>
<tr>
<th></th>
<th>GDI</th>
<th>DOLL</th>
<th>GDP_1</th>
<th>lnI</th>
<th>lntrad</th>
<th>GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td>2.4989</td>
<td>0.4333</td>
<td>119.0281</td>
<td>51.9553</td>
<td>20.8754</td>
<td>119.028</td>
</tr>
<tr>
<td><strong>Median</strong></td>
<td>2.7721</td>
<td>0.0000</td>
<td>110.8455</td>
<td>16.4058</td>
<td>20.0051</td>
<td>110.845</td>
</tr>
<tr>
<td><strong>Maximum</strong></td>
<td>5.8116</td>
<td>1.0000</td>
<td>172.8769</td>
<td>252.0161</td>
<td>31.4914</td>
<td>172.876</td>
</tr>
<tr>
<td><strong>Minimum</strong></td>
<td>−0.1741</td>
<td>0.0000</td>
<td>78.6815</td>
<td>−32.2587</td>
<td>14.2197</td>
<td>78.6815</td>
</tr>
<tr>
<td><strong>Std.Dev</strong></td>
<td>1.5154</td>
<td>0.4997</td>
<td>25.5885</td>
<td>65.8231</td>
<td>4.0825</td>
<td>25.5885</td>
</tr>
<tr>
<td><strong>Skewness</strong></td>
<td>0.2202</td>
<td>0.2690</td>
<td>0.8446</td>
<td>1.3178</td>
<td>0.8864</td>
<td>0.8445</td>
</tr>
<tr>
<td><strong>Kurtosis</strong></td>
<td>2.2114</td>
<td>1.0723</td>
<td>2.7649</td>
<td>3.8579</td>
<td>3.0442</td>
<td>2.7649</td>
</tr>
<tr>
<td><strong>Jarque–Bera</strong></td>
<td>2.0395</td>
<td>10.0131</td>
<td>7.2714</td>
<td>19.2067</td>
<td>7.8617</td>
<td>7.2714</td>
</tr>
</tbody>
</table>

Source: Own Compilation.

### Table 4. Correlation matrix.

<table>
<thead>
<tr>
<th></th>
<th>GDI</th>
<th>GDP</th>
<th>lnI</th>
<th>lnTrad</th>
<th>Doll</th>
<th>GDP_1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GDI</strong></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GDPP</strong></td>
<td>0.0516</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>lnI</strong></td>
<td>−0.688</td>
<td>−0.4219</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>lnTrad</strong></td>
<td>0.2492</td>
<td>−0.4635</td>
<td>0.26017</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Doll</strong></td>
<td>0.3749</td>
<td>−0.5049</td>
<td>0.39172</td>
<td>0.38521</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td><strong>GDPP_1</strong></td>
<td>0.4203</td>
<td>0.5920</td>
<td>0.2081</td>
<td>0.3109</td>
<td>0.3439</td>
<td>1</td>
</tr>
</tbody>
</table>

Source: Own Compilation.

#### 5.3. Unit Root Test

Unit root tests were performed using the Augmented Dickey Fuller (ADF) test and the results are indicated in Table 5. The results indicate that trade openness (lnTrade) is the only variable that is stationary in levels at a 1 percent level of significance. Interest rate (lnI), Gross Domestic Investment (GDI) and lagged Gross Domestic Product per capita (GDP_1) are stationary after being differenced once and the probability values are significant at a 1 percent level. GDP is stationary after being differenced once but is weakly significant at a 10 percent level. Since all variables are either I(0) or I(1), it is possible to apply the ARDL procedure.

### Table 5. Unit root test.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Probability</th>
<th>Variable</th>
<th>Probability</th>
<th>Order of Integration</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDPP</td>
<td>0.5260</td>
<td>GDPP_1</td>
<td>0.2941</td>
<td>4.166 × 10(^{-6}) ***</td>
</tr>
<tr>
<td>Doll</td>
<td>0.1397</td>
<td>DGDP_1</td>
<td>0.0883 *</td>
<td>one</td>
</tr>
<tr>
<td>lnTrad</td>
<td>0.0001 ***</td>
<td>DDoll</td>
<td>0.0418 **</td>
<td>one</td>
</tr>
<tr>
<td>GDI</td>
<td>0.4931</td>
<td>DGDI</td>
<td>0.0000 ***</td>
<td>one</td>
</tr>
<tr>
<td>lnI</td>
<td>0.8676</td>
<td>DINT</td>
<td>1.447 × 10(^{-8}) ***</td>
<td>one</td>
</tr>
</tbody>
</table>

Note: ***, **, * represents 1%, 5% & 10% respectively.

#### 5.4. ARDL Cointegration Results

Since the results of the unit root test indicate variables that are integrated at I(0) and I(1), a bound cointegration test was employed to check a long-run relationship between the variables. The results of
the bound test are shown in Table 5. The results show an F statistic (5.961964) that is greater than the critical upper bound value (5.89). Therefore, the study rejects the null hypothesis of no cointegration and concludes that there is a long-run relationship that exists among these variables (Musoke 2017; Naceur et al. 2015).

As the outcomes of the Bound tests indicate a long-run relationship, the study analyses both the long-run and short-run relationship. The subsequent section presents the long-run analysis of the study. Thus, the long-run results are illustrated in Equation (3) and Table 6.

\[
\ln \text{GDPP}_t = 24.3369 + \ln I_{0.11} + \ln \text{Trad} 1.13 + \theta \text{Doll7.14} + \text{GDI2.04} + \epsilon_t
\]  

(3)

Table 6. Auto Regressive Distributive Lag (ARDL) Cointegration Results.

<table>
<thead>
<tr>
<th>Test Statistic</th>
<th>Value</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>F Statistic</td>
<td>5.9620</td>
<td>3</td>
</tr>
</tbody>
</table>

Critical Value Bounds

<table>
<thead>
<tr>
<th>Significance</th>
<th>Value</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>3.01</td>
<td>4.71</td>
</tr>
<tr>
<td>5%</td>
<td>3.76</td>
<td>4.94</td>
</tr>
<tr>
<td>2.5%</td>
<td>3.90</td>
<td>4.99</td>
</tr>
<tr>
<td>1%</td>
<td>4.81</td>
<td>5.89</td>
</tr>
</tbody>
</table>

Source: Own compilation, 2019.

The prime and policy coefficient of dollarisation was found to be positive and statistically significant at 1 percent. This means the introduction of dollarisation increased the economic performance in Zimbabwe by 7.140458 units. The positive effect of dollarisation met apriori expectations as dollarisation brought with it economic stability and reduced inflation. The results are also in line with the study done by Musoke (2017) who argued that dollarisation leads to better economic performance in a developing country. GDI was found to positively impact the economic activities in the economy. GDI was, however, found to be weakly significant implying that the contribution of gross domestic investment to economic growth has not been high and the government has not been engaging much in public private partnerships to boost economic growth. The same results were found by Anderson (2016) who concluded that less can be done by domestic investors if the country is experiencing hyperinflation and high unemployment.

The trade openness coefficient was also found to be positive and statistically significant implying that trade increased the intensity of economic activity for the period under study. This is in agreement with the argument raised by Anderson (2016) and Mpofu (2015) who purported that dollarisation leads to real convergence in terms of GDPP levels and convergence of business cycles with the issuing country and that shocks also become more synchronized, further fostering integration. Contrary to popular reasoning that Zimbabwean imports have increased due to the depreciating South African rand over the period concerned, statistical results show that trade has been significantly positively contributing to economic growth in Zimbabwe.

Interest rates were found to be negatively related to economic growth because its coefficient is negative and statistically significant at a 1 percent level. This result was expected since the interest rates proxy considered was lending rates which measures the cost of borrowing. High lending rates have been cited to be one of the major variables negatively affecting investment levels in Zimbabwe. Previous year income per capita (GDPP_1) was found to be negative against the apriori expectation of a positive coefficient. This means the previous or lagged income per capita would reduce economic activities by less than the proportionate USD in the next economic year. This could be because the economy is declining due to the closure of firms and reduced capacity utilization (Confederation of Zimbabwe Industries (CZI) 2014). A negative value could also possibly be explained from the
expectation’s hypothesis. When the income from previous periods continues to decline, the expectation will be that it will continue to do so in the current period thereby leading to thrift behaviours that in turn negatively impact economic performance. Mankiw and Miron (1986) showed that coefficients are highly dependent on the period used for estimates and, as a general rule, observations and estimated parameters made during times of monetary tension are fairly unstable. The dollarisation era would be such a great scenario of a period of ‘extreme’ monetary tension. On the other hand, Hakkio and Rush (1989) highlighted that the omission of the expectation theory on links between interest rates, which should be specified in the form of an error-correction model and incorporates long-term link and short-term dynamics, could lead to specification biases.

The same Table 7 shows the results of the short-run analysis. The study found a $-0.530918$ speed of adjustment with the expected sign and significant at 1 percent. This implies that the 51 percent of the disequilibrium will be at equilibrium in the upcoming years.

### Table 7. ARDL Long-run Results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doll</td>
<td>7.1405</td>
<td>2.2161</td>
<td>3.5819</td>
<td>0.0038 ***</td>
</tr>
<tr>
<td>I</td>
<td>-0.1108</td>
<td>0.0385</td>
<td>-2.8814</td>
<td>0.0058 ***</td>
</tr>
<tr>
<td>OPEN</td>
<td>1.1336</td>
<td>0.3268</td>
<td>3.4687</td>
<td>0.0011 ***</td>
</tr>
<tr>
<td>GDI</td>
<td>2.0393</td>
<td>1.1257</td>
<td>1.8116</td>
<td>0.0761 *</td>
</tr>
<tr>
<td>GDPP_1</td>
<td>-0.0482</td>
<td>0.0172</td>
<td>-2.8011</td>
<td>0.0101 **</td>
</tr>
<tr>
<td>C</td>
<td>24.3369</td>
<td>6.7943</td>
<td>3.5819</td>
<td>0.0008 ***</td>
</tr>
</tbody>
</table>

### ARDL SHORT-RUN RESULTS

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECM</td>
<td>-0.5309</td>
<td>1.7303</td>
<td>-2.04028</td>
<td>0.0000 ***</td>
</tr>
</tbody>
</table>

Source: Own computation, 2019. Note: ***, **, * represents 1%, 5% & 10% significance level, respectively.

5.5. Post Estimation Results

The diagnostic tests performed were: normality, heteroscedasticity and autocorrelation and the Ramsey RESET test of misspecification. As shown in Table 8 of estimated results, approximately 83 percent of the variations in economic growth are explained by combined variations in the regressors. This shows that the model is of good fit since more than half of the variations are explained within the model. Furthermore, the F-test probability value is 0.00023 implying that the whole model is valid at a 1 percent level of significance.

### Table 8. Diagnostic Results.

<table>
<thead>
<tr>
<th>Test Statistic</th>
<th>LM VERSION</th>
<th>F VERSION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Type</td>
<td>RS/Stats</td>
</tr>
<tr>
<td>Serial Correlation: Breusch-Godfrey</td>
<td>Chi-square (2)</td>
<td>5.0541</td>
</tr>
<tr>
<td>Heteroscedasticity: Breusch-Pagan Godfrey</td>
<td>Chi-square (9)</td>
<td>22</td>
</tr>
<tr>
<td>Normality of Residuals</td>
<td>Jarque-Bera</td>
<td>2.602616</td>
</tr>
</tbody>
</table>

Source: Own computation.

The calculated Jacque–Bera statistic was found to be 2.602616, while, the probability value was 0.272176. This value is greater than 0.05, hence the study concludes that the errors are normally distributed at a 5 percent level of significance. Having passed the normality assumption, the study concludes that Ordinary Least Square (OLS) estimators are not only Best Linear Unbiased Estimator (BLUE) but also follow well-known probability distributions. The OLS estimators of the intercept and slope are themselves normally distributed and the OLS estimator of the variance of the errors is related to the chi-squared distribution (Gujurati 2004).
Using the Breusch–Pagan–Godfrey test, the results obtained strongly supported the null hypothesis that the errors are homoscedastic. The probability value of 0.7181 is less than the model’s probability of 0.961 and this implies that we accept the null hypothesis and conclude that the errors are homoscedastic. Therefore, the results are reliable for interpretation. The Ramsey RESET Test confirms that the model is correctly specified as both the F and t probabilities are greater than 0.05.

6. Conclusions and Policy Recommendations

In an attempt to alleviate Zimbabwean economic challenges, the monetary authorities introduced dollarisation. Thus, this study investigated whether dollarisation achieved its purpose by investigating its impact on economic growth from 2000 to 2015. To achieve this objective, this study employed an ARDL model that incorporates the bound test and the short-run analysis. The bound test confirmed a long-run relationship among the variables while long-run results indicate a positive relationship between economic growth and dollarisation. Furthermore, the short-run results show that the economy will converge in the upcoming year. Both the short-run and long-run results were affirmed by the diagnostic tests that attested to the absence of heteroscedasticity, auto-correlation and serial correlation.

Given the results and a careful study of existing literature, the study recommends, contrary to public reasoning, that the government should maintain the dollarisation stance due to the positive impact it has on economic growth in Zimbabwe. Dollarisation resulted in economic stability and improved credibility in the financial sector. These are key components for boosting investor confidence. However, policy makers should note that dollarisation on its own is not a cure but rather create the necessary environment for other policies to succeed. In other words, dollarisation creates the necessary but not sufficient environment for growth. Dollarisation mostly brings stability, improves credibility and promotes integration with anchor countries.

Despite this study achieving its objectives, it had a few limitations. Firstly, some variables were not considered due to unavailability of data, for instance, labour or employment data and diaspora remittances. The inflation variable was not included because inflation figures produced spurious results due to both the nature of the data and some missing figures of inflation during the crisis era. Secondly, the study focused on dollarisation from 2000 to 2015 and ignored other years after that. Therefore, this study can also be extended to include the post 2016 period to investigate the effects when the bond notes were introduced.
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