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Abstract: Mobile phone technology is becoming ubiquitous. However, a number of unique usability challenges are still unresolved, including small screen size, device orientation changes, and an array of interaction methods (tap, flick, pinch, etc.) These challenges may be particularly acute for people with learning disabilities. This study examined the usability of touchscreen interactions, the difficulties, and possible solutions. An app was developed in which (12) participants accessed Google Maps and manipulated it to find various London Underground station locations. Text input (a password), tap, swipe, and pinch were required, and their usage was analysed. Many participants were successful in finding the required information. However, many difficulties arose, including misunderstandings of the labelling (a live ‘Welcome’ button was not tapped, whereas a short list of instructions was erroneously seen as a menu and so erroneously tapped to access each step in the process) and an over-sensitive zoom feature. Three categories of error were formulated from the findings: affordance, user, and functionality. Recommendations are offered, such as using more appropriate ‘signage’ for link buttons (affordance); manipulating the zoom feature using + and - buttons rather than a ‘pinch’, which requires two fingered dexterity (functionality); and more formal training and familiarity (user).

Keywords: smartphones; mobile technology; usability; accessibility; learning disabilities

1. Introduction

As Dekelver et al. [1] state, ‘(ICT skills) are becoming a gateway to today’s world of education, entertainment, business and social life. People not possessing the(se) skills ... are likely to be excluded from the information society… This is especially true for people with intellectual [learning] disabilities’ (p. 283). This is no minor problem; Mencap, a leading UK learning disability charity, calculated (using data from Public Health England and the Office for National Statistics) that there are 1.4 million people with a learning disability in the UK [2].

One area of ICT rapidly becoming the ‘gateway’ described by Dekelver et al. [1] is the ‘smartphone’—a mobile phone that typically has a touchscreen interface, Internet access, and an operating system capable of running downloaded applications or apps [3]. Statistica [4] reports that in 2017, 96% of UK aged 16–34 years old owned a smartphone. According to data analytics company ‘Newzoo’ [5], the UK also has the highest overall smartphone penetration at 82% (followed by Holland and Sweden), although China and India have the most users, albeit due to their high populations. The use of smartphones by people with learning disabilities in the UK is significantly lower at 62%, and 10% of the cohort report being limited or prevented from using devices due to their disability [6]. Indeed, work by the writer [7] has highlighted barriers imposed by carers, support workers, and others, generally over concerns around vulnerability.

Despite the widespread usage of this technology, there are unique usability challenges with mobiles, even amongst people who do not have any cognitive impairment. These include small screen
size, different display resolutions, device orientation changes, and an array of touchscreen (rather than mouse and cursor) interaction methods, and various ‘unlock’ mechanisms such as fingerprint recognition and shape forming by joining dots [8]. A recent model of Human–Computer Interaction, the FLM (Finger-stroke Level Model) [9] lists ‘tapping’, ‘sliding’ (dragging an icon or element across the screen—often termed as ‘swiping’ [10]), and ‘flicking’ as specific ‘operators’ used on a touchscreen. Lee et al. [11] add ‘pinch’ also—a two-finger movement to zoom. However, despite the fundamental differences outlined above inherent to mobile devices, and the challenges they present, very little work has been undertaken on how people with learning disabilities interact with this form of technology, the difficulties they may have, and how these may be obviated.

Of course, everyone may face problems in using the technology. However, these may be different according to a number of personal characteristics, including physical and cognitive deficits (e.g., [12,13]). Rowland [14] attempted to categorise the problems encountered by individuals with learning disabilities that may impact upon their use of information and communications technology, and found four areas of concern:

- Perception and processing: ‘An individual’s ability to identify (i.e., perceive) and integrate information presented in different media into meaningful chunks’;
- Memory: The app icons may be difficult to remember, especially as some (the icon for photos, for example) are merely abstract patterns (Rocha et al. [15,16]);
- Problem-solving: Rowland [14] gives the example of a broken link presenting a problem people need to solve;
- Attention span: ‘Distractions such as scrolling text and blinking icons’ are features that are not conducive to people with low attention spans and can make the electronic environment difficult to negotiate.

Brown and Lawton [17], in their paper on designing web pages for cognitively disabled people, add language skills and motor control as possible barriers. Finally, the hugely influential World Wide Web Consortium (W3C) mentions ‘problems with executive function’ such as ‘sequencing’ [18]. Smartphone apps often require a sequence of remembered (rather than prompted) actions: a fingerprint to ‘enter’ the device, the negotiation of more than one ‘home’ screen to find an app, and then the internal sequence of whatever app is being used. Sometimes this is added to by the need to access a public wi-fi system (requiring the user to pull down a taskbar, find the wi-fi icon, look for the active services from a list, etc.)

Jiwnani [19] outlines other specific difficulties that may be faced by cognitively disabled people using information technology, including:

- An inability to use the mouse or other input device (although mobiles tend to be ‘touchscreen’, motor difficulties and small screen sizes may still be problematic);
- Understanding complex screen layouts (on a mobile device these might be a ‘home screen’ replete with icons);
- Auditory output being confusing or difficult to understand;
- Problems if required to rely solely on textual labels [15] and, indeed, with regard to pictorial representations too, as the author’s own work has shown (e.g., [20,21]).

There is as yet no extensive body of work examining usability or any aspect of mobile technology use by the cohort. This is because of differences in studies with regard to:

- Participant cohort;
- Device type;
- Area of interest;
- Methodology.

**Participant cohort:** Participants have been described as having:
• Mild to moderate intellectual disabilities [22];
• Cognitive disabilities [23];
• Intellectual disabilities [24];
• Down Syndrome, with an undefined degree of learning disability [25];
• Mild communication or cognitive limitation [26].

*Device type:* These have included:

• iPads [25];
• ‘Electronic tablet’ (plus participants’ own devices) [26];
• ‘Mobile phones’ [23];
• ‘Smartphones’ [27].

Adding more complication is the fact that mobile (and other!) technology advances so rapidly that studies undertaken more than a few years ago no longer apply. For example, Dawe’s [23] study of ‘mobile phones’ which, although acknowledging features such as cameras, discussed only calling and texting.

*Area of interest:* There is an extremely wide variation in research focus, even when considering only the ‘usability’ aspect of devices. These include

• Examining ‘global’ usage (i.e., different functionalities within a device):
  - In a naturalistic day-to-day basis ([23], as mentioned);
  - To facilitate a particular activity (e.g., [24]);
  - As a suite of particular tasks [22,25];
• Assessing the efficacy of particular apps (e.g., [28]).

*Methodology:* These have included:

• Formal usability tests [22];
• Metrics comparing PC versus mobile rendering of pages [29];
• Qualitative interviews [23];
• Case study ethnographic approaches [24].

Given the diversity outlined above, the following represents only an indicative summary of research findings. Beginning with formal usability testing, Kumin et al. [25] explored touchscreen displays and virtual keyboards on a tablet computer with adults with Down Syndrome. Participants performed a series of tasks including typing a URL, finding contacts, retrieving information, and sending an email. Results showed that ‘some’ (p. 136) participants had problems with the touchscreen (as it was very sensitive) and often accidentally tapped and therefore activated unwanted icons, or closed applications in the middle of a task. Participants also had problems with icons, partly because they were unfamiliar with them, and partly because they were ‘small, often unrecognizable … and often cryptic’ (p. 137). Problems with remembering passwords were also noted, echoing the literature discussing generally problems faced by those with learning disabilities which mentions short-term memory [14,18].

Rocha, Bessa, and Cabral [22] assessed the efficacy of an iPad by formal usability testing. They formulated tasks testing ‘selection’, ‘manipulation’, and ‘insertion’ in people with ‘intellectual disabilities’ (ID). Twenty adults participated in the study. Participants were required to carry out tasks including adding colour (by selecting and dragging) and manipulating ‘pieces’ of a puzzle. Difficulties were noted regarding the pressure needed to perform a selection. Fewer participants had difficulties in dragging, but those who did lost their piece ‘many times’. Some participants ‘had difficulties positioning the hand on the iPad’ (p. 4).
Results were compared to earlier findings where a keyboard and mouse were used. Here, participants had many difficulties with the keyboard but not with the touchscreen. The difficulties consisted of continuously clicking on a key and frequently confusing the right/left mouse buttons—problems noted by the present writer with a similar cohort [30]. Task time was substantially quicker on the touchscreen. This ‘because with the physical keyboard [people] have to divide their attention [between] … the keyboard … and monitor’ (p. 5). There is an element of visual–motor coordination here, in coordinating the gaze between the keyboard and monitor and the physical actions required to input text and control the curser.

Some usability testing of particular applications (‘apps’) has also been undertaken. For example, Auger et al. [26] examined two mobile ‘apps’ designed to aid shopping tasks for people with ‘mild communication or cognitive limitations’ (p. 12777). Participants found much of the vocabulary difficult (e.g., “multi-level access”, “threshold” …) but they liked large text and buttons, both for ‘easier reading’ and aesthetically, and ‘when there was a limited number of steps to obtain desired information’ (pp. 12786–12787).

Other workaround mobile technology for learning disabilities has not looked exclusively at usability, although that aspect has formed part of such studies. Dawe [23], for example, ‘conducted … interviews with five families to understand the current patterns of remote communication among young adults with cognitive disabilities and their parental caregivers, and the role that remote communication played in increasing independence and safety’ (p. 179). The interview schedule did not appear to include anything on usability. Nevertheless, the authors report various usability issues that arose during the study. Difficulties included negotiating confusing menus (thus making access to features such as the address book and voicemail difficult), using small keypads and ‘the fine manual dexterity required to plug in the charger’ (p. 183).

In sum, tentative findings from existing research suggest that touchscreens present problems of size and sensitivity [25], remembering passwords, and finding search boxes. A virtual keyboard is easier to manipulate than a physical one [22]. Surprisingly, very little research appears to have been undertaken on on-screen manipulation—tapping, swiping, or pinching [10]—although Rocha, Bessa, and Cabral [22] examined tasks requiring participants to drag and select (tap). Few suggestions as to how devices could be made easier emanate from this literature—larger ‘buttons’ (virtual, one assumes), a simplified interface [23], more training [25], and simpler vocabulary [26] being prominent. More research is clearly needed in both the touch element of data and command input.

2. Materials and Methods

2.1. Materials

An app (‘Find My Tube!’) was developed, which required users to practice almost all actions necessary in using mobile devices as outlined above, namely: tap, swipe (or ‘slide’), and pinch. In addition, participants were required to recognise icons and links, and read and enter text.

The app (using the Google Maps facility) was designed to show the location, on a map, of various well-known attractions in London (Big Ben, the London Eye, etc.) In addition to seeing its location, participants had to find the nearest station (shown by the traditional circular London Underground sign). Table 1 shows the sequence of tasks undertaken. Overall, the actions and skills necessary were as follows:

- One word was needed to log in. Participants were asked to provide their own name in a ‘Username’ field. In fact, this was a ‘dummy’ login, as the ‘login’ button accessed the contents without any text being entered.
- Three ‘taps’ were required (to enter the app, to choose a location, and to exit) and one pinch activation (zooming, to access more of the map).
• Two icons had to be recognized—the now traditional ‘red balloon’ location icon on Google Maps (familiar to users and designed, with its pointed base on the particular location, to be intuitive) and the standard London Underground icon.

Although attempting to include a comprehensive suite of actions, the app was designed to obviate any cognitive problems outlined above. Thus, each step was prompted (with ‘login’, ‘choose item’, and ‘done’, for example). There were no distracting animations, audio, or abstract icons, and the screens were as plain as possible.

Table 1. Tasks and task sequence.

<table>
<thead>
<tr>
<th>Screen</th>
<th>Task</th>
<th>Action/Skill Required</th>
<th>Device Reaction</th>
<th>Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Activate the ‘Welcome’ button</td>
<td>Recognise and tap the button</td>
<td>Opens login page on tap</td>
<td><img src="image" alt="Login Screen" /></td>
</tr>
<tr>
<td>2</td>
<td>Log in (1) Log in (2)</td>
<td>Enter text (the participant’s name) Tap ‘login’ button</td>
<td>Displays introduction page</td>
<td><img src="image" alt="Introduction Screen" /></td>
</tr>
<tr>
<td>3</td>
<td>Introduction page</td>
<td>Read instructions</td>
<td></td>
<td><img src="image" alt="Instructions Screen" /></td>
</tr>
<tr>
<td>4</td>
<td>Activate gallery page Examine options</td>
<td>Tap ‘Go’ button on introduction page Swipe screen (to view all options)</td>
<td>Displays gallery Displays elements originally below screen level</td>
<td><img src="image" alt="Gallery Screen" /></td>
</tr>
</tbody>
</table>
2.2. Participants

Participants were adults, ranging from 18 to 57 years (see Table 2, and Appendix A), which gives
details at the level of the individual who were considered to have ‘mild’ learning disabilities at the
institutions from where they were recruited—Functional Skills’ departments at Further Education
colleges, adult day centres, voluntary groups (e.g., Mencap), etc. around London and Hertfordshire.
To enable supporter/gatekeepers (i.e., tutors, carers etc.) to identify potential participants, a participant
profile was drawn up using criteria provided from the Moser report [31] on adult literacy in England.
In addition to being considered as having ‘learning disabilities’ by the recruiting supporters, participants
were sought who had a basic ‘Entry’ level of literacy (as determined by their supporters). Literacy
skills for this cohort include the capacity to read and understand simple text—up to three sentences or
one paragraph, follow simple instructions, and use a simple list.

This recruitment method is very common where seeking medical diagnoses might be considered
too intrusive. For example, Ho et al. [32], in an exploration of how to gain informed consent, described
participants as being ‘recruited from a supporting organisation who provide services to people with
intellectual disability. Potential candidates who fulfil the inclusion criteria are identified by the
employees of the organisation who work closely with them’ (p. 93). Similarly, McKenzie et al. [33],
in an examination of positive behavioural support, describe how staff at participating organisations
‘approached individuals who they thought might be interested’. Participants were requested who
were ‘aged 18 or over and had intellectual disability; … displayed CB [Challenging Behaviour]; [and]
were able to give informed consent’ (p. 3). Interestingly, ‘information about the level of intellectual
disability of the participants was not available’.

Returning to the present study, those who chose to participate either had their own smartphone or
were familiar with a ‘standard’ smartphone interface, although this was not a specific criterion. None
had been given formal training in using their devices.

Others were encouraged and reassured that prior help and demonstrations would be offered.
Indeed, an initial aim was to compare the performances of prior users with novices, to explore
differences in understanding, error-types, queries, etc. However, dislike of, or unfamiliarity with, the
technology and working with someone different all conspired against participation. Similarly, people
who had lower or no literacy skills were not excluded from the full research programme exploring the impact of mobile devices more generally.

For the work reported here, 12 people were recruited, with their age and genders as shown in Table 2.

<table>
<thead>
<tr>
<th>Age Range</th>
<th>No.</th>
<th>Genders</th>
</tr>
</thead>
<tbody>
<tr>
<td>18–19</td>
<td>2</td>
<td>1 male 1 female</td>
</tr>
<tr>
<td>20–29</td>
<td>4</td>
<td>2m 2f</td>
</tr>
<tr>
<td>30–39</td>
<td>4</td>
<td>3m 1f</td>
</tr>
<tr>
<td>40–49</td>
<td>1</td>
<td>1m</td>
</tr>
<tr>
<td>50–59</td>
<td>1</td>
<td>1m</td>
</tr>
</tbody>
</table>

This sample may seem small, although in the field of web usability between three and ten testers or evaluators are considered adequate [34]. Internet usability ‘guru’ Jacob Nielsen [35,36] recommends the use of between only three and five evaluators. He argues that ‘Testing with five people lets you find almost as many usability problems as you’d [sic.] find using many more test participants … your user research should be qualitative—that is, aimed at collecting [design] insights … not numbers’ [36]. No control group was required for this study, as it simply tested participants’ ability to undertake standard interactions with the technology, and not test an experimental design against some traditional (control) method. In fact, the use of ‘controls’ is not a normal practice in usability and, indeed, the comprehensive ‘Handbook of Usability Testing’ [37] actively eschews this approach, as it is not designed to elicit qualitative information on design issues or how they can be obviated.

2.3. Procedure

Potential participants at each location knew each other and the ‘gatekeeper’ (as their tutor, carer, or support worker). Those who were interested in the project had been identified earlier by the gatekeeper, who facilitated the sessions. They were briefed in a group by the researcher about the project at least seven days before the actual research sessions and signed an accessible consent form (which, of course, allowed for the opportunity to withdraw at any time, although no-one who signed did so).

During the sessions themselves the same procedure was adopted on each occasion, in particular at the app usability sessions, where the same instructions and same steps were undertaken at each stage. This included a two-stage prompting system: first, after a delay or question by the participant, an instruction (e.g., ‘tap where it says “welcome”’). If that did not elicit the required action a demonstration was given (see Manley, et al. [38] for a discussion on stages of prompting, and, in particular, the ‘system of least prompts’, as used with people with learning disabilities).

Before the actual session, however, a poster showing different objects such as a camera, video recorder, pocket calculator, map, and CD player was shown to each group as an introduction. Participants identified the objects and were asked what they have in common. At least one person in each group was able to correctly identify that each was part of the functionality of a ‘smartphone’ (whereupon the writer joked that had he been told, when he was younger, that his typewriter, camera, video recorder, etc. would all fit into his shirt pocket, he would have considered the idea completely crazy!). This huge variety of features and functionality was used to emphasise the importance of such devices, and of being able to successfully negotiate them. The actual project was then explained, with participants being invited to take part in a discussion around use their experiences with and views on mobile phone technology. The app was shown, for those willing to ‘try it out’.

For the actual sessions, four small groups (4, 2, 2, and 4 people, respectively) were shown the app again. The researcher demonstrated each stage, making sure both that he ‘swiped’ up on the screen that required this to show each of the attractions and ‘pinched’ appropriately to zoom out on
the map screen. The attractions, or landmarks, were all named on-screen (see Table 1) but the names were reiterated by the researcher, who also asked if anyone had been to each place. By the end of this introductory session, participants all appeared to be aware of the name and some basic details of each attraction. Before doing the test, however, they were engaged in the conversation around the use, benefits, and difficulties of mobile technology, as introduced in the earlier briefing. The short time-lapse between being shown the app and actually using it was to avoid participants being able to interact with the app 'by rote', rather than by reason or intuition, its functionality being too fresh in the mind.

Those agreeing to test the app (all 12 asked) were given the researcher’s (Android) phone and shown the app icon to tap to reveal the login screen. They were asked to enter their first name and tap 'login'. Using simpler terminology such as 'Name' for 'Username' and 'Done' or 'Go' instead of 'Login' was considered, but it was decided to use standard 'web' or 'computing' expressions instead, as these would be more likely to be encountered.

From the login screen, participants then selected and activated (tapped) an attraction from the gallery. As shown in Table 1, the attractions consisted of (coloured) same-sized photos, in a $2 \times 3$ grid, where the bottom two photos were only partially visible and, thus, required 'swiping' to be seen in their entirety. Once activated (‘tapped’) a map appeared showing the location of the attraction. Participants examined this to find first its location and then the nearest London Underground station (zooming out to undertake the latter task if necessary). They then tapped ‘Done’. This routed users back to the page with the attraction choices displayed again.

Note that, for present purposes, the earlier discussions around the use of smartphones were simply to put the activity into context and to provide a time-lapse between the app demonstration and its testing. They did not form part of the present study (although data accrued from these will be reported later, as part of the full programme of research).

2.4. Data Analysis

As the activity required very short, discrete actions (tapping, swiping etc.) it was not felt necessary to record the time taken, either on the individual actions or on the overall activity. Instead, of interest were:

- Overall understanding of the app: determined by any prompts required, queries, and task completion;
- Understanding of the actions required at each stage (i.e., for each screen): determined as above;
- Execution of the actions: determined by the accuracy of actions and system response;
- Data relating to each of these areas were recorded in real-time, in note form, by the researcher.

During the (two) occasions in which a supporter witnessed the session, notes were corroborated by them. Although they were quantified (see Table 3), of more importance were the issues elicited, even if only by one participant. Just for the record, the full study, in which much interview data was accrued, used the technique of 'framework' analysis [39]. This approach comprises of a series of interconnected stages that enable the researcher to move back and forth across the data until a coherent account emerges [40]. It is similar to ‘thematic analysis’ [41], although in the framework approach the process of data analysis and the linkage between the stages of the analysis are more transparent [42].
Table 3. Results.

<table>
<thead>
<tr>
<th>Screen</th>
<th>Action</th>
<th>Classification of Difficulty</th>
<th>Participants Affected</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Did not tap 'Welcome' button</td>
<td>Affordance</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Log in (did not enter text)</td>
<td>Affordance</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>Log in (reluctance to log in)</td>
<td>User</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Thought 'Instructions' page was a list of hyperlinks</td>
<td>Affordance</td>
<td>3 (of 4)</td>
</tr>
<tr>
<td>4</td>
<td>Choose location (failed to swipe)</td>
<td>Affordance</td>
<td>6 (of 8)</td>
</tr>
<tr>
<td>5</td>
<td>Google Maps—tried using only one finger</td>
<td>Functionality</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>Google Maps—screen zoomed too much</td>
<td>Functionality</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>Google Maps—needed help with underground icon recognition</td>
<td>User</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>Tap not activating</td>
<td>Functionality</td>
<td>3</td>
</tr>
</tbody>
</table>

3. Results

The summary of results below (Table 3) shows the particular areas of the process participants found difficult. We derived three distinct difficulty types from the literature on usability [37,43,44] and our own analysis of the problems—affordance, user, or functionality. We classify ‘affordance’ difficulties as those that involve the appearance of a digital artefact not signalling its use case well enough [45]; ‘functionality’ difficulties as those that signal their function as one thing but upon interaction (touch, swipe, pinch, etc.) do not behave as expected; and ‘user’ difficulties as those that are truly participant-specific and not uniformly applicable across the participant base.

Participants showed reasonable understanding of the activity overall. The ‘Welcome’ link on the opening screen proved slightly confusing, with three participants (Andrew, Charles, and Lenny) not immediately tapping the link. Although it could be argued that there was high affordance in terms of its depiction as a button and (therefore) a link, the word itself did not seem to symbolise the idea of ‘entering’ a location, despite the common connotation of ‘welcome’ with ‘come in’. Two participants, Andrew and Charles (who did not have smartphones of their own), asked if they should tap ‘welcome’, and the third, Lenny, made no movement (and did not ask) until the researcher used the first prompt method of explaining. The instructions were enough, however, to allow him to proceed. More positively, the button size (an issue for Auger et al. [26]) did not cause any problems. No participants failed to tap the correct area, although there were instances of the screen failing to respond first time.

The login screen proved problematic for three participants (Andrew, Ibrahim, and Jane). Two of these did not know how to enter text (including Andrew again, and Jane). Andrew (who, as documented in the Appendix A, did not have use of a smartphone) was able to do so when the process had been explained, Jane required the next stage of prompting—a demonstration. She then was able to continue, although the small keypad caused her to enter the wrong letter twice, demonstrating a slight difficulty with motor control, exacerbated by holding the device (rather than it being on a stable surface—an aspect apparently not addressed in the literature before).

The third participant, Ibrahim, had an altogether more difficult problem. Although told that the password was ‘the first four letters of your name’ and that the idea was for him to write it, he insisted that the researcher did so, turning away and shielding his eyes from the screen with his hand. When gently asked why he did not want to perform the action, he declined to comment. The app was situated...
on the researcher’s phone, so it is likely that this gave it a proprietary quality in Ibrahim’s mind, which suggested that he should not be privy to the password. Interestingly, Ibrahim was the participant flagged as having behavioural difficulties, so it might be that he was trying to be particularly prudent during the session.

The following screen (number 3), displaying the app instructions, proved the least intuitive. Interestingly, this presented the opposite problem to that of the ‘Welcome’ page. Three of the first four participants (Andrew, Charles, and Deborah) incorrectly interpreted the step-by-step instructions as being a list of hyperlinks and tapped the first instruction expecting it to lead to another page. This was despite the fact that it was designed to not look like traditionally styled hyperlinks (blue and bold, or other contrasting text standing out from other content) [44]. Nevertheless, having the instructions in a bullet-style list containing few words, with each entry enclosed in a rectangle, may have been too reminiscent of a menu list. Also, the first instruction was titled ‘Choose your item’, so it may have been logical to assume that the items were visible with a tap (in fact, one had to read all the instructions and then tap ‘Got it!’). The behaviour of participants, in tapping items on this list, appears to be caused by the priority that the appearance (the styling around the text) of the instructions took over their labels (the text for the instructions) when considered in terms of visceral affordances (how the senses interpret the design [46]).

Reformatting the page was considered to obviate these problems, but as the app was demonstrated and explained prior to each session, it was felt that the only real purpose an instruction page would serve would be to test reading (and issues related in particular to reading on a small screen). Whilst this would have been instructive, the aim of the research was to examine screen manipulation, achievable without including lines of text to absorb. Thus, after the fourth trial it was removed from the interface.

The ‘Choose item’ screen (screen 4), which presented six photos of London attractions from which participants could choose, presented only one major obstacle, and only for two participants (Deborah and George). Both asked what to do and were able to proceed when told. However, few participants appeared to actually consider their choices. For the first sessions, choices were not recorded. However, when it became clear that the visible (and especially the top two) photos were being given preference, they were recorded as data. The eight participants whose choices were noted undertook a total of 18 iterations—fewer than required for a rigorous statistical analysis, but enough to accrue indicative findings.

The final screen, containing Google Maps with the chosen location centred (and indicated by a red ‘balloon arrow’) proved the most difficult to manipulate. The problem here was the requirement to use two fingers to zoom. This proved problematic in itself, for several reasons:

- Most participants seemed not familiar with the ‘two-finger’ action requirement and found it difficult, reflecting problems Rocha, Bessa, and Cabral [22] documented with their activity requiring dragging (although it is not clear from their paper whether two fingers were required to do this).
- The map was very sensitive, causing it to zoom or move too much. In addressing the task, the station symbol was often found where the map had zoomed out so much that the name of the station did not appear. Kumin et al.’s [25] study also reported problems of sensitivity, although in their case, the touch screen itself was to blame, not a particular app.

Three people (Henry, Jane, and Khan) initially attempted to move the map with their thumbs, which they had been using on all the previous screens, and had been fairly adept at doing so. Requiring both, simultaneously, however, was far too difficult. All three readjusted to use their fingers and successfully completed the task.

The other problem on this screen was the error message, ‘Use two fingers to move the map’, which appeared (dimming the map itself) whenever an action was attempted with just one finger. Rather than helping, this simply caused confusion and irritation.
4. Discussion

This section explores the general lessons that can be elicited from the disparate results outlined above. One way to attempt a global interpretation of results of this experiment is to differentiate between a user’s general beliefs and attitudes regarding technology, and a specific perception to a particular application [47]. In the case of our participants, how they approached the system-specific tasks—especially in the face of difficulty or negative feedback, for example, at the hands of the error message in the map, or the unexpected navigation screen—might be indicative of their a priori attitude towards digital or mobile use in general. Only with encouragement from the researcher and with successful iterations were the participants enabled to develop an application-specific opinion and comfort level that allowed for greater ease of use. Due to the fact that universally accepted mobile-native affordances were used throughout this app, such as the text and appearance of the buttons, the map functionality, and user interface touch/swipe movement patterns, one can infer that either the specific participant group may have had as much exposure to standardised mobile digital experiences as others, and/or that their intrinsic motivation levels for interacting with mobile applications was predisposed to waning in the face of negative feedback.

Despite differences in layout, design and input mechanisms, one result was similar to prior work undertaken on web interfaces. The propensity to choose the top two photos when deciding on which attraction to locate, reflects work undertaken by the author on web site design and usability on static devices, where he developed the idea of ‘serial access’ [20,21]. This can be defined as the practice of linearly absorbing each unit of information, without skipping any phrases or words that may be irrelevant and without looking beyond the immediate content encountered. Such behaviour leads to content being so absorbed from left to right and top to bottom. Interestingly, in the mobile environment, the easiest content with which to interact for people using their thumb to interact may not be at the top, but on the right of the screen (for right-handed people). Nevertheless, results showed that the top two photos were by far the most chosen, representing 10 out of 18 iterations. Indeed, the photo on the right (The London Eye) was chosen 6 times—30% of all iterations. At the other end of the scale, those photos only visible (or fully visible) on swiping were only chosen twice, and then only in third iterations, tentative indications that the reluctance to scroll identified in the author’s prior work [48] is in evidence in a mobile environment, despite the fact that the swipe action required may be easier than using either a mouse or arrow keys. We classified this as an affordance difficulty due to the fact that there was no visible indicator (such as an arrow pointing down) to indicate a downward swipe. However, the photos themselves were not strictly controlled variables and may have played a part in the selection (for example the natural visual attractiveness of the London Eye).

There were also other limitations to the study. First, the lack of prior research on which to build is a constant limitation where innovative technology is an area of interest. By the time the research cycle of finding a topic, obtaining funding, carrying out the study, writing up, and publishing has been undertaken, the technology will have moved on and other areas appearing for study. For example, the author’s PhD on website design for people with learning disabilities, completed only five years ago [20,21,45], is unlikely to be replicated or built upon, as the world of IT is now mobile and dominated by apps rather than by web pages on large screens. This is, indeed, one reason we decided to create an app which tested interactions likely to be used over a long period of time (tap, swipe, etc.).

Second, as with the studies by McKenzie et al. [32] and Ho et al. [33] cited earlier, the study relied on gatekeepers to interpret a given participant profile. Archibald and Munce [49] describe how gatekeepers may limit access to potential participants to those of their choice, such as those likely to have ‘an above average understanding of the [research] instead of participants with a more typical profile’ (p. 35). Participants had varied experience with technology, although in a way this could be seen as a strength, permitting a wider spectrum of user behaviour to be observed.

A longer time-lapse between app demonstration and the usability test may have elicited more usability issues, as the participants would not have been able to rely on memory so much. However, this heightened possibility for errors may not have been justified purely in terms of participant wellbeing.
Finally, it is worth considering performance in global terms, with regard to age, gender and prior experience. The sample, of course, was too small to undertake any quantitative analysis, so the following observations are simply indicative of what may be prevalent on a large scale. With regard to prior experience, this certainly helped, although in the case of Khan and Henry, experience was actually a handicap in one task, as they were too used to only using one thumb to negotiate the touch screen. Farid, reported to be on his smartphone ‘all the time’, had no problems with any of the tasks. On the other hand, Lenny and Ibrahim, who were not big users of smartphones, both had problems, as did Charles who did not use a smartphone (although was adept at certain activities on a laptop).

Considering age (again with the proviso that it was a small sample), the two youngest participants (Eve and Khan) both appeared to be adept with the technology, despite using it for less time than the others. Charles, in his 50s, did not use a smartphone, but reported some limited but regular use of a laptop—for YouTube and game playing. These two examples, then, do indicate, in microcosm, an age difference in use. However, Henry and Farid, both in their 30s displayed much knowledge, perhaps raising the question as to the age at which people may be considered ‘digital natives’! It is worth noting that in both parallel work by the writer concerning smartphones [7] and other work on information technology and the same cohort [20,21,30] has shown that the major factors in usage and ability are support, exposure, and general literary skills rather than age. It is possible that these factors play out differently by gender (e.g., are males exposed to the technology more by the people who support them?). In the present study, with this small sample, there were no discernible differences.

5. Conclusions

To conclude, it can be said that there are various signalling mechanisms can be built into the appearance and functionality of mobile applications to enable optimal usability for individuals with mild learning disabilities. Problems encountered with two-finger pinching (to zoom) and dragging, and attempts to move the map using the thumb, clearly indicate that preferred functionality is exhibited consistently in instinctive behavioural patterns. The + and – zoom features on Google Maps when opened on a larger (e.g., laptop) screen could be incorporated in a mobile device (the symbols could still be relatively large if they are overlaid onto the map surface). Results suggested that the ‘tap’ functionality was not problematic in itself, only the signalling to it, so this more familiar interaction mode should be used wherever possible; tapping a zoom plus sign instead of having to pinch is the perfect example. As mentioned, aspects of signalling could be incorporated such as, in this case, less ambiguous labels and an indication (via an arrow) of content ‘below’ the screen.

Mobile device behaviour is, of course, a learned habit that is developed through the course of interacting with a particular application (such as the identification of blue buttons as links in this case) and so greater familiarity and use would help. The wider research within which this study sits has shown that formal instruction by the carers and other supporters of the cohort is generally minimal, for several reasons, but partly because supporters themselves are not adept with the technology and/or do not see the value for the cohort they support [50]. It is worth adding, for educationalists and app designers, that particularly for individuals with learning disabilities, the more visceral the affordance, the higher its usability appears to be, especially with regard to digital/mobile-native applications. Thus, a combination of better design and education is required.
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Appendix A

<table>
<thead>
<tr>
<th>Participant Alias</th>
<th>Age</th>
<th>Gender</th>
<th>Affiliation/Location</th>
<th>Group</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andrew</td>
<td>20–29</td>
<td>M</td>
<td>National charity</td>
<td>1</td>
<td>Andrew did not have his own smartphone but had an iPad. He played games on this, accessed YouTube, and surfed the Web.</td>
</tr>
<tr>
<td>Brian</td>
<td>30–39</td>
<td>M</td>
<td>National charity</td>
<td>1</td>
<td>Brian had a slight visual impairment. He had a smartphone, which he used for making calls, texting, and taking photographs. It had been configured for him to show large icons and text.</td>
</tr>
<tr>
<td>Charles</td>
<td>50–59</td>
<td>M</td>
<td>National charity</td>
<td>1</td>
<td>Charles did not have his own smartphone but reported being familiar with them through friends. He used a laptop, mainly for YouTube and game playing.</td>
</tr>
<tr>
<td>Deborah</td>
<td>30–39</td>
<td>F</td>
<td>National charity</td>
<td>1</td>
<td>Appeared to have the least exposure to mobile technology. Only used her phone (although it was ‘smart’) for voice calls and appeared not to realise much of the potential or functionality.</td>
</tr>
<tr>
<td>Eve</td>
<td>18–19</td>
<td>F</td>
<td>Local charity</td>
<td>2</td>
<td>Used her smartphone extensively. In addition to traditional calls and texts, she used WhatsApp and Facebook Messenger, accessed YouTube and the Web, and sent photos via social media. Self-taught, along with her friends. Has had a phone for 2 years, but quickly became immersed.</td>
</tr>
<tr>
<td>Farid</td>
<td>30–39</td>
<td>M</td>
<td>Local charity</td>
<td>2</td>
<td>Reported to be on his smartphone ‘all the time’, using WhatsApp, Facebook Messenger, Instagram, the web, and listening to music. Has used a smartphone ‘for years’ (he could not provide a firm number).</td>
</tr>
<tr>
<td>George</td>
<td>40–49</td>
<td>M</td>
<td>Self-advocacy group</td>
<td>3</td>
<td>‘Self-taught’ in ICT, albeit receiving much help from relatives and from peers. Smartphone use centred on calls, texts, and YouTube. Has had a smartphone for one year.</td>
</tr>
<tr>
<td>Henry</td>
<td>30–39</td>
<td>M</td>
<td>Self-advocacy group</td>
<td>3</td>
<td>Very knowledgeable about computing, discussing servers and firewalls accurately and demonstrating much ‘app’ usage on his phone. Had much exposure through his brother, who is an IT specialist, and has had a smartphone for ‘around 6 years’.</td>
</tr>
</tbody>
</table>

Table A1. Participant details.
### Table A1. Cont.

<table>
<thead>
<tr>
<th>Participant Alias</th>
<th>Age</th>
<th>Gender</th>
<th>Affiliation/Location</th>
<th>Group</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ibrahim</td>
<td>20–29</td>
<td>M</td>
<td>Educational institution</td>
<td>4</td>
<td>Classified as having behavioural difficulties—maybe a reason why he tried to not do anything wrong as evidenced by his reluctance to use what he thought was someone else’s password. Had a smartphone but was currently barred from using/carrying it for accumulating a large bill. Reported using only voice, text, and camera.</td>
</tr>
<tr>
<td>Jane</td>
<td>20–29</td>
<td>F</td>
<td>Educational institution</td>
<td>4</td>
<td>Needed much help. Had a smartphone (has had one for 2 years) and reported using WhatsApp, YouTube, and playing games, but disappointed that the ICT course he was doing did not include a mobile element.</td>
</tr>
<tr>
<td>Khan</td>
<td>18–19</td>
<td>M</td>
<td>Educational institution</td>
<td>4</td>
<td>Had a smartphone for his 18th birthday (three months earlier) but said he was familiar with them anyway through his friends. Set himself up immediately with Messenger and uses the Web a lot, especially to browse news about football.</td>
</tr>
<tr>
<td>Lenny</td>
<td>20–29</td>
<td>F</td>
<td>Educational institution</td>
<td>4</td>
<td>Has a smartphone but said he did not use it much. Apart from calls, his main activity is playing games. He does not have any chat app on his phone.</td>
</tr>
</tbody>
</table>

Notes: Group 1 and Group 4 participants were attending a basic computer skills course at the time of the study at this charity, although (as confirmed by the course instructors) this did not include content on using smartphones.
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